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Abstract

Background: Artificial intelligence approaches can integrate complex features and can be used to predict a patient’s risk of
developing lung cancer, thereby decreasing the need for unnecessary and expensive diagnostic interventions.

Objective: The aim of this study was to use electronic medical records to prescreen patients who are at risk of developing lung
cancer.

Methods: We randomly selected 2 million participants from the Taiwan National Health Insurance Research Database who
received care between 1999 and 2013. We built a predictive lung cancer screening model with neural networks that were trained
and validated using pre-2012 data, and we tested the model prospectively on post-2012 data. An age- and gender-matched subgroup
that was 10 times larger than the original lung cancer group was used to assess the predictive power of the electronic medical
record. Discrimination (area under the receiver operating characteristic curve [AUC]) and calibration analyses were performed.

Results: The analysis included 11,617 patients with lung cancer and 1,423,154 control patients. The model achieved AUCs of
0.90 for the overall population and 0.87 in patients ≥55 years of age. The AUC in the matched subgroup was 0.82. The positive
predictive value was highest (14.3%) among people aged ≥55 years with a pre-existing history of lung disease.

Conclusions: Our model achieved excellent performance in predicting lung cancer within 1 year and has potential to be deployed
for digital patient screening. Convolution neural networks facilitate the effective use of EMRs to identify individuals at high risk
for developing lung cancer.

(J Med Internet Res 2021;23(8):e26256) doi: 10.2196/26256
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Introduction

Lung cancer is a leading cause of cancer death worldwide, and
to reduce its mortality, early detection is crucial. The National
Lung Cancer Screening Trial (NLST) revealed that screening
with low-dose computed tomography (LDCT) can reduce the
mortality associated with lung cancer by 20% [1]. Likewise,
the Dutch-Belgian Randomized Lung Cancer Screening Trial
(NELSON study) recently revealed that screening with LDCT
resulted in a 24% decrease in the 10-year cumulative mortality
for men and a 33% decrease for women [2]. Multiple
organizations have recommended LDCT screening for lung
cancer to be used on target populations [3,4]. Given the potential
harm due to radiation exposure, false-positive results, and costs
associated with LDCT, most organizations only recommend
annual screening that targets high-risk individuals; this group
is largely identified by epidemiological factors, including age
and smoking/cessation history [5]. Furthermore, due to the
potential harm associated with false-positive results, the
cost-effectiveness of implementing annual LDCT screening
remains controversial [6]. Multiple research groups have
attempted to overcome this problem by developing risk
prediction models to identify patients who might benefit from
LDCT screening and to generate criteria that are superior to
those introduced by the NLST and related studies [7-14]. These
models frequently include self-reported information, such as
family history, BMI, socioeconomic status, and
smoking/cessation history, and they use conventional regression
models for the final risk analysis.

In the era of digital medicine, the use of artificial intelligence
has resulted in good performance for predicting image-related
tasks, specifically the use of convolutional neural networks
(CNNs). In lung cancer research, CNNs have been applied to
LDCT and chest radiographic images to facilitate detection and
classification of pulmonary nodules; these models demonstrate
performance that is comparable to that achieved by human
experts [15-19]. The prediction performance is largely based
on high-level feature extraction and nonlinear prediction via
the use of CNNs. Given proper data conversion, using CNN
methodologies to generate predictions using other nonimaging
medical data may be possible. Our group recently described a
risk prediction model for nonmelanoma skin cancer that was
generated using data extracted from electronic medical records
(EMRs) [20].

In predicting lung cancer risk, the EMR should be suited to the
task of identifying high-risk individuals [21]. In this study, our
goal is to develop a risk model for the prediction of lung cancer
using data from EMRs. As such, we applied established CNN
algorithms to the large data set available in EMRs to identify
important patterns associated with the development of lung
cancer. In contrast with methods used for traditional regression
analysis, we attempted to include evolving sequential
information found in EMRs to generate our prediction model.
Our goal was to generate a model that facilitated the prospective
identification of individuals at higher risk for developing lung
cancer; these individuals might then undergo further follow-up
examinations, including LDCT. The use of a predictive model
to identify individuals at high risk could serve to limit
unnecessary radiation exposure and reduce costs associated with
LDCT and related interventions.

Methods

Study Population
Deidentified EMRs of 2 million patients who received care
between January 01, 1999, and December 31, 2013, were
initially sampled from the Taiwan National Health Insurance
Research Database (NHIRD). These EMRs included the
demographic information, diagnoses, and procedure codes from
the International Classification of Diseases, Ninth Revision,
Clinical Modification (ICD-9-CM) and prescriptions from both
outpatient clinical declaration files and in-hospital declaration
files. This study included participants between the ages of 20
and 90 years who had at least 4 years of medical records on file.
Participants with missing data were excluded. These criteria
yielded 1,628,250 EMRs with over 300 million record entries
for evaluation and analysis. This study was approved by the
Taipei Medical University Institutional Review Board; informed
patient consent was waived, as all data were anonymous and
deidentified before analysis [22].

Data Preprocessing
Previous validation studies that focused on lung cancer using
the NHIRD have shown a positive predictive value (PPV) of
95% [23]. In this study, we provide further validation of the
diagnosis of lung cancer using intervention codes (eg, thoracic
surgery, subsequent radiotherapy, or chemotherapy) and national
catastrophic illness cards (which require definite pathologic
proof of a cancer diagnosis). The inclusion and exclusion criteria
used in this study are indicated in Figure 1.
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Figure 1. Inclusion and exclusion criteria for the study.

The index date for patients with lung cancer was defined as the
date of first diagnosis. For the control patients, the index dates
were randomly selected from their medical history. ICD-9-CM
diagnosis codes and World Health Organization-Anatomical
Therapeutic Chemical (WHO-ATC) prescription codes were
collected from each case for preprocessing; the date 1 year prior
to the index date was used to define the prediction window. The
observation window included the 3 years prior to the date
included in the prediction window. Thus, we used 3 years of
patient medical information to predict the risk of new-onset
lung cancer at or within 1 year later (Figure 2). The ICD-9-CM
and WHO-ATC codes were preprocessed as described in our
previous study [20]. Briefly, the EMRs were classified into

1099 ICD-9-CM code groups and 830 WHO-ATC drug groups.
Together, 1929 features were recorded weekly for 157 weeks.
For each patient, the diagnoses and medications prescribed at
each visit were recorded and converted to an image-like array
that preserved temporal information associated with both
diagnosis and medication history.

The inputs included age, gender, and an image representing the
patient’s 3-year history of diagnosis and medication. The image
was input into Xception, a 126-layer neural network, in which
feature extraction was performed. The final layer of the Xception
network was connected to an average pooling layer and then
connected to a fully connected layer with the patient’s age and
gender.
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Figure 2. Visualization of the hidden layer of the model using t-stochastic neighbor embedding. Avg: average; fc: fully connected layer.

We performed 3 subgroup analyses to investigate the
performance of the model in different populations. According
to the age criteria used in previous trials focused on lung cancer
screening [1], patients above and below 55 years of age were
included among the subgroups. We also examined patients both
with and without previous lung disease [24], including
subgroups of patients diagnosed with asbestosis, bronchiectasis,
chronic bronchitis, chronic obstructive pulmonary disease
(COPD), emphysema, fibrosis, pneumonia, sarcoidosis, silicosis,
and tuberculosis. Finally, to focus on the discriminative power
of the diagnosis and medication without the confounding effects
of age, a subgroup of age- and gender-matched controls was
identified.

Model Construction and Evaluation
All patient data were split into training, validation, and testing
sets based on their respective index dates. Data with index dates
prior to December 31, 2012, were used for training and internal
validation, and data with index dates after that date were used
for prospective testing. The patients’age, gender, and image-like
arrays described above were used as inputs to generate the model
(Figure 2).

Lung cancer risk prediction was treated as a binary classification
task using supervised learning. The model was trained to
determine whether a given patient was likely to develop lung
cancer within 1 year. The Xception architecture [25], which
includes a 126-layer CNN-based neural network with a moderate
number of parameters, was used for feature extraction. The
detailed model structure is shown in Figure 2; the model
construction and hyperparameters are listed in Section S1 in

Multimedia Appendix 1. During training, class weights based
on the population size were set to address data imbalance. To
ensure the robustness of the model, a 5-fold cross validation
was performed on the model. The performance of the model
was assessed by its sensitivity, specificity, and area under the
receiver operating characteristic curve (AUC). Model calibration
was assessed using a reliability curve and the median absolute
error.

To understand the model prediction, occlusion sensitivity
analysis was performed by iteratively masking information from
a single diagnosis or medication followed by evaluating any
changes in the model prediction [26]. In addition, a dimensional
reduction technique, t-distributed stochastic neighbor embedding
(t-SNE), was performed on the fully connected hidden layer
output of the final testing data. We randomly selected 1000 lung
cancer patients and 9000 control patients for visualization. The
model construction, data preprocessing, model training, and
statistical processing were performed using the Python
programming language, version 3.6.

Results

Baseline Demographics
A total of 11,617 lung cancer patients and 1,423,154 control
patients were identified in our data set. The mean age of the
lung cancer group was 66.62 years (SD 14.01); the overall data
set included 856,558 (59.7%) men and 578,213 (40.3%) women.
The baseline demographics of this patient cohort and the
assigned subgroups are summarized in Table 1 and Tables
S1-S10 in Multimedia Appendix 1.

J Med Internet Res 2021 | vol. 23 | iss. 8 | e26256 | p. 4https://www.jmir.org/2021/8/e26256
(page number not for citation purposes)

Yeh et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Demographics of the patients with lung cancer and control patients (N=1,434,771).

Mean medication
record count (SD), n

Mean diagnosis
record count (SD), n

Male gender, n (%)Age (years), mean (SD)Patients, n Group

Whole population

202.68 (208.97)121.62 (113.19)6931 (59.7)66.62 (14.01)11,617Lung cancer

105.99 (135.54)66.09 (76.60)683,375 (48.0)44.95 (16.32)1,423,154Control 

Age and gender match (1:10)

202.68 (208.97)121.62 (113.19)6931 (59.7)66.62 (14.01)11,617Lung cancer

190.22 (196.78)117.99 (113.67)69,310 (59.7)66.62 (14.01)116,169Control 

Age ≥55 years

227.81 (218.12)135.12 (116.31)5673 (61.3)71.99 (9.46)9261Lung cancer

184.50 (189.50)114.23 (106.76)56,730 (48.6)66.57 (9.04)385,052Control 

Age <55 years

103.90 (126.71)68.58 (80.42)1258 (53.4)45.50 (7.55)2356Lung cancer

76.87 (93.45)48.23 (51.36)496,256 (47.8)36.93 (9.85)1,038,102Control 

History of lung diseasea

297.56 (245.55)175.12 (134.36)2244 (63.0)70.79 (12.73)3565Lung cancer

204.85 (204.66)125.17 (114.53)85,070(46.7)53.01 (18.09)182,098Control 

No history of lung disease

160.67 (174.80)97.94 (93.08)4687 (58.2)64.77 (14.16)8052Lung cancer

91.48 (115.23)57.42 (64.94)598,305 (48.2)43.77 (15.70)1,270,651Control 

aLung diseases included asbestosis, bronchiectasis, chronic bronchitis, chronic obstructive pulmonary disease, emphysema, fibrosis, pneumonia,
sarcoidosis, silicosis, and tuberculosis. More information is provided in Table S11 in Multimedia Appendix 1.

Model Performance
For all patients, the model revealed an AUC of 0.821 when the
input image-like array included sequential diagnostic
information only. By contrast, the AUC was 0.894 when the
input features included sequential medication information only;
when the sequential diagnostic and medication information was
simplified to binary variables, the model performance decreased
(AUC=0.827). When both sequential diagnostic and medication
information were integrated, the model reached an AUC of
0.902 on prospective testing, with a sensitivity of 0.804 and
specificity of 0.837 (Table S12 in Multimedia Appendix 1).
The calibration of the model showed a median expected error
of 0.125; the reliability curve is shown in Figure S1 in
Multimedia Appendix 1.

The model performance at different age cutoffs was then
investigated. Screening using an age cutoff of 55 years revealed
a superior AUC of 0.871 compared to those obtained when
cutoffs of 50 or 60 years were used (0.866 and 0.863,
respectively) (Table S13, Multimedia Appendix 1).

Subgroup Analysis
Analyses of the subgroups included one that was both age-
and-gender-matched, those at ages above and below 55 years,
and those with or without lung disease were performed. For this
analysis, we identified an age- and gender-matched control

subgroup that was 10 times larger than the original lung cancer
subgroup. This model revealed an AUC of 0.818 (SD 0.005)
with a sensitivity of 0.647 (SD 0.017) and a specificity of 0.873
(0.023 SD), as shown in Table 2 and in Table S14 in Multimedia
Appendix 1. For patients above 55 years of age, the model
revealed an AUC of 0.869 (SD 0.005) with a sensitivity of 0.784
(SD 0.011) and a specificity of 0.785 (SD 0.016). The PPV in
this subgroup was 0.081% (SD 0.005%), and the negative
predictive value was 0.993% (SD 0.000%). The performance
of the model was inferior in patients below the age of 55 years;
however, it still achieved an AUC of 0.815 (SD 0.007). The
discriminatory powers of these models were both excellent
among patients with and without a history of lung disease; the
AUCs for these subgroups were 0.914 (SD 0.003) and 0.887
(SD 0.002), respectively. Among all the subgroups, the model
had the weakest performance in patients below 55 years of age
who had no history of lung disease; the AUC for this subgroup
was only 0.797 (SD 0.008) for the one-year prospective
prediction. By contrast, the model provided the strongest
performance for individuals above the age of 55 years with a
history of lung disease, which revealed the highest PPV of
14.3% (SD 2.3%). The model exhibited the lowest PPV of 1.0%
(SD 0.2%) for individuals less than 55 years of age with no
history of lung disease (Table 2). The receiver operating
characteristic curves associated with each of these subgroups
are summarized in sections S2.1-S2.9 in Multimedia Appendix
1.
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Table 2. Discrimination performance (testing set) of the model in the subgroups.

NPVc

(SD), %
PPVb

(SD), %

Testing specificity
(SD)

Testing sensitivity
(SD)

Testing AUCa

(SD)

Control, nLung cancer
group, n

Subgroup

99.8 (0)4.2 (0.3)0.825 (0.018)0.805 (0.015)0.898 (0.002)138,6401304Whole population

96.0 (0.1)34.6 (0.4)0.873 (0.023)0.647 (0.017)0.818 (0.005)13,0401304Matching age and gender

99.3 (0)8.1 (0.5)0.785 (0.016)0.784 (0.011)0.869 (0.002)43,3281046Age ≥55 years

99.9 (0)1.1 (0.2)0.838 (0.054)0.620 (0.080)0.815 (0.007)95,312258Age <55 years

0.995
(0.1)

9.0 (0.8)0.816 (0.021)0.829 (0.021)0.914 (0.003)d16,596361History of lung disease

99.8 (0.0)3.4 (0.5)0.827 (0.026)0.781 (0.025)0.887 (0.002)122,044943No history of lung disease

98.9 (0.2)14.3 (2.3)0.819 (0.044)0.755 (0.047)0.875 (0.005)8184318Age ≥55 years with history

of lung disease

99.4 (0.0)7.0 (0.4)0.786 (0.018)0.775 (0.019)0.865 (0.003)35,144728Age ≥55 years with no history

of lung disease

99.9 (0.0)3.8 (1.0)0.891 (0.036)0.777 (0.054)0.909 (0.006)8,41243Age <55 years with history

of lung disease

99.9 (0.0)1.0 (0.2)0.865 (0.026)0.533 (0.048)0.797 (0.008)86,900215Age <55 years with no history

of lung disease

aAUC: area under the curve.
bPPV: positive predictive value.
cNPV: negative predictive value.
dItalic text indicates the best performance for the parameter.

Table 3 summarizes the age, gender, diagnosis, and medications
associated with both the correctly and incorrectly classified
groups from the testing data set. The mean age of the
true-positive group was similar to that of the false-positive group
and somewhat greater than that of the false-negative group. This
tendency was also observed in other subgroups; overall, our
results suggest that age and sex are important predictive factors.
This is consistent with the t-SNE analysis, in which patients
with lung cancer and control patients over 55 years of age were
clustered centrally, as compared to the other patients, who were
located at the periphery (Figure 3).

The model’s hidden layer outputs of 1000 patients with cancer
(red dots) and 9000 control patients (green dots) were visualized
using t-SNE (Figure 3). Dark green and red represent old age
control patients and patients with cancer, respectively. As shown
in the left image, most patients with cancer can be clustered
away from the control patients. Some dark red dots are mixed

with dark green dots in the upper area. These are the patients
that were wrongly predicted to be controls by the model. The
center images shows that patients aged ≥55 years were clustered
in the center of the graph, with the patients with cancer were
successfully clustered in the tip area. The right image shows
that patients aged <55 years were clustered at the periphery of
the graph. Some patients with cancer were also clustered in the
tip area, whereas the others were scattered with the control
patients.

Occlusion sensitivity analysis further revealed that the specific
diagnosis and medication factors were associated with an
increased risk of developing lung cancer. Interestingly, “other
noninfectious gastroenteritis and colitis” and “other agents for
local oral treatment” were associated with the highest risks of
developing lung cancer with respect to patient diagnosis and
medication, respectively. The top 20 factors identified in the
analysis are summarized in Table 4.
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Table 3. Prediction analysis of the prospective testing data set (N=139,944).

Mean medication

count (SD), n

Mean diagnosis

count (SD), n

Male gender,

n (%)

Age (years),

mean (SD)

Patients, nGroup

All patients

210.7 (186.32)141.75 (113.31)617 (58.65)69.91 (11.58)1052True positive

159.14 (171.74)114.96 (111.04)12,641 (55.87)69.19 (12.48)22,624False positive

81.46 (101.84)63.08 (67.53)53,671 (46.26)41.94 (13.14)116,016True negative

104.03 (139.98)81.37 (95.67)134 (53.17)50.96 (10.79)252False negative

Patients aged ≥55 years

217.88 (181.04)146.32 (110.84)510 (59.93)72.86 (9.25)851True positive

170.8 (179.15)124.11 (119.27)6640 (60.42)74.88 (9.66)10,989False positive

152.69 (154.96)110.24 (97.26)13,871 (42.89)63.28 (6.58)32,339True negative

185.08 (216.55)125.98 (132.09)106 (54.36)64.62 (6.63)195False negative

Patients aged <55 years

106.48 (128.64)83.3 (87.98)113 (54.07)47.87 (6.07)209True positive

74.38 (92.27)59.4 (63.22)18,422 (56.22)46.78 (6.58)32,765False positive

60.74 (71.36)48.67 (48.88)27,379 (43.77)32.45 (7.43)62,547True negative

83.88 (115.66)63.98 (63.75)22 (44.90)36.22 (5.82)49False negative

Patients with a history of lung disease

278.71 (194.81)184.91 (118.07)182 (60.67)72.86 (11.18)300True positive

253.68 (214.05)180.66 (140.56)1750 (62.70)75.41 (11.97)2791False positive

162.24 (162.85)119.33 (102.8)5876 (42.56)49.34 (15.6)13,805True negative

246.79 (226.86)171.72 (155.81)34(55.74)61.41 (12.11)61False negative

Patients with no history of lung disease

177.03 (172.5)120.97 (104.28)442 (58.39)68.45 (11.4)757True positive

130.24 (146.34)95.23 (94.24)12,881 (55.22)66.54 (12.25)23,328False positive

71.56 (88.63)56.19 (59.51)45,805 (46.40)40.39 (12.27)98,716True negative

81.69 (101.83)65.08 (66.98)93 (50.00)48.19 (10.32)186False negative

Patients aged ≥55 years with a history of lung disease

284.4 (193.99)188.33 (119.58)160 (62.75)74.89 (9.03)255True positive

263 (215.97)188.16 (142.99)1205 (67.77)78.53 (9.16)1778False positive

239.26 (195.71)169.82 (121.41)2669 (41.66)66.38 (7.88)6406True negative

308.17 (221.29)203.87 (148.87)35 (55.56)70.44 (7.81)63False negative

Patients aged ≥55 years with no history of lung disease

185.01 (166.72)126.04 (102.89)347(59.11)71.76 (9.24)587True positive

142.56 (154.72)104.85 (103.3)5,281(58.95)73.86 (9.69)8958False positive

135.09 (139.76)98.04 (87.47)11,356(43.37)62.73 (6.27)26,186True negative

148.73 (195.18)100.89 (103.77)74(52.48)63.47 (6.25)141False negative

Patients aged <55 years with lung diseases

157.62 (173.25)120.46 (100.27)18 (48.65)48.89 (6.08)37True positive

109.78 (108.74)85.56 (72.24)653 (60.46)46.56 (7.56)1080False positive

113.06 (116.51)86.84 (75.16)3099 (42.27)37.7 (9.58)7332True negative

149.83 (152.85)103.67 (98.36)3 (50.00)43.33 (9.24)6False negative

Patients aged <55 years with no history of lung disease
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Mean medication

count (SD), n

Mean diagnosis

count (SD), n

Male gender,

n (%)

Age (years),

mean (SD)

Patients, nGroup

94.44 (114.72)74.94 (83.33)95(55.23)47.55 (6.07)172True positive

68.47 (84.96)55.1 (58.63)17,478(56.41)46.56 (6.56)30,982False positive

56.64 (65.81)45.68 (45.68)24,571(43.94)32.06 (7.25)55,918True negative

78.84 (108.63)59.88 (56.98)19(44.19)35.65 (5.54)43False negative

Figure 3. Visualization of the hidden layer of the model using t-stochastic neighbor embedding.

Table 4. Top 20 factors related to lung cancer learned by the model.

Lung cancer risk increase (%), mean (SD)FactorRank

1.85 (1.01)Other noninfectious gastroenteritis and colitis1

1.84 (2.21)Other congenital anomalies of the circulatory system2

1.76 (1.02)Other agents for local oral treatment3

1.69 (1.55)Antidotes4

1.69 (1.43)Postinflammatory pulmonary fibrosis5

1.69 (1.29)Metronidazole6

1.65 (1.73)Acariasis7

1.57 (1.03)Antiviral drugs8

1.57 (1.48)Orchitis and epididymitis9

1.52 (0.93)Pneumococcal pneumonia10

1.44 (1.76)Buflomedil 11

1.42 (1.41)Danazol 12

1.42 (1.29)Calcineurin inhibitors13

1.37 (1.34)Other disorders of the urethra and urinary tract14

1.35 (1.44)Angina pectoris15

1.35 (1.99)Other nonorganic psychoses16

1.33 (1.33)Respiratory conditions due to other and unspecified external agents17

1.33 (2.46)Open wound of back18

1.31 (1.57)Hydrazinophthalazine derivatives19

1.30 (1.51)Insulin20
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Discussion

Principal Findings
In this study, we explored the possibility of predicting lung
cancer using a CNN with diagnosis and medication history
extracted from EMRs as a data source. Unlike other proposed
lung cancer risk models, our model does not rely on self-reported
parameters such as smoking/cessation history, family history,
socioeconomic status, or BMI. This model could be readily
deployed as a means to evaluate centralized health care
databases and perform efficient population-based screening.
Such an approach has potential to improve the accuracy of
current screening methods, as it can identify those most likely
to benefit from interventions [21]. In addition, we attempted to
include time-related sequential information as reflected in the
medical histories as a means to evaluate lung cancer risk. This
approach is different from those used in traditional regression
analysis, in which personal history is often simplified and
limited to binary or categorical variables. We found that the
integration of temporal aspects resulted in improvements in the
model performance (Table S12 in Multimedia Appendix 1).
The capacity for complex integration of multiple variables is
one of the strengths of deep neural networks. To generate this
model, we used an established computer vision model
(Xception) to extract high-level features from the array
representing individual clinical case histories; this ensured that
the high-level features associated with the clinical information
were effectively extracted for risk prediction.

Related Work
Lung cancer prediction models are under investigation with the
goal of identifying high-risk populations that might benefit from
LDCT screening. A variety of parameters have been used for
prediction, including epidemiologic factors (eg, socioeconomic
status, BMI, and smoking history), clinical history (eg, family
history and individual history of lung disease history), and
results of clinical examinations (eg, blood tests, genetic analysis,
and imaging results). The PLCOm2012 model is the most widely
validated, with AUCs of 0.78 to 0.82 [27-30]. Likewise, the
Bach model exhibited AUCs of 0.66 to 0.75 on external
validation [5,31]. Other models include the Haggart model,
which exhibited AUCs of 0.71 to 0.84 [5,9], the Liverpool Lung
Project model, with AUCs of 0.67 to 0.82 [32], and the Lung
Cancer Risk Assessment Tool, which achieved AUCs of 0.77
to 0.78 [5,33]. Some models used information extracted from
patient EMRs. The model proposed by Iyen-Omofoman et al
[10] used lung-associated clinical symptoms and
social-epidemiologic factors from a general practice database,
and they achieved an AUC of 0.88; likewise, Wang et al [13]
included 33,788 clinical features from clinical histories and
laboratory tests evaluated in an extreme gradient boosting
(XGBoost) model to achieve an AUC of 0.88. With these
previous studies in mind, our model featured a deep learning
approach and achieved a prospective prediction AUC of 0.87
in patients older than 55 years and 0.90 for the entire patient
cohort. It is possible to test other machine learning models (eg,
support vector machine or random forest) on our data set.
However, this study serves as a proof of concept of using CNN
with nonimaging medical records. Comparing the performance

of this model to that of different machine learning models of
practical interest would be an interesting approach for future
studies.

We recognize that direct comparisons between models may not
be fully appropriate, as the target populations and predicted
outcomes can vary. Previous reports suggested that the
performance of models is inflated when nonsmokers and
younger subjects (<55 years of age) are included in the study
groups [34]. Our findings confirm this point, as can be observed
from the higher AUCs associated with the younger age cutoffs
(Table S3, Multimedia Appendix 1). Although our data set did
not directly include reports of smoking history or cessation, we
did include a history of lung diseases (eg, chronic bronchitis,
COPD, and emphysema) among our parameters; these could
easily be considered as surrogate factors for smoking history.
Further analysis of this patient subgroup may help us understand
and mitigate the possibility of performance inflation.

In the original NLST trial, the PPV for the LDCT was
determined to be 3.4% [1]. The high false-positive rate
associated with this intervention remains a major concern with
respect to LDCT screening. In this study, the highest PPV
(14.5%) was observed in patients ≥55 years of age with a history
of lung disease. As noted above, an increase in cancer diagnoses
might be expected in this patient subgroup, as a history of lung
disease may be a direct consequence of smoking. As such, this
finding suggested that individuals in this subgroup are suitable
candidates for model prescreening in an effort to avoid
unnecessary radiation exposure and costs associated with LDCT.
In addition, we found that the 55-year age cutoff selected in the
original NLST trial was also appropriate for our model, as the
predictive performance was higher with this age cutoff compared
to that observed at cutoffs at age 50 or 60 years (Table S3,
Multimedia Appendix 1).

Predictive Factor Analysis
The inclusion of an age- and gender-matched subgroup was
necessary to explore the roles of clinical diagnosis and
medication history in the predictions generated by our model;
evaluation of this subgroup prevented the confounding effects
of age and its correlations to clinical history (eg, older people
are typically prescribed more chronic disease-related
medications). With this consideration, our model achieved an
AUC of 0.818. These findings can be compared to the model
proposed by Spitz et al [12], which included gender-, age-, and
smoking status–matched patients and achieved an AUC of 0.63
in former smokers. Although the models generated from
matched populations tended to display weaker performance
than those from nonmatched populations and may not be
clinically useful, this result provided us with a more clear-cut
evaluation of the specific parameters included in this model.
Taken together, our findings suggest that our model is capable
of identifying factors that are useful for predicting lung cancer
using clinical information available 1 year before the clinical
diagnosis is made.

Our model demonstrated the worst performance in young
patients without pre-existing lung diseases. This finding suggests
that identifying high-risk patients among young and
asymptomatic patients is still the most challenging task. Further
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studies are required to assess the performance of the model in
patients with different staging. One of the major concerns with
respect to the use of lung cancer prediction models is that they
tend to select individuals who are older and who have multiple
comorbidities [35], thus reducing the overall benefit gained
from the screening process [36]. This tendency was also
observed in our model. This phenomenon cannot be fully
avoided, as it simply reflects the high percentage of older
patients in the population who are diagnosed with lung cancer.
However, when focused on patients younger than 55 years of
age, our model maintained excellent discriminative power (the
AUC was 0.82, with a mean age of true positives of 47.8 years).
With the current model, the inclusion of younger individuals
remains possible; multiple age-stratified thresholds for lung
cancer risk could further optimize the clinical benefits of the
predictions from this model.

Although deep learning is often considered a “black box,” and
it is often challenging to explain the reasoning behind the
outcomes, our study used t-SNE and occlusion sensitivity
analysis to identify the most critical of the contributing
parameters. Our occlusion sensitivity analysis revealed that
many of the important factors were those associated with a
history of preexisting lung conditions (eg, postinflammatory
pulmonary fibrosis and pneumococcal pneumonia) and
medications used to treat smoking-related diseases (eg,
buflomedil for peripheral arterial disease and angina pectoris,
and insulin for insulin resistance of diabetes mellitus) with
increased cancer risk (eg, congenital anomalies of the circulatory
system [37] and periodontal conditions [38]), and paraneoplastic
phenomena (eg, noninfectious gastroenteritis and colitis [39]).
This information must be interpreted carefully, as these findings
do not imply a causal relationship. For example, the model may
predict an increased likelihood of future lung cancer in patients
with pre-existing lung disease simply because these patients
receive frequent medical attention; thus, there is a higher
likelihood that cancer will be detected incidentally. In addition,
the sensitivity analysis in this study is only capable of evaluating
one factor at a time; this is a major limitation of the
explainability of the model, given the fact that our model was
designed to integrate complex, high-level features. Finally, we
could not explain some of the predictive features identified by
this model, such as the associations with terms including
antidote, orchitis, and epididymitis. More studies will be
required to decode the findings from the CNN and to elucidate
the interactions between age, sex, previous diagnoses, and
medications.

Although our model achieved excellent discriminative
performance, poor calibration was noted, together with the fact
that direct numeric output would overestimate the actual risk.
This is a known phenomenon associated with modern neural
networks [40]. Unlike the traditional logistic regression models,
which perform well in calibration because they directly
minimize the loss of calibration, modern neural networks tend
to perform suboptimally in this regard. This is likely due to the
regularization methods (eg, dropout and batch normalization)
and the multiple deep layers applied as components of the model
architecture [40]. In our study, poor calibration did not limit the
use of the model, as individuals were selected based on a

predefined threshold identified in the validation data set rather
than on the numerical output of the model. As a result, the
increased rates reported in Table 4 do not represent the actual
cancer risk.

Our model used nonimaging medical information from EMRs;
however, we still used CNN as the model backbone. The study
design and aims are different from other lung cancer studies
that used CNN to analyze computed tomography (CT) scans
and determine if a pulmonary nodule is malignant. Their models
were used to automatically identify suspicious nodules from
CT scans, which were already present, whereas our model
attempted to identify patients with high risk of developing lung
cancer in the future.

Limitations
There are several limitations to this study. First, the data
collection was limited to the NHIRD database of Taiwan; the
patient records do not include tissue histology or lung cancer
staging data. Patients with small cell lung cancer and
mutation-rich non–small cell lung cancer (eg, epidermal growth
factor receptor, anaplastic lymphoma kinase, ROS-1) could not
be separated. These specific types may have different disease
courses and risk factors; therefore, they were usually not
included in the traditional screening, and the benefit of receiving
screening is undetermined. Our subgroup analysis did include
only patients with pre-existing lung diseases, but this did not
mitigate the issue entirely. Similarly, the NHIRD database does
not include information on patients’ lifestyles or any genetic or
laboratory data. A subgroup analysis of patients with lung cancer
based on tissue histology and staging might help to develop a
prediction model that was tailored to different risk groups.
Second, the data set did not contain any information on smoking
status, which is clearly an important risk factor associated with
lung cancer development. This limitation restricted the external
validation and the comparisons that could be made between our
model and those described in earlier published studies. The
authors believe that self-reported information, such as family
history, smoking/cessation history, and duration of symptoms,
are valuable pieces of information for lung cancer prediction
that are very important and can further improve prediction
accuracy. In our study, a history of lung diseases (eg, COPD
and emphysema) was used as a proxy for a smoking history;
our model performed with excellent discriminative power with
respect to this subgroup. Finally, the NHIRD includes primarily
Taiwanese people; as such, the target population was fairly
homogeneous, with limited ethnic diversity. The identified risk
factors may not apply to other populations with other ethnicities.
Nonetheless, the methodology used here could be easily applied
to other medical databases with more diverse patient
populations.

Conclusion
Our CNN model exhibited robust performance with respect to
the 1-year prospective prediction of the risk of developing lung
cancer. As our model included sequential data on clinical
diagnoses and medication history, it was capable of capturing
features associated with evolving clinical conditions and as such
was able to identify patients at higher risk of developing lung
cancer. With appropriate ethical regulation, this model may be
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deployed as a means to analyze medical databases, thus paving
the way for efficient population-based screening and digital
precision medicine. A future randomized controlled trial will

be required to explore the clinical benefit of this model in
diverse populations.
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Abstract

Background: Studies have found associations between increasing BMIs and the development of various chronic health conditions.
The BMI cut points, or thresholds beyond which comorbidity incidence can be accurately detected, are unknown.

Objective: The aim of this study is to identify whether BMI cut points exist for 11 obesity-related comorbidities.

Methods: US adults aged 18-75 years who had ≥3 health care visits at an academic medical center from 2008 to 2016 were
identified from eHealth records. Pregnant patients, patients with cancer, and patients who had undergone bariatric surgery were
excluded. Quantile regression, with BMI as the outcome, was used to evaluate the associations between BMI and disease incidence.
A comorbidity was determined to have a cut point if the area under the receiver operating curve was >0.6. The cut point was
defined as the BMI value that maximized the Youden index.

Results: We included 243,332 patients in the study cohort. The mean age and BMI were 46.8 (SD 15.3) years and 29.1 kg/m2,
respectively. We found statistically significant associations between increasing BMIs and the incidence of all comorbidities except

anxiety and cerebrovascular disease. Cut points were identified for hyperlipidemia (27.1 kg/m2), coronary artery disease (27.7

kg/m2), hypertension (28.4 kg/m2), osteoarthritis (28.7 kg/m2), obstructive sleep apnea (30.1 kg/m2), and type 2 diabetes (30.9

kg/m2).

Conclusions: The BMI cut points that accurately predicted the risks of developing 6 obesity-related comorbidities occurred
when patients were overweight or barely met the criteria for class 1 obesity. Further studies using national, longitudinal data are
needed to determine whether screening guidelines for appropriate comorbidities may need to be revised.

(J Med Internet Res 2021;23(8):e24017) doi: 10.2196/24017
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Introduction

Background

Obesity (BMI ≥30.0 kg/m2) is a global public health problem.
The highest rates of obesity occur in the United States, where
over one-third of adults have obesity [1]. In 1998, the World
Health Organization created international standardized BMI
classifications for adults who are overweight and have obesity
based on risks of obesity-related diseases for European adults
[2]. These classifications were based on the risks of
obesity-related diseases in European adults with varied BMI
values [3]. On the basis of these classifications, overweight and
obesity were defined as having a BMI between 25.0 and 29.9

kg/m2 and a BMI≥30.0 kg/m2, respectively. However, studies
have demonstrated that the risks of obesity-related comorbidities
differ based on sex and race or ethnicity. Female Asian patients
have been shown to develop comorbidities at lower BMIs,
suggesting that BMI thresholds for overweight and obesity
should be lower for these groups [2,4-7].

Study Significance
Obesity is associated with numerous comorbidities, including
hypertension, hyperlipidemia, type 2 diabetes mellitus (T2DM),
and coronary artery disease (CAD) [8-10]. The cross-sectional
study by Pantalone et al [8], which used electronic health record
(EHR) data, showed that patients with higher BMIs had a higher
prevalence of T2DM, hypertension, and CAD. However, studies
have not addressed whether specific BMI cut points exist for
US adults. BMI cut points are defined as the thresholds beyond
which disease incidence can be accurately detected. In addition,
no studies have evaluated cut points by using EHR data that
provide patient-level information for large, multiethnic cohorts.
Studies have concluded that it is feasible to use EHR analysis
to study chronic diseases such as obesity, diabetes, and
hypertension [11,12].

Objective
The objective of this study is to examine EHR data from a large
health care system in the United States to determine whether
BMI cut points exist for 11 common comorbidities associated
with obesity and being overweight. We also evaluate whether
cut points varied with sex and race or ethnicity. We hypothesize
that most cut points would occur in the class 1 obesity category.

Methods

Data Source
We used data from the University of Wisconsin Hospital and
Clinics EHR over a 10-year period (June 1, 2008, to December
31, 2018). All patient data and analyses were stored on a secure
server managed through the University of Wisconsin Health
Information Services and the Institute for Clinical and
Translational Research. The Epic Clarity Database was used as
the data source for all patients. This study was approved by the
University of Wisconsin Minimal Risk institutional review
board (protocol #2017-0443), and the need for informed consent
was waived. We followed the Strengthening the Reporting of
Observational Studies in Epidemiology guidelines within the

Enhancing the Quality and Transparency of Health Research
network in the methodology and reporting of this study
(Multimedia Appendix 1 contains the full Strengthening the
Reporting of Observational Studies in Epidemiology checklist)
[13].

Data Validation and Cleaning
All recorded heights and weights in the EHR were cleaned to
reduce the inclusion of incorrect heights and weights because
of errors in data entry. Similar to our previous study using EHR
data, we used the methodology proposed by Cheng et al [14]
to remove biologically implausible heights and weights [15].
All heights >90 inches, <44 inches, and >1 SD from the mean
height when SD was >2.5% of the mean were removed. All
weights >1000 pounds, <55 pounds, >70% of the range from
the mean when the range ≥50 pounds, and >1 SD from the mean
when the SD was >20% of the mean were removed. Missing
height data were imputed with the most recent previous
nonmissing valid height. Any remaining missing height was
replaced with the most recent subsequent nonmissing valid
height. BMI values were calculated using the valid heights and
weights. No patients were excluded from the study because of
the data cleaning process.

Study Population
We included all patients between the ages of 18 and 75 years
who had ≥3 in-person clinical visits over a minimum of 2 years
documented in the EHR during the study period. All included
patients had an index visit with a valid BMI measurement,
another visit at least 1 year before the index visit, and an
additional visit 1 year after their index visit. The minimum
1-year period between the index visit and the previous visit was
used to identify patients who had each disease of interest versus
those who did not. The 1-year period between the index visit
and the subsequent visit was used to calculate 1-year incidence
rates for patients who did not have the disease before the index
visit but were later diagnosed with the disease. Patients with
multiple intervals of ≥3 clinical visits had an interval selected
at random.

Patients with a pregnancy or cancer diagnosis at any time before
or during the study period were excluded using the International
Classification of Disease (ICD)-9 and ICD-10 codes. Patients
who had undergone bariatric surgery were identified from our
institutional bariatric surgery registry and excluded.

Study Variables
Baseline BMI (BMI at the index visit), age (at the index visit),
sex (male or female), race or ethnicity (White, non-Hispanic;
Black, non-Hispanic; Asian, non-Hispanic; Native American,
non-Hispanic; Hispanic; or other or unspecified), insurance type
(commercial or private insurance, Medicare, Medicaid, or other
or unspecified), and smoking status (at the index visit; active
smoker, former smoker, passive smoker [defined as an
individual who has had exposure to tobacco smoke but has never
smoked themselves], or nonsmoker) were identified from the
EHR. Insurance type was defined as the insurance type used
during or before the index visit.
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Through a literature review, we identified 11 common
obesity-related comorbidities that were included in this study:
anxiety, CAD, cerebrovascular disease, chronic pain, depression,
gastroesophageal reflux disease, hyperlipidemia, hypertension,
obstructive sleep apnea (OSA), osteoarthritis, and T2DM
[8,9,16,17]. Incident cases were defined as patients who did not
have the disease before the index visit and subsequently
developed the disease after the index visit. The 1-year incidence
rates (defined per 100 person-years) were calculated based on
the occurrence of an ICD-9 or ICD-10 code (Multimedia
Appendix 2 contains the full list of ICD-9 and ICD-10 codes)
during the 1-year period following the index visit for patients
who did not have a diagnosis before the index visit. Prevalent
cases were defined as patients who had a diagnosis of
comorbidity at or before the index visit and identified using the
occurrence of an ICD-9 or ICD-10 code during this time.

Statistical Analysis
We used quantile regression with BMI as the outcome to identify
differences in the median BMIs between incident cases of each
comorbidity and those who did not develop each comorbidity.
Two models were fit for each comorbidity to evaluate the
associations between BMI and disease incidence—an unadjusted
model with disease incidence as the only independent variable
and an adjusted model accounting for baseline age, sex, race or
ethnicity, and smoking status. We used quantile regression
because we were unable to meet the assumptions of the linear
model. Quantile regression also allowed for the evaluation of
differences in BMI distributions among patients who developed
each comorbidity versus those who did not, which is more
informative than differences in single mean values [18]. The
difference in median BMIs (the median BMI of incident cases
minus the median BMI of patients who did not develop the
disease) was the outcome of the quantile model.

We conducted cut point analyses with BMI as a screening test
for the incidence of each obesity-related comorbidity. Sensitivity
and specificity were calculated for continuous BMI values. A
comorbidity had a BMI cut point if the area under the receiver
operating curve (AUROC) was >0.6. We chose an AUROC>0.6
to ensure that cut points had significant diagnostic value.
Although there is no gold standard method, other investigators

have used AUROC thresholds that range from >0.5 to >0.7 to
determine cut points [6]. For all comorbidities with an AUROC
>0.6, the cut point was defined as the BMI value that maximized
the Youden index (sensitivity+specificity-1). BMI cut points
were also calculated by sex and race or ethnicity and compared
using the bootstrap method with 1000 resamplings. The overall
incidence rates above and below each cut point were calculated.
For any comorbidities that had an identifiable cut point, baseline
characteristics and prevalence of any concurrent comorbidities
were compared between patients who developed the comorbidity
and those who did not develop the comorbidity.

All statistical analyses were conducted using R version 3.6.3
(R Foundation for Statistical Computing).

Incidence Versus Prevalence Cut Point Analysis
Studies have identified cut points for diseases such as diabetes,
hypertension, and hyperlipidemia using both incidence and
prevalence [6,19]. As there is no standardized method to
determine cut points, we analyzed cut point differences between
prevalent and incident cases. For any comorbidities that had an
identifiable cut point, we used the bootstrap method with 1000
resamplings to determine cut points and P values comparing
incident and prevalent cases.

Results

Patient Characteristics
Over 300,000 patients had at least three clinical visits during
the study period. After applying exclusion criteria, 243,332
patients met inclusion criteria (Figure 1). The mean age was
46.8 (SD 15.3) years (Table 1). Of the patients, 54.9%
(133,654/243,332) of the patients were female, and 88.7%
(215,950/243,332) patients were White and non-Hispanic. The

mean BMI was 29.1 (SD 7.0) kg/m2, and 36.8%

(89,660/243,332) of patients had a BMI ≥30 kg/m2. In our study
cohort, 57.7% (139,753/243,332) of patients had never smoked
or used tobacco products, whereas 14.1% (34,328/243,332) of
patients were active smokers. Hyperlipidemia and hypertension
were the most common comorbidities, affecting 24.3%
(59,097/243,332) patients and 21.5% (52,365/243,332) of the
study population, respectively (Table 1).
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Figure 1. Study cohort creation (Strengthening the Reporting of Observational Studies in Epidemiology diagram). EHR: electronic health record.
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Table 1. Baseline demographics and patient characteristics (N=243,332).

ValuesCharacteristics

46.8 (15.3)Age (years), mean (SD)

Sex, n (%)

109,678 (45.1)Male

133,654 (54.9)Female

Race or ethnicity, n (%)

215,950 (88.7)White, non-Hispanic

9463 (3.9)Black, non-Hispanic

6621 (2.7)Asian, non-Hispanic

1161 (0.5)Native American, non-Hispanic

7730 (3)Hispanic

2767 (1.1)Other or unspecified

Baseline BMI category (kg/m2)a, n (%)

3000 (1.2)Underweight (<18.5)

72,803 (29.9)Normal (18.5-24.9)

77,869 (32)Overweight (25.0-29.9)

48,213 (19.8)Class 1 obesity (30.0-34.9)

23,371 (9.6)Class 2 obesity (35.0-39.9)

18,076 (7.4)Class 3 obesity (>40)

Insurance type, n (%)

191,697 (78.8)Commercial

31,778 (5.7)Medicare

6032 (2.5)Medicaid

13,825 (5.7)Other or unspecified

Prevalence of comorbidities, n (%)

33,984 (14)Anxiety

9543 (3.9)Coronary artery disease

3076 (1.3)Cerebrovascular disease

14,479 (6)Chronic pain

32,210 (13.2)Depression

29,512 (12.1)Gastroesophageal reflux

59,097 (24.3)Hyperlipidemia

52,365 (21.5)Hypertension

13,746 (5.6)Obstructive sleep apnea

21,408 (8.8)Osteoarthritis

18,182 (7.5)Type 2 diabetes mellitus

Smoking status, n (%)

34,328 (14.1)Active smoker

64,331 (26.4)Former smoker

2746 (1.1)Passive smoker

139,753 (57.4)Nonsmoker

aThe mean baseline BMI was 29.1 kg/m2 (SD 7.0 kg/m2).
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Incidence of 11 Comorbidities and Their Associations
With BMI
The highest 1-year incidence rates were for hyperlipidemia (4.0
cases per 100 person-years) and hypertension (3.6 cases per 100
person-years; Multimedia Appendix 3 contains the full table of
1-year incidence rates). CAD and cerebrovascular disease had
the lowest 1-year incidence rates (0.9 and 0.4 cases per
100-person-years, respectively).

In quantile regression, when comparing the median BMI of
those who developed each comorbidity (incident group) versus
the median BMI of those who did not, we found statistically
significant differences in the median BMIs for all obesity-related
comorbidities (Multimedia Appendix 4 contains the full table
of the quantile regression analysis evaluating associations
between BMI and comorbidity incidence). The median BMIs
of the incident groups were higher for all comorbidities except

for anxiety (–0.6 kg/m2; 95% CI –0.8 to –0.4).

After adjusting for age, sex, race or ethnicity, and smoking
status, we found statistically significant differences in the
median BMIs for all comorbidities except anxiety and
cerebrovascular disease (Multimedia Appendix 4 contains the
full table of the quantile regression analysis evaluating
associations between BMI and comorbidity incidence). The
adjusted median BMIs of the incident groups were higher for
all comorbidities. The greatest differences in adjusted median

BMI were for OSA (6.0 kg/m2; 95% CI 5.7-6.4) and T2DM

(5.0 kg/m2; 95% CI 4.6-5.4).

BMI Cut Points for All Study Patients
Six comorbidities had BMI cut points: CAD, hyperlipidemia,
hypertension, OSA, osteoarthritis, and T2DM (Table 2).

Hyperlipidemia had the lowest cut point (27.1 kg/m2;
sensitivity=68.8%; specificity=52.1%), followed by CAD (27.7

kg/m2; sensitivity=66.5%; specificity=50.5%), hypertension

(28.4 kg/m2; sensitivity=62.3%; specificity=60.7%),

osteoarthritis (28.7 kg/m2; sensitivity=58.7%;

specificity=51.7%), OSA (30.1 kg/m2; sensitivity=72%;

specificity=66.6%), and T2DM (30.9 kg/m2; sensitivity=63.3%;
specificity=70.9%).

The 1-year incidence rates above the cut point were higher than
the rates below the cut point for the six comorbidities that had
identified cut points (Figure 2). The greatest differences were
for OSA (0.7 cases per 100 person-years below vs 3.4 cases per
100 person-years above the cut point) and T2DM (0.6 cases per
100 person-years below vs 2.5 cases per 100 person-years above
the cut point).

When comparing baseline demographics for the comorbidities
with an identifiable cut point (CAD, hyperlipidemia,
hypertension, OSA, osteoarthritis, and T2DM), we found that
patients who developed each disease were older and more likely
to be male than those who did not develop each disease for all
six comorbidities (Multimedia Appendices 5-10 contain tables
comparing baseline characteristics of patients who developed
each comorbidity vs those who did not for all six comorbidities
with a cut point). Patients who developed each comorbidity had
a higher prevalence of each of the other five comorbidities with
an identifiable cut point. For example, patients who developed
hypertension had a higher prevalence of CAD, hyperlipidemia,
OSA, osteoarthritis, and T2DM.

Table 2. Cut points for comorbidities.

Cut point (kg/m2)Specificity, %Sensitivity, %Youden indexAUROCaComorbidity

N/AN/AN/AN/Ab0.477Anxiety

27.750.566.50.1700.603Coronary artery disease

N/AN/AN/AN/A0.561Cerebrovascular disease

N/AN/AN/AN/A0.559Chronic pain

N/AN/AN/AN/A0.521Depression

N/AN/AN/AN/A0.555Gastroesophageal reflux

27.152.168.80.2090.637Hyperlipidemia

28.460.762.30.2300.653Hypertension

30.166.6720.3860.754Obstructive sleep apnea

28.751.758.70.1610.606Osteoarthritis

30.970.963.30.3410.725Type 2 diabetes mellitus

aAUROC: area under the receiver operating curve.
bN/A: not applicable.
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Figure 2. Cut points and comorbidity incidence. Gray shaded areas represent 95% CIs. The dotted line and the values in the box represent BMI cut
points. "Below" corresponds to overall disease incidence (per 100 person-years) for all patients with a BMI that is less than the cut point. "Above"
corresponds to overall disease incidence (per 100 person-years) for all patients with a BMI that is greater than the cut point. OSA: obstructive sleep
apnea.

BMI Cut Points by Sex
Both male and female patients had cut points for hyperlipidemia,
hypertension, OSA, and T2DM, but only female patients had
cut points for CAD and osteoarthritis (Table 3; Multimedia
Appendix 11 contains the full table of AUROC, Youden index,

sensitivity, and specificity values for cut points by sex and race
or ethnicity). Female patients had a statistically significant lower

cut point for T2DM (29.9 vs 32.1 kg/m2; P=.02). There were
no differences in other cut points between the male and female
patients.

Table 3. Cut points by sex.

P valueaFemale cut point (kg/m2)Male cut point (kg/m2)Comorbidity

N/A27.8N/AbCoronary artery disease

.7828.628.3Hyperlipidemia

.8428.528.8Hypertension

.7430.231.3Obstructive sleep apnea

N/A29.2N/AOsteoarthritis

.0229.932.1Type 2 diabetes mellitus

aP value indicates the comparison of cut points between male and female patients.
bN/A: not applicable.
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BMI Cut Points by Race or Ethnicity
When evaluating cut points by race or ethnicity, Black patients

had higher cut points for hypertension (30.3 vs 28.7 kg/m2 for

White patients; P<.001) and OSA (35.1 vs 30.1 kg/m2; P=.005;
Table 4; Multimedia Appendix 11 contains the full table of
AUROC, Youden index, sensitivity, and specificity values for
cut points by sex and race or ethnicity). Asian patients had lower

cut points for hyperlipidemia (24.1 vs 26.5 kg/m2 for White

patients; P=.02), OSA (29.0 vs 30.1 kg/m2; P=.02), and T2DM

(27.5 vs 31.3 kg/m2; P=.04). Native American patients had

lower cut points for hypertension (26.0 vs 28.7 kg/m2 for White

patients) and T2DM (29.3 vs 31.3 kg/m2) and a higher cut point

for hyperlipidemia (28.8 vs 26.5 kg/m2), but these differences
were not statistically significant. For Hispanic patients, we only

identified a cut point for OSA (31.3 kg/m2; sensitivity=69.2%;
specificity=70.4%).

Table 4. Cut points by race or ethnicity.

HispanicNative American, non-
Hispanic

Asian, non-HispanicBlack, non-HispanicWhite, non-
Hispanic

Comorbidity

P value

Cut point

(kg/m2)P value

Cut point

(kg/m2)P value

Cut point

(kg/m2)P valuea
Cut point

(kg/m2)

Cut point

(kg/m2)

N/AN/AN/AN/AN/AN/AN/AN/Ab27.4Coronary artery disease

N/AN/A.4128.8.0224.1N/AN/A26.5Hyperlipidemia

N/AN/A.4526.0.2325.0.00130.328.7Hypertension

.0831.3N/AN/A.0229.0.00535.130.1Obstructive sleep apnea

N/AN/AN/AN/AN/AN/A.5531.028.7Osteoarthritis

N/AN/A.5529.3.0427.5.9131.331.3Type 2 diabetes mellitus

aP value indicates the comparison to cut points for White, non-Hispanic patients.
bN/A: not applicable.

Incidence Versus Prevalence Cut Point Analysis
For the six comorbidities that had BMI cut points, we found no
statistically significant differences in cut points between the
incident and prevalent cases for CAD, hypertension, OSA, and
osteoarthritis (Multimedia Appendix 12 contains the full table
of incidence vs prevalence cut points). There were statistically
significant differences between incidence and prevalence cut

points for hyperlipidemia (27.5 vs 27.0 kg/m2; P=.02) and

T2DM (30.7 vs 30.0 kg/m2; P<.001).

Discussion

Principal Findings
Our findings suggest that the BMI cut points or thresholds
beyond which disease incidence can be accurately detected for
developing six obesity-related comorbidities occur when patients
are overweight or barely meet the criteria for class 1 obesity.
The cut points for developing CAD, hyperlipidemia,
hypertension, and osteoarthritis were in the overweight category,
while the cut points for OSA and T2DM occurred at the
transition between overweight and class 1 obesity. In our study
cohort, female patients had lower cut points for T2DM. Asian
patients had lower cut points for hyperlipidemia, OSA, and
T2DM, while Black patients had higher cut points for
hypertension and OSA.

Most cut points identified in our study were within the
overweight BMI category. Published studies are currently mixed
with regard to the association between being overweight and
the development of obesity-related comorbidities. The

meta-analysis by Guh et al [9] found that the relative risks for
comorbidities, such as T2DM and CAD, increased when patients
were overweight but increased most when patients were obese.
Other studies, such as the cross-sectional study by Nguyen et
al [16], which used National Health and Nutrition Examination
Survey (NHANES) data, demonstrated that higher BMIs were
associated with an increased risk of these diseases. In contrast,
a retrospective cohort study of Swiss adults by Faeh et al [10]
showed increased mortality rates in patients with obesity because
of CAD but not in patients who were overweight. Despite
numerous studies identifying associations between these chronic
diseases and obesity, no studies have identified these cut points
in multiracial or ethnic populations.

We found that female patients had a lower cut point for T2DM
than male patients. The literature is inconclusive regarding the
association between sex and the development of obesity-related
comorbidities. The retrospective study by Chu et al [6] found
lower cut points for both hypertension and T2DM in Taiwanese
women than men. A large cohort study evaluating the incidence
of hypertension in Japanese adults with obesity showed that the
relationship between BMI and hypertension was influenced by
sex, with female patients experiencing a greater risk of
developing hypertension [20]. In contrast, a retrospective study
by Ong et al [21] of US adults using data from NHANES
showed no difference in the risk of hypertension between men
and women. Although our results showed no differences in
hyperlipidemia cut points between male and female patients, a
retrospective cohort study by Tseng et al [19] demonstrated a
lower cut point for hyperlipidemia in Taiwanese women than
men.
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Our study found that compared with White patients, Black
patients had higher cut points for hypertension and OSA. The
cross-sectional study by Fontaine et al [22] using NHANES
data found that Black patients experienced obesity-related
morbidity, such as reduction in lifespan, at higher BMIs than
White patients. In a review, Wagner and Heyward [23]
hypothesized that differences in the development of
obesity-related comorbidities between Black patients and those
of different racial or ethnic backgrounds stemmed from
variations in body composition; Black patients typically have
higher BMIs than White patients despite having similar levels
of body fat.

We also found that Asian patients had lower cut points. This is
supported by the Expert Committee of the World Health
Organization, which concluded that Asian populations have
different associations between BMI and obesity-related diseases
and that the cut points of obesity-related comorbidities in Asians

varied between 22.0-25.0 kg/m2 [4,7]. The population-based
cross-sectional study by Cheong et al [24] of Malaysian adults
identified BMI cut points for predicting the presence of diabetes,

hypertension, and hyperlipidemia to be between 23.3-24.1 kg/m2

in men and 24.0-25.4 kg/m2 in women. A prospective study by
Chan et al [25] of Chinese adults diagnosed with CAD identified

a BMI cut point of 27.3 kg/m2 for the development of OSA.
The lower cut points in Asian patients have been attributed to
a multitude of genetic and metabolic differences between Asian
and White patients, such as different associations between BMI
and body fat percentage in Asian versus White populations
[4,7]. In addition, there may be differences among the various
Asian subgroups. A secondary analysis by Jih et al [7] of the
California Health Interview Survey found the highest rates of
overweight or obesity and diabetes in Filipino populations,
suggesting that genetic, lifestyle, and dietary factors may
account for variations in cut points and disease risk.

Study Implications
Our results suggest that although some current screening
guidelines incorporating BMI have appropriate cut points, others
may need to be revised. For example, the United States
Preventative Services Task Force (USPSTF) recommends
screening for T2DM [26] and hypertension [27] at a BMI cut

point of 25 kg/m2. Our BMI cut points of 30.9 kg/m2 and 28.4

kg/m2 for T2DM and hypertension, respectively, support these
guideline cut points.

In contrast, guidelines for OSA screening vary. The American
Academy of Sleep Medicine recommends OSA screening for

adults with a BMI ≥30 kg/m2 [28]. The American Federal
Aviation Administration and the US Federal Motor Carrier

Safety Administration suggest that pilots with BMI ≥40 kg/m2

and drivers with BMI ≥35 kg/m2, respectively, should be
screened for OSA [29,30]. The American Academy of Sleep

Medicine BMI cut point of 30 kg/m2 and our cut point of 30.1

kg/m2 suggest that the Federal Aviation Administration and US
Federal Motor Carrier Safety Administration screening cut
points for OSA may be too high.

BMI is not included in the current screening recommendations
for hyperlipidemia, CAD, or osteoarthritis. Although the
USPSTF and American College of Cardiology/American Heart
Association have guidelines for hyperlipidemia screening and
statin use for some patients who meet age and cardiovascular
disease risk criteria, BMI is not one of those criteria [31,32].

This study identified a cut point of 27.1 kg/m2 for
hyperlipidemia risk, indicating that the inclusion of BMI as a
risk factor may be warranted. The USPSTF does not recommend
screening for CAD but suggests that clinicians offer or refer

adults with a BMI ≥30 kg/m2 for behavioral weight loss therapy
to prevent CAD development [33]. We are not aware of any
USPSTF or professional society screening recommendations
for osteoarthritis. Screening questionnaires for osteoarthritis
exist [34] and could be provided to patients who exceed the

BMI cut point of 28.7 kg/m2. We also identified sex and race
or ethnicity differences that may need to be considered when
screening adults for obesity-related comorbidities.

Our previous EHR publication found that our patient population
was demographically similar to the US adult population [35];
thus, our findings may be generalizable to US adults. However,
further investigation of the BMI cut points identified in this
study using multi-institutional EHR data sets would further
elucidate whether our findings are generalizable. If the BMI cut
points are similar within multi-institutional EHR data sets,
screening recommendations for some comorbidities may need
to be re-evaluated to help guide health care providers on when
to screen patients for obesity-related comorbidities.

Limitations
First, although our methodology using the Youden index is
established in the literature [6,19], there is no gold standard
method for determining optimal cut points for continuous data,
such as BMI. Some investigators have used disease prevalence
rather than incidence to establish cut points. Our analysis
comparing cut point calculations using incidence versus
prevalence identified no clinically significant differences. We
believe that cut points determined with incidence have more
clinical utility because incidence evaluates the development of
disease, whereas prevalence describes a disease that has already
been diagnosed. Second, most Youden indices, sensitivities,
and specificities were low, which suggests that BMI is not a
perfect screening tool for these diseases. However, it has
significant clinical use because it is recorded for most patients
in the EHR, whereas other markers, such as waist circumference
and biomarkers, are not. In addition, the AUROCs were >0.6,
indicating that our analyses were able to discriminate between
those with and without the disease. Third, there may be selection
bias, given that all patients were required to have data in our
EHR spanning at least 2 years. For example, our EHR had a
lower percentage of Medicaid patients than the national
estimates. Fourth, our study was observational, so no inferences
can be made about causation. Finally, there may be inaccuracies
in our data set because of errors in data entry by health care
providers. We removed biologically implausible values using
our BMI algorithm, but coding inaccuracies in the ICD-9 and
ICD-10 entries may still exist.
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Conclusions
The BMI cut points that accurately predict the risks of
developing six obesity-related comorbidities (CAD,
hyperlipidemia, hypertension, OSA, osteoarthritis, and T2DM)
occurred when patients were overweight or barely met the

criteria for class 1 obesity. Weight loss counseling for these
patients is important because they are at an increased risk of
morbidity and mortality related to obesity. Further studies using
longitudinal, national data are needed to determine whether
screening guidelines for CAD, hyperlipidemia, OSA, and
osteoarthritis should be reconsidered.
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Abstract

Background: Electronic patient-reported outcomes (ePRO) are a relatively novel form of data and have the potential to improve
clinical practice for cancer patients. In this prospective, multicenter, observational clinical trial, efforts were made to demonstrate
the reliability of patient-reported symptoms.

Objective: The primary objective of this study was to assess the level of agreement κ between symptom ratings by physicians
and patients via a shared review process in order to determine the future reliability and utility of self-reported electronic symptom
monitoring.

Methods: Patients receiving systemic therapy in a (neo-)adjuvant or noncurative intention setting captured ePRO for 52 symptoms
over an observational period of 90 days. At 3-week intervals, randomly selected symptoms were reviewed between the patient
and physician for congruency on severity of the grading of adverse events according to the Common Terminology Criteria of
Adverse Events (CTCAE). The patient-physician agreement for the symptom review was assessed via Cohen kappa (κ), through
which the interrater reliability was calculated. Chi-square tests were used to determine whether the patient-reported outcome was
different among symptoms, types of cancer, demographics, and physicians’ experience.

Results: Among the 181 patients (158 women and 23 men; median age 54.4 years), there was a fair scoring agreement (κ=0.24;
95% CI 0.16-0.33) for symptoms that were entered 2 to 4 weeks before the intended review (first rating) and a moderate agreement
(κ=0.41; 95% CI 0.34-0.48) for symptoms that were entered within 1 week of the intended review (second rating). However, the
level of agreement increased from moderate (first rating, κ=0.43) to substantial (second rating, κ=0.68) for common symptoms
of pain, fever, diarrhea, obstipation, nausea, vomiting, and stomatitis. Similar congruency levels of ratings were found for the
most frequently entered symptoms (first rating: κ=0.42; second rating: κ=0.65). The symptom with the lowest agreement was
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hair loss (κ=–0.05). With regard to the latency of symptom entry into the review, hardly any difference was demonstrated between
symptoms that were entered from days 1 to 3 and from days 4 to 7 before the intended review (κ=0.40 vs κ=0.39, respectively).
In contrast, for symptoms that were entered 15 to 21 days before the intended review, no congruency was demonstrated (κ=–0.15).
Congruency levels seemed to be unrelated to the type of cancer, demographics, and physicians’ review experience.

Conclusions: The shared monitoring and review of symptoms between patients and clinicians has the potential to improve the
understanding of patient self-reporting. Our data indicate that the integration of ePRO into oncological clinical research and
continuous clinical practice provides reliable information for self-empowerment and the timely intervention of symptoms.

Trial Registration: ClinicalTrials.gov NCT03578731; https://clinicaltrials.gov/ct2/show/NCT03578731

(J Med Internet Res 2021;23(8):e29271) doi: 10.2196/29271
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Introduction

Patient-reported outcomes (PRO), such as symptoms and
functional status, are commonly measured in clinical trials.
There is growing interest in integrating electronic PRO (ePRO)
into routine clinical practice during chemotherapeutic and
immunotherapeutic interventions. Most cancer patients are
motivated to spend time and effort documenting symptoms
during their consultation for shared reporting with physicians.
Patients’ self-empowerment and self-reporting should also
improve patient-clinician communication, symptom detection,
and symptom control [1]. As patient experience has gained
importance in regulatory decision-making, patient-reported data
are increasingly being used for quality assessment and
comparative effectiveness research. Mobile health solutions
have the potential to improve electronic symptom
documentation, and when the collection of such PRO is widely
used, it facilitates communication among stakeholders [1,2].
Several apps have been designed and tested with input from
patients, nurses, and physicians. These apps have gained
attention and quality with respect to improving the efficacy and
safety data in oncology trials and drug discovery [3-5]. Their
benefits in real-world digital patient monitoring during cancer
immunotherapy have been demonstrated in terms of more
accurate symptom assessment, better patient-physician
communication, and reduced need for telephone consultations
[6-8]. As oncologists intend to share information on symptom
grading with their patients, as defined by the Common
Terminology Criteria for Adverse Events (CTCAE) standards,
reliable information on PRO should not only improve symptom
management but also allow for the reduction of emergency
admissions and improve patients’quality of life. However, early
responsiveness to symptoms and presumably longer continuation
of chemotherapy, as well as a potential benefit of follow-up
integration of ePRO for symptom monitoring during routine
cancer care, frequently involve patient-physician or
patient–nurse specialist communication [9,10]. In addition,
compliance rates and the use of symptom alerts seem to be
enhanced by structured graphic displays on outcome reporting
[3,4]. Several digital platforms are currently implementing the
capture of ePRO to allow for the sharing of data with treatment
teams or to apply automatic algorithms for alert notifications
in a timely and structured manner if symptoms worsen [2,11,12].
The consilium care smartphone app continuously allows

oncologists to monitor the progress of patients’ symptoms
through visualized progression charts based on structured patient
entries. In the case of severe symptoms that exceed a determined
threshold, the app notifies the patient to contact the treatment
center. Previous published breast cancer studies showed the
potential of the app to stabilize daily functional activity and
well-being of patients in collaboration with the physician [1].
In addition, more distinct symptom entries were received from
those users who shared reporting with their physicians. The
functionality and utility of 2 comparable app versions for
collecting ePRO have also demonstrated that the request for a
collaborative review of ePRO for shared reporting increases the
number of data entries and potentially affects the ability to deal
with the symptoms of illness [13]. Since clinical oncology
strives for a standardized recording of adverse events, the
congruence between doctor and patient should serve as an
important indicator that patients’ self-reporting can enhance the
quality of outcome data for the accuracy of clinician ratings and
safety. This has the potential to reduce the problem of patients
reporting high symptom severity while their clinicians note low
toxicity grades. Further, it has the potential to identify challenges
in effective patient-clinician communication regarding symptom
experience, to stimulate the processes of recording and
reviewing patient-reported symptoms, to facilitate consultation
with oncologists, and to provide self-care algorithms for
real-time interventions that reduce symptom severity [13].

In this study, we evaluated the efforts being made using the
consilium care app in a cohort of patients with breast, colon,
lung, or prostate cancer, as well as those with hematological
malignancies, to demonstrate the reliability of electronically
captured patient-reported symptom entries for shared reporting
with the physician to detect critical symptoms in routine cancer
care. For this study, we intended to demonstrate that a
collaborative review of randomly selected patient-reported
symptoms improves congruency of patient- and
clinician-reported toxicity in patients receiving systemic
anticancer therapy. In particular, we examined whether
important and frequent symptoms, such as pain, fever, diarrhea,
obstipation, nausea, vomiting, and stomatitis, can be described
appropriately according to the CTCAE in order to potentially
implement recommendations for mitigation.
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Methods

Study Design
We conducted a multicenter, observational, noninterventional
study. The protocol was approved by the competent regulatory
ethics committee (KEK-ZH:2017-02028) and registered on
ClinicalTrials.gov (NCT03578731). Patients with breast, colon,
prostate, or lung cancer, as well as those with hematological
malignancies, aged 18 years and older, and initiating adjuvant
or neoadjuvant systemic therapy were eligible to participate
after providing written informed consent. In addition,
participants had to speak German and own a smartphone.
Eligible participants were recruited consecutively and without
preselection according to the recommendation of the local tumor
boards in centers in Switzerland, Germany, and Austria.

Objective
The primary objective of this study was to assess the level of
agreement, κ, between symptom ratings by physicians at the
time of the regular consultation and the ratings derived from
the daily PRO between consultations. The level of agreement
was analyzed in order to determine the reliability and utility of
self-reported electronic symptom monitoring.

Mobile App
To begin, patients downloaded the consilium care app (available
for iOS and Android) and connected themselves via a quick
response code to their study centers. For the patients’
convenience, a summary of diagnostic workup, treatment
medication, and contact information of the respective treatment
center was entered into the consilium care web app—the
treatment team’s counterpart to the smartphone app.

The app (Figure 1) facilitated the selection of well-being,
symptoms, medication, and private notes. Symptoms, which
were structured in groups according to organ systems, could be
selected. The symptom entry display (52 distinct symptoms

were available for which severity, onset, and duration could be
indicated) was equipped with date and time stamps. Symptom
severity, with descriptions based on the CTCAE, could be
selected via a slider. The symptom history was displayed on a
timeline with individual colors for each symptom. In addition,
diary entries and information on diagnosis and therapy were
indicated separately.

Patients were encouraged to capture data on well-being and
symptoms on a daily basis. Recording usually started on the
day of the therapy’s initiation or the change in therapy and
continued through an observational period of 12 weeks. The
app allowed the continuous recording of well-being and
symptoms based on the CTCAE through use of virtual analogue
scales. Definitions for CTCAE grades were displayed above
the slider, with which the grade of the entry could be selected
via the virtual analogue scales. The severity level of a symptom,
as rated by physicians and patients, was measured on an ordinal
scale, with 0 indicating the lowest possible degree of severity
and 4 indicating the highest possible one. The history of
recorded data was displayed and visualized in the form of a
symptom progression chart. In the case of severe symptoms,
patients were encouraged by push notifications to seek medical
advice. In addition, patients recorded their well-being according
to the Eastern Cooperative Oncology Group (ECOG)
performance status via a slider, with possible impairments in
daily functional activities being displayed. Information for
self-care (derived from the Swiss Cancer League and the
Sächsische Krebsgesellschaft) was provided to them via the app
depending on the severity of symptoms upon data entry.

Functional data security was ensured by identification being
made only possible through the patient’s ID. The data on the
patient’s device were encapsulated in the app, and data exchange
was encrypted with the patient ID. At the study center, personal
data were kept strictly separate from the data collected by the
app. Data matching was performed by using the patient ID.

Figure 1. Entrance screen and a representative symptom history chart with indication of medication, well-being (blue graph), and various symptoms
presented in different colors.
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Collaborative Symptom Reviews
Patients were assigned to medical oncology visits every 3 weeks
and invited for shared reporting and intended symptom review,
which were preferably scheduled on days of therapeutic
intervention. Some exceptions were made for reviews to be
carried out over the phone. At the scheduled visit, the app was
triggered to randomly select 2 patient-reported symptoms from
the past 20 days. A first measurement of congruence (symptom
1) was performed on a symptom that was entered 2 to 3 weeks
(14 to 21 days) before the actual consultation, whereas a second
measurement (symptom 2) was performed on a symptom that
was entered within the previous week (1 to 7 days). Patients
and physicians were then prompted to perform a detailed, shared
review of these symptoms in order to focus on the collection
and appropriate interpretation for symptom severity grading.
Up to 4 such reviews were planned per patient, including 2
electronic symptom entries per review.

Questionnaire
At the end of the observational period, participants were asked
to complete a questionnaire on paper regarding the usability
and usefulness of the app to clarify quality of care and the
relationship between the patient and physician during the course
of treatment. To this end, a 5-point Likert scale was used, with
a rating from 1 (disagree) to 5 (agree very strongly).

Sample Size
We calculated the sample size on a 5% significance level to test
the level of agreement, κ=0.5, between 2 raters (ie, fair to good
agreement) with a precision of 0.1 on each side of 156 patients.
In order to estimate κ with the necessary precision within these
subgroups, we included at least 170 patients with breast cancer
and 170 patients with colon cancer. We anticipated a difficultly
in recruiting the same number of patients with lung cancer or
prostate cancer due to their lower prevalence. Thus, the aim
was to include 130 patients with either lung cancer (not fewer
than 50) or prostate cancer and 130 patients with hematological
malignancies. We planned to enroll a total of 600 patients, as
we expected 15% to 20% of enrolled patients to discontinue
participation (dropout) early.

The originally planned study population size for the entire study
cohort was 600. The study duration was estimated to be about
3 years, starting in March 2018. In autumn 2020, only about
one-third of the planned study patients were recruited, and the
sponsor decided to prematurely terminate the study on October
11, 2020, due to insufficient recruitment. Despite the continuous
opening of many study sites beginning 2018, due to the present
recruitment rate and the ongoing COVID-19 situation, the
planned number of 600 patients was unachievable.

Statistical Analysis
Descriptive statistics included mean and SD for continuous
variables, and numbers and percentages of total for categorical
variables. For statistical analysis, the associations between
physicians’ and patients’ ratings were visualized by plots.
Multiple ratings for patients were included and accounted for
by the analysis. For the quantification of levels of agreement,
Cohen kappa (κ) values were calculated with squared weights.
κ values are reported with 95% CIs. These CIs were based on
1000 bootstrap samples. According to Landis and Koch [14],
values for κ were characterized as follows: <0, no agreement;
0 to 0.20, slight agreement; 0.21 to 0.40, fair agreement; 0.41
to 0.60, moderate agreement; 0.61 to 0.80, substantial
agreement; and 0.81 to 1, almost perfect agreement. All analyses
were carried out with R version 4.0.2 (The R Foundation for
Statistical Computing) [15], and Excel R Markdown was used
for dynamic reporting.

Results

Baseline Characteristics
Between February 2018 and October 2020, 223 patients (190
female and 33 male) with cancer (170 breast, 19 lung, 15 colon,
7 prostate, and 12 hematological [B cell] malignancies) were
included using the consilium care app. Among them, 181
patients (158 women and 23 men; age at therapy start: mean
54.4 years, SD 12.1) had performed at least 1 validated review
with the treating physician. About half of the 181 patients who
used the consilium care app were treated in an adjuvant setting
(vs neoadjuvant). Fewer than one-third (51/181, 28.2%) of the
patients received treatment for advanced disease with
noncurative intention. In total, 27 distinct chemotherapeutic
agents in 17 different chemotherapy regimens were
administered, including antihormones, CDK4/6 inhibitors, and
immunotherapies.

Due to the lack of appropriate accrual within the context of the
COVID-19 pandemic, premature closing of the study, and other
issues, 42 patients included could not perform a minimum of 1
intended review. In addition to this, 7 patients were not
evaluable due to the premature study termination, 10 patients
did not enter a sufficient number of symptoms, and another 14
patients were not evaluable due to technical issues. Only 3
patients withdrew their informed consent. Baseline
characteristics are displayed in Table 1, and an overview flow
chart of the patient enrollment is available in Multimedia
Appendix 1.
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Table 1. Baseline characteristics.

Value (N=181)Characteristic

Primary tumor, n (%)

9 (5.0)Hematological

142 (78.5)Breast

11 (6.1)Colon

13 (7.2)Lung

6 (3.3)Prostate

Sex, n (%)

157 (86.7)Female

23 (12.7)Male

1 (0.6)N/Aa

54.4 (12.1)Age at start, mean (SD)

aN/A: not applicable.

Agreement Levels
A total of 181 patients underwent at least 1 intended symptom
review for this analysis. From a subset of 110 patients (60.8%),
more than 2 collaborative symptom reviews of patients with
their physicians were available for analysis. For the analysis of
the first symptom agreement levels (across all multiple ratings
per patient), there were 497 (first rating) reviews available for
analysis, while for the second symptom agreement levels, 483
reviews (second rating) were available.

An estimation of general agreement levels between physicians’
and patients’ observations in the first symptom (defined as
recorded 14 to 21 days before the review) revealed a fair
congruency of κ=0.24 (95% CI 0.16-0.33), while for the second
most recent symptom (defined as being recorded 1 to 7 days
before), the value rose to κ=0.41 (95% CI 0.34-0.48; Figure 2).

Analysis of the levels of agreement in subgroups of the specific
symptoms, including pain, fever, diarrhea, obstipation, nausea,
vomiting, and stomatitis, revealed a higher congruency between
the patient and physician estimate (symptom 1: κ=0.43, 95%
CI 0.21-0.62; symptom 2: κ =0.68, 95% CI 0.54-0.77; Figure
3). Whether this observation was due to a different perception
of clinical relevance and frequency of these symptoms or to a
clearer description, as 5 of the 7 symptoms were associated with
objectifiable values in their definition (eg, fewer than 4 loose
stools per day) at some point, remains unclear.

Next, we evaluated the levels of agreement in the subgroup of
physicians with at least 10 ratings. The distribution of rating
frequencies revealed large differences; of the 29 participating
in this study, 9 physicians performed 10 or more ratings. These
were considered experienced raters and were included in the
subsequent assessments. For the analysis, there were 417
observations for symptom 1 (first rating) and 405 observations
for symptom 2 (second rating). Again, multiple ratings per
patient were included. As shown in Figure 4, a fair congruency
between patient and physician estimates was present for those
considered experienced (≥10 ratings; symptom 1: κ =0.25, 95%
CI 0.17-0.34; symptom 2: κ=0.41, 95% CI 0.33-0.49). Compared

to all physicians’ (experienced and less experienced) ratings for
symptom 1 (κ=0.24) and symptom 2 (κ=0.41), the agreement
levels hardly differed, indicating that congruency was more
likely affected by timing and symptom description than the
physicians’ particular skills.

Similar results of congruency as those seen in the specific
symptoms displayed in Figure 2 were obtained for the most
frequent symptom as rated by experienced physicians (>10
ratings; symptom 1: κ=0.42, 95% CI 0.18-0.62; symptom 2: κ
=0.65, 95% CI 0.5-0.75; Figure 5). The most frequently captured
symptoms were fatigue, hot flashes, sleep disorder, headache,
and taste disorder.

The levels of agreement with respect to time intervals between
the date of collaborative review and the date of symptom entry
within the previous week did not reveal a significant difference
(days 1-3: κ=0.40; days 4-7: κ=0.39; overall days 1-7: κ=0.41).
For the rating of symptoms entered 15 to 21 days prior to the
review, a significant lack of congruency was noted (κ=–0.15).
This finding indicated that patients recalled symptoms and their
severity much better if they occurred more recently. For future
studies, a collaborative review of a symptom from the recent
past may be considered sufficient to demonstrate the accuracy
of the electronic symptom recording in general, particularly for
distinct and frequently occurring symptoms. Although this
observation might require confirmation in a subsequent study,
the idea of recent-past symptom validation (less than 7 days)
might be applicable in real-world cancer care, clinical trials, or
pay-for-performance models [16]. Furthermore, we noted a
moderate increase of congruence between ratings from week 3
(first rating) to week 9 (third rating) in our approach (symptom
1: κ=0.23 vs κ=0.29; symptom 2: κ=0.36 vs κ=0.41), indicating
a potential training effect in patients and physicians. The quality
of ratings neither appeared differently with regard to light or
moderate symptoms (CTCAE grade ≤ 2) nor in comparison to
severe symptoms, defined as CTCAE grade >2 (κ=0.13 vs
κ=0.11), which is important in cases of early-intervention
clinical practice. Congruency of symptom reporting according
to the review of the second symptom was similar for breast (396
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reviews; κ=0.39), lung (30 reviews; κ=0.45), and colon cancer
(23 reviews; κ=0.51), as well as hematological malignancies
(20 reviews; κ=0.49). For prostate cancer, there was an almost
perfect congruency (12 reviews; κ=0.82) although the low
number of reviews had to be considered with regard to statistical

significance. The subgroup analysis for age and gender showed
overall congruency levels of κ=0.50 for older (>65 years; 99
reviews; κ=0.50;) and younger patients (<65 years; 380 reviews;
κ=0.38), as well as for female (435 reviews; κ=0.40) and male
(44 reviews; κ=0.49 for) patients.

Figure 2. Estimations of agreement levels between physicians’ and patients’ observations for the first and second symptom. diarr: diarrhea; fev: fever;
obstip: obstipation; stomat: stomatatis; vomit: vomiting.

Figure 3. Estimations of agreement levels between physicians’ and patients’ observations for specific symptoms.
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Figure 4. Estimations of agreement levels between physicians’ and patients’ observations for experienced physicians.

Figure 5. Estimations of agreement levels of experienced physicians specifically for the most frequent symptoms.

Well-being and Symptoms
Regarding well-being, 4762 data entries were derived from 210
evaluable patients during the observation period. Patients
reported their well-being almost every single day and in a
classical circadian rhythm (Figure 6). Because well-being was
reported independently of the underlying diagnosis or symptoms,
we assumed that this indicated a pattern of app use. Users
preferred to use the app in the morning and also used it during
the evening hours. Therefore, a circadian pattern of symptom
reporting seemed to be favored. The degree to which the app’s
functions (eg, occasional push notifications, design features,
tips for self-care, or effects of collaborative review and shared
reporting) affected data entries remains unclear, as this
evaluation was not addressed.

Overall, 210 patients generated a large absolute number of
42,142 electronically reported symptoms and side effects,

suggesting easy handling of the app for an effective symptom
history insight. Given the observational period of 84 days, this
resulted in an average number of 2 to 3 entries per patient and
day. The most commonly reported symptom was fatigue, which
was indicated significantly more often in the breast cancer and
lymphoma groups (data not shown) compared to other cancer
entities. Due to the heterogeneity of drugs and limited
information on dosage, a potential association of symptoms
with the respective cancer type, medication, or regimen, could
not be performed sufficiently. However, more than 32.59%
(13,734/42,142) of all data entries affected usual activities of
daily living and symptoms such as pain/discomfort
(8370/42,142, 19.86%), self-care (3475/42,142, 8.24%),
anxiety/depression (1458/42,142, 3.45%), and mobility
(431/42,142, 1.02%), all of which potentially represent
components of the 5-level EQ-5D questionnaire.
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Figure 6. Circadian distribution of well-being entries (y-axis) over 24 hours (x-axis).

Unplanned Consultations and Serious Adverse Events
Although fewer than 18.2% (33/181) of the participants with
solid cancer (breast, colon, lung, prostate) required unplanned
consultations or emergency services due to treatment-related
side effects and toxicities, more than twice this proportion (4/9,
44%) was recorded in patients with lymphoma, mostly attributed
due to fatigue and fever. An association with a possible benefit
from app use cannot be made, as data from a matched analysis
(age, cancer type, therapy) of patients from 2 larger participating
cancer centers indicated only a nonsignificant decline in these
events (data not shown). Importantly, no serious adverse events
related to the use of the app were recorded during the entire
study period.

Usability and Usefulness of the App
Questionnaires from 171 patients included were available for
the rating of the app at the time of this survey. Six patients died
due to cancer progression during the study, from whom surveys
were not available for analysis. A utility analysis could not be
conducted on 16 patients, as they were not correctly included
into the study, withdrew informed consent, had technical
problems, or lacked a sufficient number of data entries. The
results are displayed in Multimedia Appendix 2.

Discussion

The systematic electronic recording of PRO by smartphone has
not yet been extensively explored in cancer treatment. Previous
studies indicate that the range of measures used and symptoms
captured seem to vary greatly across studies, and that, regardless
of the concordance metric employed, the reported agreement
between clinician-based CTCAE and PRO seems to be
moderate, at best [17]. In one study that retrospectively applied
CTCAE patient language adaptations, including the Symptom
Tracking and Reporting system, to assess specific symptoms,
extracted clinician- and patient-reported adverse event ratings
were considered poor to moderate, at best, when the applied
rating sources for each of the adverse events were compared
[18]. In an attempt to improve these differences, we explored
integrating ePRO and clinician reporting with a standardized,

shared review process, according to CTCAE criteria with
adapted patient-oriented language by testing the level of
agreement between the patients’ and physicians’ judgment on
the severity of patient symptoms with 3 weekly reviews of
randomly selected symptoms at any severity grade.

Overall, we found fair agreement for long-lasting symptoms,
whereas for the more recent symptoms (defined as those
recorded 1-7 days earlier), the degree of agreement in symptom
reporting between the patient and physician was moderate and
comparable to results from a study in early breast cancer [19].
However, the congruence between patients and physicians
gained substantial reliability when analyses on levels of
agreement in subgroups of the specific symptoms (ie, pain,
fever, diarrhea, obstipation, nausea, vomiting, and stomatitis)
were performed and also in an identical manner to that in the
most frequently occurring symptoms, including fatigue, hot
flashes, sleep disorder, headache, and taste disorder. Together,
data entries from these symptoms covered about 50% of all
recorded symptom-related entries during this study. As patients
obviously recalled recent symptoms more clearly, the high
trustworthiness of symptom rating could be sufficiently proven
by 1 review in this context. Congruency of rating seemed to be
independent of the reviewers’ experience, and no outlier result
in congruency of symptom reporting could be demonstrated for
any specific patient cohort, indicating the potentially broad
acceptance and use of such an approach. Additionally, no
differences in symptom congruency were noted with respect to
light or more severe symptom grading.

Compliance for the use of the consilium care app was high as
evidenced by the high number of 2 to 3 data entries per patient
and by the response from questionnaires, and was found to be
comparable with results from other studies that used more
standardized questionnaires for different devices [20]. In a recent
study, patients were invited to complete the European
Organization for Research and Treatment of Cancer (EORTC)
Core Quality of Life questionnaire (QLQ-C30) and cancer
site–specific modules before each visit on tablets or computers
in the hospital or at home. An adequate compliance (at least
66% of health-related quality of life assessments were
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completed) was demonstrated for the cohort of breast cancer
(96%), colorectal cancer (98%), and lung cancer (91%) [21],
which we consider comparable to the results of our study.

In one study that administered weekly PRO from the National
Cancer Institute’s PRO-CTCAE item library (for symptoms
such as pain, nausea, and diarrhea) via mail or telephone and
assessed them by using a 5-point ordinal verbal descriptor scale
and via PRO questions about physical performance (ECOG)
and financial toxicities (The Comprehensive Score for Financial
Toxicity [COST-FACIT] questionnaire), it was found that most
patients agreed that weekly reporting was a favored frequency
for ePRO questionnaire administration in the context of
advanced and metastatic cancer treatment [22]. However, during
a more complex or intensive treatment phase, a more frequent
(even daily) assessment of more than 8 symptoms might be well
regarded and positively associated with an increased use of
educational materials about home symptom management. In
another trial, almost 40% of patients (particularly older patients
and those living in rural areas) chose to use an automated
telephone interface rather than a web interface or preferred
personal contact in the case of severe symptoms affecting
cognitive or sexual dysfunction [23]. Web-based, guided,
self-help interventions can provide clinically meaningful
improvements in quality of life; however, producing a
meaningful effect might require punctual psychological
interventions [24]. Although no such findings were apparent in
our study, following advice and using tips for timely self-care
and compliance remains challenging for patients and caregivers.
The consilium app contains 20 tips for the most common
symptoms. In personal communication with patients, it was
suggested that this opportunity of self-help intervention should

be linked to the appropriate symptom or grade, as patients
perceived this to be a component of personalized medicine
[25,26].

There were potential limitations to this study. The frequency
of the completed symptom reviews varied between the 3
German-speaking countries conducting the trial, most patients
were suffering from breast cancer, and the study was not
randomized, which precluded analysis in regard to the effects
of empowered self-care and the potential impact on unplanned
consultations. Statistical limitations evolved from the data set
when there were multiple observations per patient; thus,
observations could not be considered independent. Furthermore,
there were limitations to the interpretation of Cohen κ values.
In this study, we used magnitude guidelines proposed by Landis
and Koch [14] to describe levels of interrater reliability;
however, other guidelines exist, such as those of Fleiss [27].
Because of the ongoing debate about the correct description of
κ values, the interpretation we employed can still be subject to
scrutiny. Importantly, due to the lack of appropriate accrual in
the context of the COVID-19 pandemic, the trial was ended
prematurely.

In summary, we demonstrated that a shared monitoring and
review process to assess symptoms between patients and
physicians has the potential to improve the quality of future
patient self-reporting. Our study indicated that the integration
of ePRO into oncological clinical research and continuous
clinical practice should leverage monitoring of side effects and
symptom management [28,29] using the rapidly developing
digital mobile and sensor technologies, which can provide more
objective measures and facilitate the active and passive
collection of detailed, personalized data.
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Abstract

Background: During the 2020s, there has been extensive debate about the possibility of using contact tracing (CT) to contain
the SARS-CoV-2 pandemic, and concerns have been raised about data security and privacy. Little has been said about the
effectiveness of CT. In this paper, we present a real data analysis of a CT experiment that was conducted in Italy for 8 months
and involved more than 100,000 CT app users.

Objective: We aimed to discuss the technical and health aspects of using a centralized approach. We also aimed to show the
correlation between the acquired contact data and the number of SARS-CoV-2–positive cases. Finally, we aimed to analyze CT
data to define population behaviors and show the potential applications of real CT data.

Methods: We collected, analyzed, and evaluated CT data on the duration, persistence, and frequency of contacts over several
months of observation. A statistical test was conducted to determine whether there was a correlation between indices of behavior
that were calculated from the data and the number of new SARS-CoV-2 infections in the population (new SARS-CoV-2–positive
cases).

Results: We found evidence of a correlation between a weighted measure of contacts and the number of new
SARS-CoV-2–positive cases (Pearson coefficient=0.86), thereby paving the road to better and more accurate data analyses and
spread predictions.

Conclusions: Our data have been used to determine the most relevant epidemiological parameters and can be used to develop
an agent-based system for simulating the effects of restrictions and vaccinations. Further, we demonstrated our system's ability
to identify the physical locations where the probability of infection is the highest. All the data we collected are available to the
scientific community for further analysis.

(J Med Internet Res 2021;23(8):e28947) doi: 10.2196/28947

KEYWORDS

SARS-CoV-2; COVID-19; contact tracing; Bluetooth Low Energy; transmission dynamics; infection spread; mobile apps;
mHealth; digital apps; mobile phone

Introduction

In China, during December 2019, SARS-CoV-2 was identified
as a novel beta coronavirus. At the time of writing this paper
(December 2020), SARS-CoV-2 has caused almost 60 million
confirmed human infections worldwide and more than 1 million

deaths since its discovery [1,2]. The disease caused by
SARS-CoV-2 is called COVID-19, and the disease was declared
a global pandemic on March 11, 2020 [3]. Containment
measures are the first and most crucial step for rapidly halting
an outbreak that could otherwise become an epidemic or even
turn into a pandemic, such as the COVID-19 outbreak [4].
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Notable examples of disease epidemics with a high occurrence
of superspreading events (SSEs) are the SARS-CoV (severe
acute respiratory syndrome coronavirus; 2002-2003) and
MERS-CoV (Middle East respiratory syndrome coronavirus;
since 2013) epidemics [5-9]. The basic reproduction number
(R0) is a key measure of transmissibility. It is defined as the
number of infected contacts that 1 infected individual generates
on average during their infectious period. An R0 value of >1
means that a virus will continue its propagation among
susceptible hosts. In contrast, an R0 of <1 means that it is certain
that epidemic spread will stop [10,11]. The SARS-CoV and
MERS-CoV have an R0 of around 3 [12]. For SARS-CoV-2,
the estimated R0 ranges between 2 and 3 [9,13]. However, it is
unknown as to what extent SSEs are involved in the spread of
SARS-CoV-2 infection.

Lockdown was the most widespread pandemic containment
response, and it was introduced at different levels by most
affected countries. As already predicted by mathematical models
[14] and proven by trends that were updated at the time of
writing this paper, the contagion's spread resumed rapidly when
lockdown countermeasures were lifted. Rapid and automatic
contact tracing (CT) is an essential intervention for contagion
containment [15-19]; however, user localization poses a privacy
risk and reduces compliance rates [20]. According to the World
Health Organization, CT involves the following three steps: the
identification of a contact (identifying those that a confirmed
positive patient had contact with based on the transmission
modalities of the pathogen of interest), the listing of contacts
(keeping a record of individuals who possibly had contact with
infected patients and informing these individuals), and contact
follow-up [21]. CT has a dual purpose—treating people who
have possibly been exposed to infectious diseases and stopping
the transmission chain to contain an epidemic. Due to the
prevalence of smartphones, CT has the potential to become a
powerful intervention; the vast majority of smartphone users
carry their smartphone devices with them throughout the day,
and smartphones can generate detailed GPS location
information. However, due to the availability of users’ location
data, there is growing concern about the infringement of an
individual's right to privacy. An alternative is using other contact
monitoring technologies that are based on proximity assessments
rather than those based on location information [22]. It is
important to note that this study does not constitute an
endorsement or rejection of CT based on potential data security
risks or privacy limitations. This study intends to assess whether
and to what extent the acquisition of contact data helps with
assessing the spread of SARS-CoV-2.

Technologies such as Bluetooth Low Energy allow for the
evaluation of the distance between users without locating them
and thus help with addressing the privacy issue. The number of
CT apps that have been introduced since the beginning of the
SARS-CoV-2 pandemic is considerable [23,24] and reflects
governments' interest in automating the tracing of people who
have had recent contact with individuals who tested positive
for COVID-19. An app that uses a centralized approach was
developed by the academic spin-off company of the University
of Salerno—SoftMining (SM). The app [25] was supported by

government agencies such as the Campania Region and was
validated by more than 120,000 users; the app had peaks of
more than 15,000 active daily users.

CT is a fundamental intervention for acquiring population data,
which show how different population groups can behave
differently. Such behaviors result in different risks of infection
among group members. In Multimedia Appendix 1, we describe
how CT data were acquired via the Bluetooth Low Energy
technology of the SM-COVID-19 app and how data were
clustered to obtain different mobility and behavior groups. In
this paper, we discuss how we used Italian National Institute of
Health data on contagion trends in Italy [26] to estimate a more
precise number of SARS-CoV-2–positive cases that was less
influenced by the number of tests performed on the population.
In addition, we show the link between the acquired CT data and
the number of new SARS-CoV-2–positive cases. This allowed
us to define an epidemiological risk function that was based on
the number of, frequency of, and distance between contacts.
The risk function expresses the probability that an individual
will become ill as a function of their age within a given period
of time. This study aims to evaluate whether the use of CT can
support the containment of an epidemic. The data acquired from
CT were analyzed and correlated with data on the progression
of SARS-CoV-2 infection.

This study was not conducted for commercial purposes; it was
conducted for the purposes of academic research and aims to
make CT data available to the scientific community for future
research.

Methods

CT Data Acquisition
During the CT phase, the SM-COVID-19 app analyzed the
environment and, at regular intervals, sent data on the duration
of a contact and the instantaneous and average distances (over
the time) of a contact to the server. App users could voluntarily
decide to share location data as well. If they did, the server also
received latitude, longitude, precision, and smartphone provider
data. We provide the full description of the data acquisition
procedures in Multimedia Appendices 1 and 2. The developed
technologies allowed for high precision in distance calculations
(less than 0.5 m under optimal conditions and after device
calibration) and were implemented via the SM-COVID-19 app,
which is available on Android and iOS smartphones (via
TestFlight; Apple Inc). Daily data were anonymized and saved
for further use, as described in Multimedia Appendix 3, in
accordance with the General Data Protection Regulation.
Anonymity was also guaranteed when the GPS localization
function was enabled, as data were stored randomly in the
database; the database did not present an individual user's
location in a precise way. The app only used random 128-bit
proximity IDs, and only the user's device kept track of the device
IDs. The app’s functions were conducted and maintained with
a back-end server, on which arbitrary identifiers were stored.
Users could not be identified directly with app data, as only the
app's random identifiers were stored on the server.
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Social Mobility Analysis
The data set obtained from the SM-COVID-19 app in the period
of April to November 2020 was analyzed. The data set's
structure is described in Multimedia Appendix 2. Reported data
from August 1 to August 30, 2020, were obtained to analyze
mobility data from a period when no lockdown measures were
in place. Such data are useful for tracking movements in real
situations. We removed users with less than 15 days of activity
from our analysis to exclude users who may have deactivated
the app. The cleaned data set was clustered. Before the clustering
process, the t-distributed stochastic neighbor embedding
machine learning algorithm was applied to the data set to reduce
its dimensionality to 2. The clustering was carried out by using

the Ward linkage method. This method allows the user to select
the number of clusters arbitrarily. We analyzed the distribution
of data for different numbers of clusters (2-10 clusters); the
optimal distribution was obtained with 5 clusters. The average
number of daily contacts and the SDs for the clusters are
reported in Table 1. SDs were high, since every cluster had
many users with 0-contact days among those with low- and
high-contact days. As shown in Table 1, the population was
divided into clusters of approximately the same size. However,
cluster 5 was larger and included users who had a larger number
of contacts. This cluster accounted for the population with the
highest number of contacts and included users with the highest
number of contacts and the highest mobility.

Table 1. The cluster data of active users for the period of August 1 to August 30, 2020.

Percentage of active usersNumber of daily contacts based on Bluetooth Low Energy technology, mean (SD)aCluster number

1423.40 (38.55)1

1912.05 (22.62)2

1741.95 (75.79)3

2069.91 (103.76)4

30121.48 (145.05)5

aThe average number of daily contacts for each cluster and SDs were calculated based on all cluster data (ie, from days 1 to 30).

Data Availability
All data can be made available upon request from the authors
or the SM-COVID-19 team [27].

Results

Statistical Analysis and Estimates of the Real Number
of SARS-CoV-2–Positive Cases
For our statistical analysis, we relied on official data on the
daily SARS-CoV-2–related trends in Italy, which were released
by the Italian National Institute of Health and aggregated by
the Department of Civil Protection of the Presidency of the
Council of Ministers [17]. We estimated the possible number
of real infections that may have occurred during the epidemic
in Italy. We obtained the daily number of newly performed tests
based on the total number of tests performed. This was
calculated by using equation 1 in Multimedia Appendix 4. The
method for estimating the number of new daily
SARS-CoV-2–positive cases is detailed in Multimedia Appendix

4. We performed data smoothing via sliding-window averaging
to reduce each day's variability, which was the result of the
cumulative regional data's intrinsic variability. The
SARS-CoV-2–related trends over a given period were roughly
linear; there were no sudden peaks. Additionally, the averaging
process performed allowed us to smoothen the curves, which
were in line with these trends. Equation 2 in Multimedia
Appendix 4 was used to define the ratio between the number
of daily tests and the number of daily reported
SARS-CoV-2–positive cases. The estimated number of new
SARS-CoV-2–positive cases (EP[k]) for each day was calculated
with equation 3 in Multimedia Appendix 4. With our method,
we estimated a correction for the number of real
SARS-CoV-2–positive cases that occurred during the pandemic
period. We observed that around 224,000 cases were not
diagnosed, and of these cases, nearly around 81,000 were missed
in the period of March to May 2020. The difference between
the official number of cases and the estimated number of new
SARS-CoV-2–positive cases is shown in Figure 1.
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Figure 1. Comparison of the official number of daily new SARS-CoV-2–positive cases reported by the ISS (black line) and the estimated number of
daily new SARS-CoV-2–positive cases (red line). The difference was higher during the initial phases of the pandemic. ISS: Istituto Superiore di Sanità
(Italian Superior Institute of Health).

Correlation Between CT Data and Contagion Trends
The correct number of daily SARS-CoV-2–positive cases was
calculated to perform correlation analyses with the data obtained
from CT. The data distributed by the ISS, due to how the data
were structured, showed considerable fluctuations based on the
number of tests performed. It was also possible to observe a
weekly trend in the number of SARS-CoV-2–positive cases
recorded due to the reduced number of tests performed during
weekends. Such data therefore presented fluctuations that could
alter the analysis. Data smoothing via sliding-window averaging
also provided an additional element for alleviating the issue
with fluctuations.

We then examined whether the contact index (CI) and the alpha
index (α) correlated with the number of daily new
SARS-CoV-2–positive cases. These two parameters are indices
of effective contacts and account for the distance between two
users who come into contact with each other and the contact's
duration. These parameters and the related equations are
described in detail in Multimedia Appendix 5 [4,28,29]. These
parameters were necessary, since not all of the contacts recorded
by the app involved people who could effectively transmit the
virus. CIk is a value that indicates a user’s risk of infection on
day k based on the number of effective contacts that the user
had on the same day. CIk was calculated with equation 4 in
Multimedia Appendix 5 [4,28,29]. αk is a risk index, and it is
based on data from the previous k−14 days (excluding day k).
αk reflects a user's behavior. The optimization of these
parameters will be the subject of future studies.

The SM-COVID-19 data set lists the CI and α values for each
day and every user. Therefore, to evaluate daily trends, we

calculated the total CI and α values for each day (k) by summing
each individual users' values. As such, it was possible to evaluate
the trends for CI and α values and exclude users who deactivated
the app for a given period. The values were smoothed by using
a sliding window of 7 days. In Figure 2, we show the temporal
evolution of CI values over 160 days. For visualization, in
Figure 2, we report the logarithm of the number of new
SARS-CoV-2–positive cases. There is an evident, rough
correlation between the CI and the number of new
SARS-CoV-2–positive cases. For each CIk and αk value, we
calculated the Pearson correlation coefficient based on the
estimated number of SARS-CoV-2–positive cases to assess how
the number of contacts varied before and after a confirmation
of COVID-19 positivity. It was very interesting to note that the
correlation coefficient for CIk reached its maximum at k+7 days.
The high correlations observed in the subsequent days correlated
with SARS-CoV-2 incubation times, and COVID-19 positivity
occurred in the days following an effective contact. The αk

value reached its maximum at k+5 days. The differences
between the α and CI values’ correlation coefficients (ie, their
correlation with the number of new SARS-CoV-2–positive
cases) were attributable to the different calculation methods that
were used for the two parameters, as the α value accounts for
the risk of infection in the 14 days before day k. The correlation
between CI values and the number of new
SARS-CoV-2–positive cases is shown in Figure 3. We reported
the correlation data that corresponded to the period of June to
October 2020 because of the high availability of more consistent
CT data. This correlation was also monitored for the previous
studied period (March to May 2020) to confirm that the obtained
values were not the result of artifacts or autocorrelations.
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Figure 2. Temporal evolution of the CI values (black line) and the logarithm of the number of new SARS-CoV-2–positive cases (red line) during a
160-day period. CI: contact index.

Figure 3. Pearson correlation analysis between CIk and the number of new SARS-CoV-2–positive cases with a time shift of 0 days to 60 days for the
period of June 1 to October 31, 2020. The highest correlation value was observed at k+7 days. CI: contact index.

Discussion

The analysis of the collected data allowed us to determine the
aspects of CT that are essential for the evaluation of the
progression of the SARS-CoV-2 pandemic. These essential
aspects were identified via the estimation of the real number of
new SARS-CoV-2–positive cases and the correlation of the

number and frequency of contacts with the probability of
infection.

Estimation of the Total Number of People Who Tested
Positive for SARS-CoV-2
At the beginning of the pandemic in Italy, during the period of
March to May 2020, the substantial underestimation of the total
number of people who tested positive for SARS-CoV-2 in Italy

J Med Internet Res 2021 | vol. 23 | iss. 8 | e28947 | p. 5https://www.jmir.org/2021/8/e28947
(page number not for citation purposes)

Piotto et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


was a likely scenario. This was undoubtedly due to the reduced
number of tests that were performed during the first phase of
the SARS-CoV-2 pandemic and the lack of an adequate response
for tracing infections. One method for estimating a realistic
number of SARS-CoV-2–positive cases is to use the ratio
between the number of tests carried out and the number of
SARS-CoV-2–positive cases detected every day. We chose this
ratio because as the number of tests carried out increases, this
number eventually plateaus. These data are collected throughout
the country and are therefore subject to regional and local
variability. It has been assumed that the ratio between the
number of positive cases and the number of tests performed
varies slowly over time in the absence of hospitalization
problems. This ratio has been used to estimate the actual number
of SARS-CoV-2–positive cases, which is always greater than
or equal to the official number of cases. As shown in Figure 1,
the difference between the official number of daily new
SARS-CoV-2–positive cases and the estimated number of cases
was higher during the initial phases of the pandemic (ie, during
the period of March to May 2020). During this period, according
to our analysis, at least 81,000 patients with SARS-CoV-2
infection were not diagnosed with COVID-19. As already
mentioned, calculating the real number of new
SARS-CoV-2–positive cases was necessary because the data
provided by the Istituto Superiore di Sanità (Italian Superior
Institute of Health) varied according to the number of tests
performed each day. In the initial stages of the pandemic, the
number of tests was remarkably low due to the lack of adequate
diagnostic tools.

Ethical and Practical Issues of CT Apps
CT apps have generated much discussion, particularly
discussions regarding privacy and such apps’ susceptibility to
attacks. Considerations of data security and possible privacy
violations are certainly essential elements and have resulted in
the creation of numerous solutions that have been adopted at
the national level. This paper does not aim not to take a position
on the security and privacy of CT apps, although the developers
of SM-COVID-19 have considered these aspects. Rather, we
are concerned with assessing whether CT apps, that is, those
that can be developed based on currently available technology,
can impact communities' health. Several apps have been adopted
at a national level by multiple countries. However, during our
research, we did not find any information on the availability of
data collected by these apps. CT data provide useful information
on various aspects of the SARS-CoV-2 pandemic (eg, the
pandemic course) and the behavior and mobility of app users,
thereby allowing researchers to map the frequency of contacts
and identify high-risk areas. Our CT data set allowed us to
analyze data and identify different classes of behavior among
the population.

The SM-COVID-19 app uses a centralized model [23,24].
However, despite using a centralized model, users' privacy is
completely protected via anonymization, as per the General
Data Protection Regulation. The advantage of using a centralized
model is that data stored on the server can be anonymized via
aggregation and used by public authorities as a source of
important aggregate information about the number of contacts
in the population, the app's effectiveness in tracing and alerting

contacts, and the aggregate number of people who could
potentially develop symptoms. Unlike a decentralized model,
a centralized model provides access to CT data, thereby making
these data available for analysis and the improvement of
epidemiological models. As already stated by Ferretti et al [19],
the control of the SARS-CoV-2 epidemic via manual CT is
impossible, as CT introduces a time lag resulting from the need
to notify individuals about having contact with infected
individuals. Such lag exacerbates the spread the infection, which
is already remarkable given the infectivity of SARS-CoV-2 and
the high percentage of transmission by presymptomatic
individuals. The use of this app model, in which individuals are
immediately notified about having contact with people who
tested positive for SARS-CoV-2, would be sufficient for
stopping the epidemic if the app is used by an adequate number
of people [30] and would provide valuable data for creating
accurate and valid predictive and epidemiological models. The
choice of using a centralized model allows for the reconstruction
of the chains of contagion transmission and the rapid
propagation of risk indices (calculated with mathematical
models)—operations that are difficult to implement when tracing
data are only kept on devices.

By using data from August 2020, during which no lockdown
measures or restrictions on mobility were in place and only
partial restrictions were placed on gatherings, it was possible
to identify 5 different behavior classes (or mobility classes).
Table 1 shows the data from the clustering process. The five
groups had approximately the same population size except for
cluster 5, which had the largest number of people and included
individuals with the highest mobility. The high amount of
deviation in cluster 5 shows how users in this class alternated
between experiencing days with 0 contacts (ie, no mobility; eg,
days when they could be working from home) and experiencing
days with a very high number of contacts (eg, due to a commute
or due to work involving contact with the public). From these
clusters, it is impossible to define the reasons behind a given
number of contacts, but this is irrelevant as long as similar
behaviors are present among the users belonging to a certain
cluster. However, this clustering process provided interesting
insights; it showed that there are classes of people with very
low mobility (eg, older people) and classes of people with high
mobility who experience a high number of contacts (eg, working
in a hospital, supermarket, etc). This information can be even
more useful when using a localized approach, such as using
GPS data, as such data would help with providing more
appropriate definitions for categories. The contacts registered
by the app allowed us to trace the frequency of contacts and the
trend in the number of contacts for a given period, a single user,
a cluster, or the whole data set.

Correlation Between CT and the Total Number of New
SARS-CoV-2–Positive Cases
CT data correlated with the growth in the number of new
SARS-CoV-2–positive cases, and the highest correlation was
observed 5 to 7 days after day k. This observation is in line with
the hypothesis that an increase in the number of contacts is
linked to an increased risk of infection. The most interesting
element of the correlation is the time gap. The differences in
the correlation values were probably related to the incubation
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period of SARS-CoV-2. Consequently, a contact that occurs on
day k will not result in COVID-19 positivity on day k but on
day k+n. This time gap is in line with the estimated incubation
time for SARS-CoV-2 [4,28], and our analysis shows the
effectiveness of using CT data to predict the number of new
SARS-CoV-2–positive cases. This high correlation means that
CT data can be used to develop new and more accurate
epidemiological models and predictive tools.

Although a distributed approach that involves the use of a central
advertising server makes it possible to alert individuals in direct
contacts (the first contact between a newly infected individual
and another person) about an eventual infection, flooding
operations are necessary on CT networks to warn individuals
about contacts of level 2 or higher. The decentralized model
provides only 1 degree of separation from a CT app user who
tested positive for COVID-19 (user A). To obtain data on a
longer chain of contacts, which would have a decreasing risk
gradient, it would be necessary for user B (a user in user A’s
contact chain) to publish their identifier so that user C (a user
who had contact with user B but not with user A) is alerted.
This could prove particularly dangerous when an asymptomatic
or low-symptomatic individual who has not been tested for
SARS-CoV-2 infection could infect another person and even
cause another person’s death. [31] In such a situation,
decentralized CT would fail. On the other hand, the centralized
model allows for the instant tracing of all contacts, regardless
of the degree of separation. This would result in the more
effective containment of the contagion, since all individuals in
a contact chain that are deemed to be at risk for infection would
be notified immediately about the danger. In this model,
voluntary data input by individuals involved in first-degree
contacts for informing those involved in second-degree contacts
would not be required whenever the former was notified about
having contact with a person who tested positive for COVID-19.
Similar conclusions were reached by Aleta et al [30], who
proved the effectiveness of using an automatic and extensive
CT system to contain the spread of SARS-CoV-2 when
lockdown measures are lifted. The work of Aleta et al [30]
confirmed the usefulness of CT data collected from the
population and provided an excellent basis for improving
predictions and reducing the social and economic impact of

SARS-CoV-2 prior to the effective vaccination of the entire
population. At the time of writing this paper, we did not find
any other available data sets with real CT data.

Geolocalization
CT data can be beneficial for evaluating SARS-CoV-2
propagation data. The data set that was made available by the
app is particularly interesting because, due to its structure, it
can be used as the basis for tracing SSEs. SSEs are generally
defined as outbreaks in which a small number of individuals
infect a large number of secondary individuals (ie, well-above
the expected average number of individuals) [32]. The CT data
that allowed us to define behavioral clusters for the population
can also help with determining the SARS-CoV-2 pandemic’s
potential for generating SSEs. Although lower than those of the
SARS-CoV and MERS-CoV pandemics, the SARS-CoV-2
pandemic’s potential for generating SSEs is significant. In the
absence of interventions such as social distancing, this potential
would be even more significant. When developing disease
control measures, people should focus on the rapid CT and
quarantining of infected individuals and policies for physical
distancing or targeted shutdowns to prevent the occurrence of
SSEs. Having the ability to predict a pandemic’s potential for
generating SSEs would be vital in preventing outbreaks, and it
would considerably reduce a contagion’s overall R0 value. The
use of GPS data that are made anonymous with an appropriate
protocol would enable researchers to use a rapid localized
approach to significantly reducing the risk of contagion spread
in certain areas and act in a targeted and localized manner. This
type of information can prove very useful for planning the
possible containment of a contagion in defined areas. The tests
we performed that used GPS data showed the potential of this
approach. For these tests, CT data that were acquired during
the lockdown period (April 14 to May 3, 2020) from
SM-COVID-19 users who had explicitly activated GPS tracing
and whose GPS coordinates included the Campania Region
were used (Figure 4). The simulations showed that a higher
number of alerts were generated in locations that corresponded
to the outbreaks that occurred during the lockdown (Figure 5).
This type of voluntarily provided information can be a handy
tool for confining and preventing contagion spread.
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Figure 4. A map showing contact tracing app users’ GPS locations on September 10, 2020. These data were used for the tests.

Figure 5. GPS test results. Green areas indicate locations that had a low risk of SARS-CoV-2 infection. Red areas indicate locations that had a high
risk of infection. The red areas correspond to locations where SARS-CoV-2 outbreaks happened during the lockdown period.

Conclusions
The high correlation between CT data and the number of
recorded SARS-COV-2–positive cases (with a delay of 5-7
days) was remarkable. The number of registered contacts and
the number of new SARS-COV-2–positive cases showed the
same weekly trend fluctuations, which not only depended on
the number of tests but also on the different mobility abilities
of people. Moreover, there was a time lag between the two

factors, and this was the result of the incubation time of
SARS-CoV-2. This time lag can be used to estimate the real
incubation time of SARS-CoV-2. Further, this correlation can
be extremely useful for defining and predicting infection trends
and can be used to improve predictive models that only use
health authorities' data. Regardless of the effectiveness of CT,
the collected data provided a powerful tool for improving
predictive and epidemiological models and could be integrated
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into different types of analyses to improve the accuracy and
efficiency of predictions based on real data.

This study lays the foundation for our upcoming papers. In
future papers, we will show how CT data were implemented in
a CT simulator to turn it into a real data-based contagion spread
simulator, which provided us with data on the mobility of the
different clusters that were defined in this study. The agents'
mobility data will be used to determine the risk of infection,

identify epidemiological parameters, and simulate the spread
of SARS-CoV-2 in different contexts. The SM-COVID-19 data
set is open and free for use by the scientific community. This
paper does not represent a policy pronouncement, as this would
not be a scientific objective. We believe that our study may
prompt informed discussions of the possible risks and likely
benefits of our approach to using CT data. For these reasons,
all collected data are available for further analysis.
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