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Abstract
There has been growing interest in utilizing mobile phone applications (apps) to enhance traditional 
psychotherapy. Previous research has suggested that apps may facilitate patients’ completion of cognitive 
behavioral therapy for insomnia (CBT-I) tasks and potentially increase adherence. This randomized clinical 
trial pilot study (n = 18) sought to examine the feasibility, acceptability, and potential impact on adherence 
and sleep outcomes related to CBT-I Coach use. All participants were engaged in CBT-I, with one group 
receiving the app as a supplement and one non-app group. We found that patients consistently used the app 
as intended, particularly the sleep diary and reminder functions. They reported that it was highly acceptable 
to use. Importantly, the app did not compromise or undermine benefits of cognitive behavioral therapy for 
insomnia and patients in both groups had significantly improved sleep outcomes following treatment.
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Chronic insomnia affects more than 1 in 10 people.1 Rates are even higher among veterans using 
Veterans Health Administration (VHA) services.2 Cognitive behavioral therapy for insomnia 
(CBT-I) is an effective treatment for insomnia3–7 with superior long-term efficacy8 and fewer 
risks compared to hypnotic medications.9 As such it is widely recommended as a first-line treat-
ment for insomnia.1

The VHA has an ongoing national dissemination initiative to train its licensed mental health 
care providers (i.e. non-sleep specialists) to deliver CBT-I.10 Patient outcomes from this training 
program are comparable to those of published research trials.11,12 However, patient non-adherence 
to treatment recommendations (e.g. going to bed only when sleepy and limiting naps) may be 
undermining the benefit for some patients.

Mobile applications (apps) utilized with smartphones have the potential to improve traditional psy-
chotherapy by enhancing access to psychoeducation and psychotherapy skills (e.g. relaxation tech-
niques), facilitating monitoring of symptoms and outcomes, and assisting with relapse prevention.13,14 
Emerging literature is beginning to accumulate showing the promise of apps for depression, stress, 
psychosis, eating disorders, and substance use15–19 and integrating mental health apps into treatment 
within a VA setting shows initial promise.20 Although there is increasing availability of consumer sleep 
technologies for sleep improvement, many of the existing apps focus on monitoring sleep and provid-
ing sleep education, rather than assisting with active therapy.21–23

The VHA National Center for Post-Traumatic Stress Disorder (PTSD), in partnership with 
Stanford University School of Medicine and the Department of Defense’s National Center for 
Telehealth and Technology, built CBT-I Coach, a patient app designed to be used as an adjunct to 
face-to-face CBT-I. It was released for both iOS24 and Android25 mobile devices in 2013. It was 
specifically designed to help facilitate patients’ completion of CBT-I tasks, potentially increasing 
patient adherence to the protocol.26 The design and content of the app has been described in detail 
in previous publications.26,27 Briefly, the app provides education about sleep processes, developing 
positive sleep routines, and improving sleep environments. Key features of the app include a sleep 
diary to record daily sleep variables (see Figure 1), ability to update a sleep prescription (recom-
mended bedtime and wake time) in consultation with CBT-I providers, tools and guided exercises 
for quieting the mind (see Figure 1), education about sleep and sleep-health behaviors, reminder 
functions and alarms to help change sleep habits (e.g. reminders for when to stop caffeine intake, 
start wind-down time, and alarms for prescribed bedtime and wake time). See Figure 1 for a screen-
shot of the home page of the app.
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In a recent survey, VA CBT-I clinicians indicated that they believe this app may improve care and 
increase adherence,26 and an initial feasibility study investigating the use of the app among patients 
engaged in a cannabis cessation attempt indicated daily engagement with the app.27 However, it is 
uncertain if integrating CBT-I Coach into the existing VA CBT-I protocol is feasible in terms of 
whether patients will consistently use it as intended and if they will find it acceptable to use while 
engaged in this therapy. It is also unknown if CBT-I Coach will actually improve patient adherence 
to the therapy and, importantly, whether using the app will compromise or undermine benefits of 
CBT-I, a well-established evidence-based treatment, on sleep-related outcomes. Therefore, the cur-
rent study sought to examine the feasibility and acceptability of CBT-I Coach, as well as explore the 
potential impact of this device on adherence and sleep outcomes. The first-author, in conjunction 
with the developers of the app (second, sixth, and seventh authors) utilized the existing app in a 
sample of patients receiving CBT-I in a clinical setting. We hypothesized that participants rand-
omized to CBT-I with the app and without the app would report significant improvements in sleep, 
but that the app group would have higher adherence than the non-app group.

Methods

Participants

This study was approved by the Veterans Affairs Institutional Review Board. Forty-one consecu-
tive referrals for CBT-I at a Midwestern VA Medical Center were pre-screened following CBT-I 
intake assessments by project clinicians, with further screening via phone by the project coordina-
tor. Inclusion criteria included commitment to begin CBT-I, ownership of a smartphone, and will-
ingness to use CBT-I Coach. Exclusion criteria included moderate or greater suicidal or homicidal 
ideation, significant alcohol or drug use, and active psychotic symptoms. Patients not meeting 
these criteria where referred elsewhere or underwent CBT-I outside of the study.

Figure 2 presents the flow of participants through the study from March 2014 to November 
2014. Twenty-three potential participants were excluded, most commonly for not owning a smart-
phone (n = 9) and not imminently planning to begin CBT-I (n = 8). Two participants declined to 
participate due to lack of interest. After obtaining informed consent, 18 participants were rand-
omized equally to either CBT-I plus CBT-I Coach (app group) or CBT-I without the app (non-app 

Figure 1.  Example screenshots from CBT-I Coach.
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group) by the project coordinator, utilizing a computerized random number generator. Table 1 
presents baseline characteristics. The average age was 48.50 years (standard deviation (SD) = 14.93), 
and participants were primarily White males with Android smartphones. There were no significant 
differences between the two conditions on baseline insomnia symptom levels or demographics, 
with the exception of marital status (p < .05), where those in the app group were more likely to be 
married compared to the non-app group (55.56% vs 11.11%). On average, participants reported 
clinical levels of insomnia. Three participants dropped out of the non-app group (two lost interest 
in treatment and dropped out after three sessions, one moved and dropped out after two sessions); 
none dropped out of the app group. There were no significant differences between retained partici-
pants and those who dropped out on baseline insomnia symptom levels or demographics.

Procedure

Participants completed semi-structured interviews at baseline and following treatment, as well as 
self-report measures prior to each CBT-I treatment session. Participants received a US$25 gift card 

Figure 2.  Flow of participants through the study.
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for completing the baseline assessment and a US$50 gift card for the final assessment. Pre-
treatment interviews were identical for both app and non-app groups and were used to obtain 
demographic information and baseline experience with apps, including questions about phone 
usage and comfort, and app usage. Following the initial interview, participants assigned to the app 
group were shown how to download and use the app. The app participants used the app in conjunc-
tion with the standard CBT-I procedures, including using it to complete sleep diaries. Non-app 
group participants completed CBT-I according to standard procedures without CBT-I Coach.

In order to explore the impact of the app on adherence to treatment recommendations and sleep 
outcomes, participants in both groups reported the number of days they completed homework, 
amount of time spent on homework each week, and completed an insomnia questionnaire before 
each therapy session. Therapists completed a measure of patient adherence to treatment recom-
mendations at the end of each session for all participants. At post-treatment, app group participants 
completed semi-structured interviews focused on their use and engagement with the app, including 
their impressions of CBT-I Coach, which elements they used, barriers to app usage, perceived 
value of the app, and potential enhancements of the app. The non-app group participated in a semi-
structured interview during which they were shown the app and asked for their thoughts on inte-
grating the app into CBT-I and suggestions for enhancements.

Treatment and therapists

Participants in both conditions completed CBT-I with one of two VA clinical psychologists who 
completed the VHA CBT-I training initiative.10,11 Treatment consisted of weekly 1-h individual 
therapy sessions based on the CBT-I manual developed by VA.10 The protocol consists of five treat-
ment sessions, with patients attending fewer or more sessions if clinically indicated. The average 
number of treatment sessions completed in this study were four (66.67% of patients), with almost 
a third of patients completing five sessions (27.78% of patients). The basic components of this 
protocol include: (1) sleep restriction, which involves limiting time in bed to consolidate sleep; (2) 

Table 1.  Baseline characteristics.

Coach Non-coach

  (N = 9) (N = 9)

Demographics
Age, mean (SD) 50.11 (15.74) 46.89 (14.85)
Men (%) 6 (66.67) 5 (55.56)
White race (%) 8 (88.89) 9 (100.00)
Married (%) 5 (55.56) 1 (11.11)*
Education > High School (%) 8 (88.89) 7 (77.78)
Sleep
Insomnia Severity Index (SD)a 19.22 (3.70) 20.38 (5.55)
Phone
Phone type (%)
  iPhone 2 (22.22) 3 (33.33)
  Android 7 (77.78) 6 (66.67)

SD: standard deviation.
aBased on n = 8 in non-coach due to missing data.
*Significant χ2 difference at p ≤ .05. Insomnia Severity Index ≥ 15 indicates clinical levels of insomnia.
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stimulus control, which involves restricting the bed/bedroom to sleep; and (3) cognitive restructur-
ing, which addresses maladaptive thoughts and beliefs about sleep.

Measures

Insomnia Severity Index.  The Insomnia Severity Index (ISI)28 is a 7-item self-report measure 
designed to provide a global measure of difficulties sleeping at night and daytime impairment and 
was completed by participants during each session. Respondents rate statements using 4-point 
scales from 0 to 4 (response options differ by item) and items are summed to provide a total score. 
Scores of 0–7 indicate no clinical insomnia, 8–14 indicate subthreshold insomnia, 15–21 indicate 
moderate insomnia, and 22–28 indicate severe insomnia. This instrument has adequate psychomet-
ric properties, including internal reliability (coefficient alphas ranging from .76 to .78) and concur-
rent validity with sleep diaries and polysomnography.28

Adherence scale.  Adherence to CBT-I recommendations was measured using the Patient Adherence 
Form that was created for the VA CBT-I Training Program.10 Starting at the end of session two, 
therapists rated the extent to which participants followed six specific recommendations (e.g. adher-
ing to recommended bedtime and wake time, limiting naps, and scheduling worry time) on a scale 
from 1 (no adherence) to 6 (complete adherence) or not applicable (NA) if the recommendations 
had not yet been introduced during the therapy. Scores were averaged to create a total adherence 
score that has shown good psychometric properties.12

Statistical analyses

Descriptive statistics were calculated for variables related to feasibility and acceptability from the 
semi-structured interviews. Independent samples t-tests were calculated to examine variables poten-
tially related to treatment impact, including patient adherence and homework completion. Treatment 
outcomes analyses were conducted using intent-to-treat for ISI scores. These analyses included all 
available data from 17 participants; one participant was excluded due to errors in coding outcome data. 
Hierarchical Linear Modeling (HLM) was conducted using SAS (PROC mixed) to determine mean 
values at each time point and test the effect of treatment and condition on ISI scores during five treat-
ment sessions. Fixed effects were specified for time and condition, whereas random effects accounted 
for the nested nature of the data with repeated measures over time within individuals. Effect sizes were 
calculated using Cohen’s d, which represents the standardized differences between means.

Results

Feasibility and acceptability of integrating CBT-I Coach into therapy

Table 2 presents descriptive statistics of smartphone and mobile app variables for all study partici-
pants. The majority of participants indicated having their phone with them all of the time (n = 14, 
77.8%) and owning a smartphone for at least 5 years (n = 13, 72.2%). Most participants indicated 
using their smartphone for calls (n = 16, 88.9%) and apps (n = 15, 83.33%) at least daily and most 
indicated being very comfortable using their smartphone generally (n = 16, 88. 9%) and apps spe-
cifically (n = 14, 77.8%). Very few participants had used apps for mental health or sleep (n = 2, 
11.1%) and none had used CBT-I Coach previously. Demographic variables, including age, gender, 
marital status, ethnicity, and education, were not significantly related to degree of comfort with 
apps or frequency of app use.
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Table 3 summarizes findings from the post-treatment semi-structured interview with the app group 
participants. The most commonly used element of the app was the sleep diary, followed by the educa-
tional materials, relaxation exercises, and reminders. All participants reported that the sleep diary was 
a helpful component (n = 9, 100%; e.g. “the sleep efficiency numbers made me feel better about my 
sleep and decreased my anxiety about sleep. I liked being able to push enter and get the results”), fol-
lowed by reminders (n = 2, 22.2%; e.g. “Reminders kept me on track”). All participants indicated that 
they would recommend the app to family or friends. In general, feedback from participants in the app 
group was positive and focused on the personalized feedback provided by the app, particularly as it 
related to the sleep diary information (e.g. “I like the app because it gives you info on what you are 
doing compared to what you think you are doing”). The non-app participants also provided feedback 
about CBT-I Coach. One participant indicated that it would increase compliance: “I think it would be 
very helpful because no one loses their phone, but I lost my sleep log.” Another stated, “I think it’s a 
good idea, it’s a lot easier to do homework because you always have your phone with you.”

Table 2.  Pre-treatment interview: feasibility and acceptability of mobile applications (n = 18).

N (%)

How often do you have your phone with you?
Most of the time 4 (22.22)
All of the time 14 (77.78)
Length of smartphone ownership
⩽ 4 years 5 (27.78)
5+ years 13 (72.22)
Frequency of smartphone use
Calls
  At least daily 16 (88.89)
  At least weekly 2 (11.11)
Applications
  At least daily 15 (83.33)
  At least monthly 3 (16.67)
Current comfort
Smartphone
  Very comfortable 16 (88.89)
  Mostly comfortable 2 (11.11)
Applications
  Very comfortable 14 (77.78)
  Mostly comfortable 1 (5.56)
  Neutral 3 (16.67)
Use of smartphone applications
Health
  Yes 9 (50.00)
  No 9 (50.00)
Mental health
  Yes 2 (11.11)
  No 16 (88.89)
Sleep
  Yes 2 (11.11)
  No 16 (88.89)
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Impact of CBT-I Coach on CBT-I adherence and outcomes

There were no statistically significant differences between the app and non-app group on average 
time spent on homework (d = .66 in favor of non-app group), number of days completing home-
work (d = .11 in favor of non-app group), and days completing sleep diaries (d = .36 in favor of app 
group). The effect size for the group difference on adherence scores was large (d = .76), favoring 
the app group, but it was not statistically significant (t(16) = 1.53, p = .15).

HLM intent to treat analysis estimates for time was significant for ISI scores, F(4, 42) = 8.84, 
p < .001, d = 1.84 (see Figure 3). The main effect for treatment condition (d = .21) and the interac-
tion of treatment time by condition (d = .73) were statistically non-significant. Among participants 
who completed treatment, four (26.7%) had no insomnia, eight (53.3%) reported subthreshold 
insomnia, one (6.7%) reported moderate insomnia, and two (13.3%) reported severe insomnia 
according to ISI scores.

Discussion

This is the first study to report the feasibility and acceptability of integrating an app with CBT-I. 
Previous research suggests that providers see the app as potentially improving care and increasing 
adherence26 and this study suggests that integrating CBT-I Coach with individual CBT-I is highly 
feasible and acceptable to patients. Overall, the app was favorably received by all participants in 
the app group and participants in the non-app group responded favorably when they were intro-
duced to the app at the end of therapy. The qualitative data suggest that patients were using the app 
as it was intended (particularly the sleep log and reminder functions) and the app improved acces-
sibility to therapy materials.

This study is also the first to report on the impact of CBT-I Coach on process variables, includ-
ing homework completion, adherence, and accessibility to therapy components. As hypothesized, 
CBT-I remains an effective treatment after integrating the app. Use of the app did not appear to 
erode or dilute the basic elements of the therapy. There was also some indication that app use 

Table 3.  Post-treatment interview: feasibility and acceptability of CBT-I Coach with participants in the 
app condition.

N = 9 (%)

Which elements do you use?
Sleep diary 9 (100.0)
Learn: habits and sleep 6 (66.67)
Learn: sleep 101 5 (55.56)
Tools: quiet your mind 5 (55.56)
Reminders 5 (55.56)
I need more sleep 4 (44.44)
Tools: prevent insomnia in the future 4 (44.44)
Learn: CBT-I glossary 2 (22.22)
What part(s) of the app were most helpful?
Sleep diary 9 (100.00)
Reminders 2 (22.22)
Relaxation 1 (11.11)
Information 1 (11.11)

CBT-I: cognitive behavioral therapy for insomnia.
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related to better adherence to therapeutic recommendations. Although this finding was non-signif-
icant, the large effect size produced suggests that members of the app group are perceived as being 
more adherent by therapists. The study was clearly underpowered, but this potential effect repre-
sents a promising area for future research.

Although this study represents an important first step in investigating the role of mobile inter-
ventions in the treatment of insomnia, there are several limitations that should be noted. The trial 
was non-blinded, which may have biased adherence ratings by therapists (e.g. higher adherence 
scores for patients in app group). The research context may have increased homework compliance 
and sleep diary completion by patients in both groups (e.g. higher homework completion across all 
patients due to weekly monitoring, resulting in non-significant group differences). In addition, the 
app did not provide time-date stamped data, and so we could not confirm if participants completed 
the sleep diary within an hour or two of awakening as is recommended. Moreover, we were not 
able to collect objective information on the amount of time spent using the app, as this capacity is 
not built into the app.

Integrating mobile health (mHealth) into behavioral sleep treatments represents a promising 
area for future research, particularly within the context of stepped care models. Demand for sleep 
treatment often exceeds the availability of trained providers, which validates and necessitates the 
use of stepped care models. These models are often conceptualized in the shape of a pyramid, with 
the base representing low intensity, low resource treatment modalities (e.g. self-help) as an entry 
point, with treatments growing progressively more resource heavy and intensive as one moves to 
higher levels.29,30 Apps based on CBT-I principles may represent an entry level step for some 
patients and pilot trials are needed with stand-alone CBT-I apps to determine treatment efficacy. In 
addition to potentially serving as a stand-alone treatment method, behavioral sleep treatment apps 
provide an efficient way to collect information (e.g. baseline sleep diary data) and deliver basic 
sleep education to patients while they are waiting for care. Finally, the app could potentially be 
utilized as a screening tool to help providers determine what level of care is necessary for an indi-
vidual patient, in accordance with baseline symptom levels and initial improvement in sleep 

Figure 3.  Hierarchical linear model predicted Insomnia Severity Index (ISI) scores at each therapy session 
(n = 17). Error bars represent standard error above and below predicted values.
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following independent app utilization; additional studies with apps are needed to determine how 
they can contribute to personalized treatment by matching patients with appropriate levels of care.
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Abstract
This study aims to determine whether the British Heart Foundation PocketCPR training application can 
improve the depth and rate of chest compression and therefore be confidently recommended for bystander 
use. A total of 118 candidates were recruited into a randomised crossover manikin trial. Each candidate 
performed cardiopulmonary resuscitation for 2 min without instruction or performed chest compressions 
using the PocketCPR application. Candidates then performed a further 2 min of cardiopulmonary resuscitation 
within the opposite arm. The number of chest compressions performed improved when PocketCPR was 
used compared to chest compressions when it was not (44.28% vs 40.57%, p < 0.001). The number of chest 
compressions performed to the required depth was higher in the PocketCPR group (90.86 vs 66.26). The 
British Heart Foundation PocketCPR application improved the percentage of chest compressions that were 
performed to the required depth. Despite this, more work is required in order to develop a feedback device 
that can improve bystander cardiopulmonary resuscitation without creating delay.
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Introduction

The provision of effective bystander cardiopulmonary resuscitation (CPR) in out-of-hospital car-
diac arrest (OOHCA) remains unacceptably low,1–5 despite evidence that suggests that effective 
bystander CPR is associated with more favourable clinical outcomes and improved survival 
rates.6 It is recognised that CPR is frequently inadequate when performed by laypersons, 1,7 with 
many responders reluctant to perform mouth-to-mouth resuscitation during CPR.8 To encourage 
uptake of bystander CPR attempts within the United Kingdom, the British Heart Foundation8 
launched a campaign to promote chest-compression-only CPR, with multiple studies supporting 
this approach.9–12 As part of their campaign, the British Heart Foundation produced a smartphone 
PocketCPR training application to provide real-time feedback on the depth of chest compressions 
performed during CPR and provide metronomic feedback to ensure accurate external chest com-
pression rate. The importance of adequate chest compressions’ depth and accurate rate of com-
pressions were both reaffirmed within current resuscitation guidelines,13 with suboptimal 
compression rates associated with poor return of spontaneous circulation.14 Nevertheless, the 
performance of both compression depth and compression rate by bystanders is shown to be 
suboptimal.15,16

To improve the performance of chest compressions, feedback systems have been used success-
fully in training to improve the overall quality of layperson CPR3,4,6,9,17 and maintain skill acquisi-
tion and retention,17,18 although there has been insufficient evidence to validate these applications 
for use in practice. This study endeavours to determine whether the British Heart Foundation 
PocketCPR feedback application would improve chest compression performance during bystander 
resuscitation.

Materials and methods

Objectives

The aim of this randomised crossover manikin study was to investigate whether using the British 
Heart Foundation PocketCPR training application would improve the performance of chest com-
pressions against current resuscitation guidelines when used by laypersons with no recent CPR 
training.

We hypothesised that the British Heart Foundation PocketCPR training application would 
increase the proportion of chest compressions performed at the recommended depth of 50–60 mm 
and improve the rate of chest compressions per minute, compared to no application.

Participants and randomisation

Participants were recruited from a university campus on an opportunistic basis. All participants 
were required to be aged 18 years or over, not be a healthcare professional and not having attended 
a CPR training course in the last 6 months. This last point was pertinent, since it is acknowledged 
in the literature that skills and knowledge relating to bystander CPR decay rapidly after initial 
training.19–21
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Volunteers were provided with a participant information sheet and an opportunity to ask ques-
tions of the researchers before being asked to give written consent.

Methodology

In this randomised crossover study, each participant was asked to attempt a 2-min period of CPR on 
a Laerdal Resuscitation manikin (Resusci Anne Skills Station, Laerdal Medical Limited, Orpington, 
UK) with and without the PocketCPR application in accordance with a pre-randomised order. 
Candidates were not required to have previous experience or ownership of a smartphone device to 
take part and were provided with information as to how to hold the iPod and activate the PocketCPR 
software. Randomising the participants reduced the risk that the participant may perform better in the 
second arm of the study where they had previously used PocketCPR. The randomisation order was 
generated using the statistical software package PASW (version 17.0.2; SPSS Inc, Chicago, IL, USA) 
and ensured that 50 per cent of the participants performed first with the PocketCPR application and 
50 per cent without. The PocketCPR application was used on an iPod Touch 2009 device.

Participants were required to rest for 2 min between each CPR scenario to ensure that operator 
fatigue did not adversely affect the second attempt. The instructions given to participants were 
limited to information on how to hold the iPod and how to activate the British Heart Foundation 
PocketCPR software.

The software gives visual feedback in the form of a bar on the display indicating current com-
pression depth with a green colour marking the ideal interval and verbal feedback prompts (includ-
ing ‘press harder’, ‘press faster’, ‘press slower’ and ‘good depth’) (Figure 1). Additionally, the 
device has an integrated metronome which ticks at a rate of 100/min, signalling the correct com-
pression rate. There was no feedback on ventilations since this application is designed to support 
chest-compression-only CPR. When performing CPR without the device, the participant received 
no verbal or visual feedback and no metronome guidance.

Figure 1.  Screen print of PocketCPR feedback screen.
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Data collection

Performance measurements derived from the manikin software were recorded onto a connected 
laptop. These were compression rate, compression depth, hand position for performing chest com-
pressions, tidal volume of ventilation attempt and time off the chest once CPR had been started. 
Additional observations (including time to start CPR) were recorded manually by the researchers. 
Manual observations included any ventilation attempt and rate which did not register in the mani-
kin due to an occluded airway.

Statistical analysis

Sample size was calculated based on the primary outcome measure of the adequate depth of com-
pression. Previous research has reported that 42 per cent of trained prehospital providers delivered 
chest compressions with a mean depth of 50–60 mm during 1-min simulated cardiac arrest sce-
nario, compared with 39 per cent listening to a musical prompt (correlation coefficient 
(phi) = 0.44051).22 In order to detect 15 per cent (from 42% to 57%) increase in the proportion of 
laypersons delivering compressions at the recommended depth with a power of 0.85 and an alpha 
of 0.05, it was estimated that 108 subjects were required (sample size for paired cohort study cal-
culated using StatsDirect, version 2.7.8; StatsDirectLtd, Altrincham, UK).

Analysis compared the difference in performance of chest compressions with and without the 
British Heart Association PocketCPR application. The primary outcome measure of mean com-
pression depth was analysed alongside secondary outcome measures of mean total compressions 
in 2 min of simulated CPR, mean compression rate, mean total correct compressions and correct 
hand position.

The quality of chest compressions was measured with Resusci Anne Skills Station (Laerdal 
Medical Limited, Orpington, UK). IBM SPSS Statistics version 22 software package was used to 
calculate descriptive statistics, p values, 95 per cent confidence intervals (CIs) and Wilcoxon’s 
rank-sum tests for two related samples. A significance level of p < 0.05 was considered to be statis-
tically significant.

Ethical considerations

This randomised control trial received ethical approval from the Coventry University Ethics 
Committee (P4090).

Results

Flow and baseline characteristics

A total of 118 subjects were recruited to the study and were included in the analysis. The sample 
size of 108 subjects determined by the power sample size calculation was satisfied. Baseline char-
acteristics are shown in Table 1.

Primary outcome

When using the PocketCPR application, 44.28 per cent of the total number of compressions were 
measured to be the correct depth compared with 40.57 per cent of mean total compressions when the 
PocketCPR application was not used (p < 0.001). The actual number of correct depth compressions 



18	 Health Informatics Journal 24(1)

was also higher in the PocketCPR group than would be anticipated by the percentages (90.86 vs 
66.24), as this group performed more compressions in the 2-min period.

Secondary outcomes

Further analysis was performed on the secondary outcome measures, and the results are reported 
in Table 2.

The 2010 Resuscitation Council (UK) Guidelines13 advocate a compression rate of 100–
120 compressions per minute; therefore, continuous chest compressions over a 2-min period should 
result in 200–240 compressions being delivered over the 2-min period. While the mean compres-
sion rate when using the PocketCPR was broadly similar to the mean compression rate when not 
using the application, there was a significant difference in the total number of compressions per-
formed. When using the PocketCPR application, the number of compressions delivered fell within 
the expected range, while the number in the non-PocketCPR group was lower (p < 0.000).

There was no significant difference between mean compression rates, but there was a signifi-
cant difference between the number of compressions performed during the 2-min time period.

The difference in the mean number of correct compressions when using PocketCPR and without 
the application was not significant, and the mean number of correct compressions was low in both 

Table 1.  Demographic table of participants (n = 120).

Gender Total
  Male 58
  Female 62
Age group (years) Total
  18–25 68
  26–33 11
  34–41   8
  41–48 22
  49+ 10

Table 2.  Results.

Parameter With app. 
mean %

95% CI Without app. 
mean %

95% CI p

Predicted maximum 
compressions

200–240 200–240  

  Total compressions 205.19 199.11–211.24 163.25 151.24–175.25 0.000
  Compression rate 106.87 104.87–108.88 105.37 100.58–110.17 0.858
  Correct compressions 30.67 (14.94) 20.38–40.96 20.5 (12.55) 13.03–27.97 0.085
  Adequate depth 90.86 (44.28) 75.74–105.99 66.24 (40.57) 52.5–79.97 0.001
  Insufficient depth 114.32 (55.71) 99.32–129.33 97.01 (59.42) 81.19–112.82 0.006
  Low-hand position 48.1 (23.44) 34.54–61.66 44.97 (27.54) 32.68–57.26 0.970
  High-hand position 32.52 (15.84) 21.96–43.08 28.29 (17.32) 18.49–38.09 0.351
  Right-hand position 11.42 (5.56) 3.97–18.86 4.41 (2.7) −0.2–9.02 0.194
  Left-hand position 28.36 (13.82) 17.6–39.12 23.77 (14.56) 14.21–33.33 0.788

CI: confidence interval.
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groups. A total of 14.94 per cent of the mean total compressions (95% CI 20.38–40.96) were cor-
rect in terms of rate, depth and hand position when using the application, 12.55 per cent of the mean 
total compressions (95% CI 13.03–27.97) without the application.

Where compressions were incorrect due to incorrect hand placement, hands were more likely to 
be too low rather than too high. Where hands were placed away from the midline, subjects were 
most likely to place their hands further from their body to the left of the midline of the manikin, 
rather than closer to them to the right of the midline of the manikin.

Discussion

Comment

The PocketCPR training application allowed for a greater depth of compressions during the 2-min 
resuscitation attempt, which supports the recommendations for CPR in current guidelines.13 
Participants were more likely to reach the recommended resuscitation guidance depth of 50–60 mm 
for chest compressions when using the PocketCPR application (95% CI 81.19–112.82, p < 0.006). 
With evidence connecting an increased likelihood of return of spontaneous circulation with chest 
compressions performed to a depth of 50 mm or more,23,24 the results here suggest that the feedback 
provided by the PocketCPR application could have real-life applications. Previous manikin-based 
studies have found that compressions tend towards inadequate depth following only 1 min of CPR 
due to rescuer fatigue,25 whereas our results demonstrate that feedback to the layperson allowed 
chest compressions to be performed to an adequate depth more frequently during a 2-min cycle. 
This suggests that the PocketCPR application may either ameliorate the effect of rescuer fatigue or 
help to motivate the rescuer to continue to compress the chest to an adequate depth even when 
fatigue or a loss of concentration is taking effect.

While the depth of chest compressions improved with the PocketCPR application, it was 
observed that hand position was frequently reported off-centre (Table 2). This study found that 
incorrect hand position was often too high on the chest, rather than too low or too far left or right. 
As a percentage, there was no difference in hand positioning between participants using the 
PocketCPR device or those without. The use of PocketCPR likely required more dexterity to hold 
the device between the hands during chest compressions as well as the requirement to visualise the 
screen to view depth attainment, although our results failed to reach significance. There is insuf-
ficient evidence in research to determine if there is any relationship between incorrect hand posi-
tion and changes in efficiency of CPR.25 It may also be considered that CPR performed too right or 
too left is more likely to be effective than chest compressions performed too high and too low due 
to changes in thoracic pressure as part of the thoracic pump theory.26

Despite the high number of incorrect hand positions in both groups, use of PocketCPR did result 
in a greater number of chest compressions that were performed during the 2-min resuscitation 
attempt. When using the PocketCPR application, participants achieved the predicted range of 200–
240 chest compressions, over the 2-min test period, in accordance with resuscitation guidance of 
100–120 chest compressions per minute. Although the number of chest compressions performed 
using PocketCPR was higher than without, there was a noticeable delay in starting chest compres-
sions while participants navigated the British Heart Foundation PocketCPR training application. 
While any lack of familiarity with the device was ameliorated by the instructions that were given 
to the participants, on average, chest compressions were delayed by 37.31 s while candidate’s sum-
moned help, confirmed that the patient was not breathing and began chest compressions with 
device feedback. The delay to begin chest compression is consistent with comparable studies and 
similar portable feedback devices.25 Delay to CPR without the device was on average 14.42 s. The 
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PocketCPR device appears to improve the consistency of chest compressions, as participants still 
performed a greater number of chest compressions in the required time, albeit with an initial delay. 
It is unclear whether the delay to start initial chest compressions is countered by the increased 
number of compressions achieved over 2 min, but the delay in starting could be further exacerbated 
where the application is not readily available on the home screen of an individual about to perform 
bystander CPR. A recommendation would be to ensure that the application is pinned to a person’s 
home page on their mobile device in order to minimise any delays in starting chest compressions. 
To overcome this delay in beginning chest compressions, it is recommended that instruction is 
more concise, bypassing the approach and navigating straight to resuscitation feedback. Without 
the application, CPR was often commenced earlier but had lower consistency and longer periods 
of inactivity due to some participants attempting mouth-to-mouth ventilation. Since bystander 
resuscitation with periods of inactivity is associated with poorer outcome,27 it is important to mini-
mise this inactivity. In our study, those performing chest-compression-only CPR using the 
PocketCPR application had fewer periods of inactivity and more consistency in their compres-
sions. The periods of inactivity serve to explain why the number of compressions in the PocketCPR 
arm of the study performed significantly more compressions during the 2 min of the study; yet, 
there was no significant difference in the actual rate of compressions between the two limbs.

During both limbs of the study subjects managed to achieve an average rate of compression that 
accords with current resuscitation guidelines, which suggest that chest compressions of at least 
100 compressions per minute are more effective than slower rates.28

Participant recruitment was representative of a normal urban population. Since OOHCA can 
occur in any environment, the participant demographics are representative of those who may ren-
der aid in this situation. During the study, it was noted that most participants were familiar with the 
device and navigation through the application but were more often unable to effectively follow the 
instructions as directed. Although we collected information on age, there are many factors that 
affect the rescuers’ ability or willingness to perform bystander CPR. These include (but are not 
limited to) socioeconomic profile, education,29 gender and fitness.30

Participants in this study were seen to encounter navigation problems while the application was 
playing due to the touchscreen nature of the device. This resulted in accidental disruption of CPR 
instruction and restarting the application, which adversely impacted upon the time to perform chest 
compressions. It would be helpful if the device became locked once the application had been 
selected and the accelerometers activated by chest compressions. Despite this, the benefit of using 
the PocketCPR application is that participants only required a smartphone device with the applica-
tion, rather than additional equipment to secure the device. While other studies have shown 
improved CPR with the use of smartphones secured in armbands, other studies demonstrate that 
participants were unable to perform CPR with feedback without the securing mount.31 While the 
PocketCPR uses smartphone technology to feedback depth measurement, gripping the device 
while performing chest compressions is difficult, and the usability is compromised due to the acci-
dental disruption of CPR instruction.

There is a growing body of evidence to suggest that using a smartphone application can 
improve chest compression depth and rate,32 which positively affects chance of survival in 
OOHCA. However, these devices are limited in their usability and complex interfaces, which 
must be overcome to confidently recommend their use beyond a training application into a real-
time feedback device. Smartphone applications may also be useful as prerequiste learning for 
CPR training.33

Although this study considers PocketCPR application to improve chest compression perfor-
mance, the evolution of portable smart technology is becoming ever more prevalent in prehospital 
resuscitation, evident by the recent endorsement of the Good Smartphone Activated Medics 
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(GoodSAM) application from the Resuscitation Council UK,34 which alerts nearby rescuers to 
cases of OOHCA. Therefore, there is opportunity to develop applications like PocketCPR to com-
bine rescuer activation with effective CPR feedback until professional help arrives.

Limitations

There were several limitations within this study. First, over-compression of chest compressions 
was not measurable on the resuscitation manikin, as the physical design of the manikin prevented 
the participant from over-compressing. Data were collected to consider whether compression depth 
was insufficient, but it is not known how many compressions may have been too deep. Despite this, 
there is insufficient evidence to specify an upper limit for chest compression depth, and chest com-
pressions that are too deep may still be effective.35

Second, the number of people who have PocketCPR application downloaded onto their portable 
device or smartphone and accessible during OOHCA incidents may limit the usability of feedback. 
It is not known how many times the application has been downloaded, but it works on both an 
Apple and Android platforms, so there is considerable potential for this application be widely 
available. In the first quarter of 2015 alone, over 74 million iPhones were sold as a stand-alone 
mobile product.36 It is not unreasonable to argue that the application should be included as a default 
application on all devices capable of supporting it.

Finally, as with all simulation and manikin studies, the results of this study cannot measure 
clinical outcome or survivability but remains a useful proxy measure into the usability of feedback 
devices for bystanders.

Conclusion

Overall, the standard of bystander resuscitation within this study was poor and chest compressions 
were still frequently performed at insufficient depth, with incorrect hand positioning and with pro-
longed periods of inactivity. The PocketCPR application improved the percentage of chest com-
pressions that were performed to the correct depth during bystander compression-only CPR. A 
greater number of chest compressions were also performed with the application during the 2-min 
time period when compared to standard basic life support attempts, where compressions were 
often too shallow and with too few external chest compressions performed. Although use of the 
application improved CPR performance when compared to no application, CPR performance 
remained suboptimal. More work is needed to develop an application that can instruct bystanders 
to perform effective chest-compression-only CPR without delay.

Acknowledgements

The authors would like to thank Malcolm Woollard for his support in the early stages of this study as well as 
Coventry University for their facilitation.

Declaration of conflicting interests

The author(s) declared no potential conflicts of interest with respect to the research, authorship and/or publi-
cation of this article.

Funding

The author(s) received no financial support for the research, authorship and/or publication of this article.



22	 Health Informatics Journal 24(1)

References

	 1.	 Spooner B, Fallaha F, Kocierz L, et al. An evaluation of objective feedback in basic life support (BLS) 
training. Resuscitation 2007; 73: 417–424.

	 2.	 Iwami T, Kawamura T, Hiraide A, et al. Effectiveness of bystander-initiated cardiac-only resuscitation 
for patients with out-of-hospital cardiac arrest. Circulation 2007; 116: 2900–2907.

	 3.	 Sayre R, Berg A, Cave M, et al. Hands-only (compression-only) cardiopulmonary resuscitation: a call 
to action for bystander response to adults who experience out-of-hospital sudden cardiac arrest: a sci-
ence advisory for the public from the American Heart Association Emergency Cardiovascular Care 
Committee. Circulation 2008; 117: 2162–2167.

	 4.	 Drager K. Improving patient outcomes with compression only CPR: will bystander CPR rates improve? 
J Emerg Nurs 2012; 38: 243–248.

	 5.	 Takei Y, Nishi T, Matsubara H, et al. Factors associated with quality of bystander CPR: the presence of 
multiple rescuers and bystander-initiated CPR without instruction. Resuscitation 2014; 85: 492–498.

	 6.	 Zanner R, Wilhelm D, Feussner H, et al. Evaluation of M-AID, a first aid application for mobile phones. 
Resuscitation 2007; 74: 487–494.

	 7.	 Aufderheide P, Pirrallo G, Yannopoulos D, et al. Incomplete chest wall decompression: a clinical evalu-
ation of CPR performance by trained laypersons and an assessment of alternative manual chest compres-
sion-decompression techniques. Resuscitation 2006; 71: 341–351.

	 8.	 British Heart Foundation. Hands only CPR. British Heart Foundation, http://www.bhf.org.uk/heart-
health/life-saving-skills/hands-only-cpr-faqs.aspx (2013, accessed 30 March 2015).

	 9.	 Urban J, Thode H and Stapleton E. Current knowledge of and willingness to perform Hands-OnlyTM 
CPR in laypersons. Resuscitation 2013; 84: 1574–1578.

	10.	 Waalewijn RA, Tijssen JGP and Koster RW. Bystander initiated actions in out-of-hospital cardiopulmo-
nary resuscitation: results from the Amsterdam Resuscitation Study (ARRESUST). Resuscitation 2001; 
50: 273–279.

	11.	 Bobrow BJ, Spaite DW, Berg RA, et al. Chest compression–only CPR by lay rescuers and survival from 
out-of-hospital cardiac arrest. JAMA 2010; 304: 1447–1454.

	12.	 Nagao K, Kikushima K, Sakamoto T, et al. Cardiopulmonary resuscitation by bystanders with chest 
compression only (SOS-KANTO): an observational study. Lancet 2007; 369: 920

	13.	 Nolan J, Soar J, Zideman D, et al. European Resuscitation Council Guidelines for Resuscitation 2010 
Section 1. Executive summary. Resuscitation 2015; 81: 1219–1276.

	14.	 Abella B, Sandbo N, Vassilatos P, et al. Chest compression rate during cardiopulmonary resuscitation 
are suboptimal: a prospective study during in-hospital cardiac arrest. Circulation 2005; 111: 428–438.

	15.	 Nishiyama C, Iwami T, Kawamura T, et al. Effectiveness of simplified chest compression-only CPR 
training for the general public: a randomized controlled trial. Resuscitation 2008; 79: 90–96.

	16.	 Birkenes T, Myklebust H, Neset A, et al. Quality of CPR performed by trained bystanders with opti-
mized pre-arrival instructions. Resuscitation 2014; 85: 124–130.

	17.	 Yeung J, Meeks R, Edelson D, et al. The use of CPR feedback/prompt devices during training and CPR 
performance: a systematic review. Resuscitation 2009; 80: 743–751.

	18.	 Low D, Clark N, Soar J, et al. A randomised controlled trial to determine if the use of iResus© application 
on a smart phone improves the performance of an advances life support provider in a simulated medical 
emergency. Anaesthesia 2011; 66: 255–262.

	19.	 Woollard M, Whitfeild R, Smith A, et al. Skill acquisition and retention in automated external defibril-
lator (AED) use and CPR by lay responders: a prospective study. Resuscitation 2004; 60: 17–28.

	20.	 Creutzfeldt J, Hedman L, Medin C, et al. Retention of knowledge after repeated virtual world CPR train-
ing in high school students. Stud Health Technol Inform 2009; 142: 59–61.

	21.	 Isbye D, Meyhoff C, Lippert F, et al. Skill retention in adults and children 3 months after basic life sup-
port training using a simple personal resuscitation manikin. Resuscitation 2007; 74: 296–302.

	22.	 Woollard M, Poposki J, McWhinnie B, et al. Achy breaky makey wakey heart? A randomised cross-over 
trial. Emerg Med J, http://emj.bmj.com/content/early/2011/10/19/emermed-2011-200187.full (2011, 
accessed 30 March 2015).

http://www.bhf.org.uk/heart-health/life-saving-skills/hands-only-cpr-faqs.aspx
http://www.bhf.org.uk/heart-health/life-saving-skills/hands-only-cpr-faqs.aspx
http://emj.bmj.com/content/early/2011/10/19/emermed-2011-200187.full


Eaton et al.	 23

	23.	 Rajab T, Pozner C, Conrad C, et al. Technique for chest compressions in adult CPR. World J Emerg Surg 
2011: 41, http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3261806/pdf/1749-7922-6-41.pdf (accessed 7 
June 2015).

	24.	 Hightower D, Thomas S, Stone C, et al. Decay in quality of closed-chest compressions over time. Ann 
Emerg Med 1995; 26: 300–303.

	25.	 Zapletal B, Greif R, Stumpf D, et al. Comparing three CPR feedback devices and standard BLS in a 
single rescuer scenario: a randomised simulation study. Resuscitation 2014; 85: 560–566.

	26.	 Chul Cha K, Jun Kim Y, Jin Shin H, et al. Optimal position for external chest compression during car-
diopulmonary resuscitation: an analysis based on chest CT in patients resuscitated from cardiac arrest. 
Emerg Med J 2013; 30: 615–619.

	27.	 Eftestøl T, Sunde K and Steen P. Effect of interrupting precordial compressions on calculated probability 
of defibrillation success during out-of-hospital cardiac arrest. Circulation 2002; 105: 2270–2273.

	28.	 Nolan J, Perkins G and Soar J. Chest compression rate: where is the sweet spot? Circulation 2012; 125: 
2968–2970.

	29.	 Papalexopoulou K, Chalkias A, Dontas I, et al. Education and age affect skill acquisition and retention 
in lay rescuers after a European Resuscitation Council CPR/AED course. Heart Lung 2014; 43: 66–71.

	30.	 Reddy K, Murray B, Rudy S, et al. Abstract 224: effective chest compressions are related to gender and 
body mass index. Circulation 2011; 124: A224

	31.	 Semeraro F, Taggi F, Tammaro G, et al. iCPR: a new application of high-quality cardiopulmonary resus-
citation training. Resuscitation 2010; 82: 436–441.

	32.	 Sakai T, Kitamura T, Nishiyama C, et al. Cardiopulmonary resuscitation support application on a smart-
phone – randomized controlled trial. Circ J 2015; 79: 1052–1057.

	33.	 Park S. Comparison of chest compression quality between the modified chest compression method with 
the use of smartphone application and the standardized traditional chest compression method during 
CPR. Technol Health Care 2014; 22: 351–358.

	34.	 Resuscitation Council UK. The RC (UK) endorses the GoodSAM app, https://www.resus.org.uk/state-
ments/the-rc-uk-endorses-the-goodsam-app/ (2016, accessed 7 March 2016).

	35.	 Stiell I, Brown S, Christenson J, et al. What is the role of chest compression depth during out-of-hospital 
cardiac arrest resuscitation? Crit Care Med 2012; 40: 1192–1198.

	36.	 Apple inc. Apple reports record first quarter results, Press Releases, January, http://www.apple.com/uk/
pr/library/2015/01/27Apple-Reports-Record-First-Quarter-Results.html (2015, accessed 25 June 2015).

http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3261806/pdf/1749-7922-6-41.pdf
https://www.resus.org.uk/statements/the-rc-uk-endorses-the-goodsam-app/
https://www.resus.org.uk/statements/the-rc-uk-endorses-the-goodsam-app/
http://www.apple.com/uk/pr/library/2015/01/27Apple-Reports-Record-First-Quarter-Results.html
http://www.apple.com/uk/pr/library/2015/01/27Apple-Reports-Record-First-Quarter-Results.html


https://doi.org/10.1177/1460458216656471

Health Informatics Journal
2018, Vol. 24(1) 24–42
© The Author(s) 2016

Reprints and permissions:  
sagepub.co.uk/journalsPermissions.nav

DOI: 10.1177/1460458216656471
journals.sagepub.com/home/jhi

Detecting hospital-acquired 
infections: A document  
classification approach using  
support vector machines and 
gradient tree boosting

Claudia Ehrentraut
Stockholm University, Sweden

Markus Ekholm
KTH Royal Institute of Technology, Sweden

Hideyuki Tanushi
Stockholm University, Sweden

Jörg Tiedemann
University of Helsinki, Finland

Hercules Dalianis
Stockholm University, Sweden

Abstract
Hospital-acquired infections pose a significant risk to patient health, while their surveillance is an additional 
workload for hospital staff. Our overall aim is to build a surveillance system that reliably detects all patient 
records that potentially include hospital-acquired infections. This is to reduce the burden of having the 
hospital staff manually check patient records. This study focuses on the application of text classification using 
support vector machines and gradient tree boosting to the problem. Support vector machines and gradient 
tree boosting have never been applied to the problem of detecting hospital-acquired infections in Swedish 
patient records, and according to our experiments, they lead to encouraging results. The best result is 
yielded by gradient tree boosting, at 93.7 percent recall, 79.7 percent precision and 85.7 percent F1 score 
when using stemming. We can show that simple preprocessing techniques and parameter tuning can lead to 
high recall (which we aim for in screening patient records) with appropriate precision for this task.
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Introduction

Patient security in hospitals is crucial. Various risk factors for patients can be found within clinical 
settings, including hospital-acquired infections (HAIs). HAI is defined as

[a]n infection occurring in a patient in a hospital or other healthcare facility in whom the infection was not 
present or incubating at the time of admission. This includes infections acquired in the hospital but 
appearing after discharge, and also occupational infections among staff of the facility.1

HAIs may be caused by medical procedures, for instance, during the implantation of contaminated 
urinary tract catheters. HAI might also develop in wounds after surgery or occur when micro-
organisms spread from person to person, such as during winter vomiting diseases. HAIs pose a 
public health problem worldwide. A survey conducted under the patronage of World Health 
Organization (WHO) in 2002 found that for 55 hospitals in 14 countries, an average of 8.5 percent 
of all hospital patients suffer from HAI.1

Many attempts have been made to confine HAIs, for example, better hygiene or manual surveil-
lance performed by infection control professionals, constituting an additional workload for hospi-
tal medical staff and hospital management. Nevertheless, the presence of HAIs remains unvaried 
in modern health facilities. Hospital Information Systems, which are standard in most health facili-
ties today, in combination with the increasing amount of digital data, has pioneered the way for 
automatic surveillance systems. In the course of this development, research that focuses on the 
automatic detection of HAI has emerged throughout the past years. The exact approaches vary, 
ranging from numerous attempts that implement rule-based systems to fewer machine learning–
based approaches.

Our study is of an experimental nature and focuses on applying machine-learning techniques to 
the problem of detecting HAIs. For our task, two well-known learning algorithms, support vector 
machines (SVMs) and gradient tree boosting (GTB), were applied to the data. The data used in this 
study comprise patient records provided by Karolinska University Hospital.

The focus of our study lies on the recall values obtained using different classifiers. We aim at 
approaching 100 percent recall with the highest precision possible, which is a reasonable overall 
performance in terms of F1. As presented in the literature,2 we obtained encouraging results 
when applying Naive Bayes, SVM and a C4.5 Decision Tree to the problem in an initial approach. 
Therefore, SVM, in particular, revealed its potential application for our task, as it tendentiously 
yielded the best results. Thus, we decided to apply SVM once again, this time with tuned param-
eters. We further applied GTB since it has good classification abilities and interesting data-
mining capabilities.3 The data-mining capability of interest is the ability to interpret the trained 
classifier. It makes it possible to get a measurement of how important each feature is. This is of 
interest since it enables us to assess if the features used by the classifier are plausible indicators 
of HAI. In combination with each of the classifiers, we applied different data preprocessing and 
feature selection methods, namely, term frequency (TF), lemmatization, stemming, stop word 
removal, infection-specific terms, term frequency–inverse document frequency (TF-IDF), a 
combination of lemmatization, respectively, stemming, stop word removal and TF-IDF. The 
study focused on answering the question regarding whether or not any preprocessing method or 
parameter tuning would help to increase performance.



26	 Health Informatics Journal 24(1)

Algorithms with high recall are especially suitable for the screening of infections.4 Thus, this 
study is an important step toward implementing a system that is expected to constantly screen 
patient records and determine whether they contain HAI. Automatic HAI screening is especially 
valuable for medical staff and hospital management, since it would significantly reduce the burden 
of manually checking patient records for HAI, which is a time-consuming task even for highly 
trained experts.5 Instead of analyzing all records, the hospital staff would only have to check those 
patient records that the system preselected as containing HAI.

Related work

During the past decade, multiple studies have utilized machine learning in the medical domain. See 
Claster et al.6 for an overview of some of the more recent papers. The following section presents 
recent studies that adapt machine-learning approaches to the problem of detecting HAI.

Researchers have aimed at developing a monitoring system that predicts potential HAIs.7 In that 
particular study, six classifiers were applied to the problem: Alternating Decision Tree (ADTree), 
C4.5, ID3, RNA, Decision Tables and nearest neighbor with generalization (NNge). Their data 
comprise 1520 patient records from the intensive care unit (ICU) of the University Hospital of 
Oron, Algeria. From this, 17 features were derived, some of which are sex of patient, age of patient, 
reason for the hospitalization or catheter. They solely measure accuracy, obtaining the highest one 
of 100 percent with the NNge classifier.

In a study conducted in Taiwan,8 linear regression (LR) and artificial neural networks (ANNs) 
were used to predict HAI. The system used structured data. A total of 16 features were extracted 
from patient records, ranging from demographic, procedural and therapeutic features to features 
concerning the general health status of the patient. ANNs are trained using back-propagation and 
conjugate gradient descent. Evaluation of the system was done using an internal test set from the 
same hospital, as well as an external test set from a different hospital. For the internal test set of 
461 hospitalizations, the best result was produced using the ANN approach, reaching a recall of 
96.64 percent and a specificity of 85.96 percent. For the external test set consisting of 2500 hos-
pitalizations from different hospitals, LR gave the best result with 82.76 percent recall and 
80.90 percent specificity. 

In a series of papers,9–12 researchers around Gilles Cohen addressed the task of monitoring and 
detecting HAI using data from the University Hospital of Geneva, Switzerland. Their focus lied on 
the class imbalance, a problem that can be observed in many real-world classifications, especially 
in the medical domain. They used data from 683 patients, out of which 11 percent were positive 
cases (contracted HAI) and 89 percent were negative (did not contract HAI). From these records, 
the researchers collected features, such as demographic characteristics, admission date or admis-
sion diagnosis, and applied various techniques in order to detect patients with HAI.

In another study,9 the researchers tested (1) random and agglomerative-hierarchical-cluster-
ing (AHC) oversampling, (2) K-means subsampling and random subsampling and (3) combined 
AHC oversampling and K-Means subsampling. They compared them using five different classi-
fiers: IB1, Naive Bayes, C4.5, AdaBoost and a symmetrical-margin SVM. They obtained a recall 
ranging from 49 percent (IB1) to 87 percent (NB) for the five different classifiers when applying 
combined AHC oversampling and K-Means subsampling. Specificity ranged from 74 percent 
(NB) to 86 percent (IB1).

In yet another study,10 the researchers compared a symmetrical SVM against an asymmetrical 
one. The experiments showed the inadequacy of the symmetrical SVM when dealing with a skewed 
class distribution. They obtained the highest recall, at 92 percent, with a specificity of 72.2 percent 
when using the asymmetrical SVM.
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In the follow-up paper,11 the researchers applied one-class SVMs to the problem. This adaption 
of SVM can be trained to distinguish two classes by ignoring one of the two classes and learning 
from one class only. Their best results yielded a recall of 92.6 percent at the cost of a very low 
specificity of 43.73 percent.

In a study from 2006,12 the researchers compared the resampling strategy that had yielded the 
best results in a prior study,9 that is, they combined AHC oversampling and K-means subsampling, 
to the asymmetrical soft-margin SVM, which had been proven to be suitable for an imbalanced 
data, as shown in an earlier study.10 The asymmetrical soft-margin SVM obtained a recall of 92 per-
cent and a specificity of 72 percent, thus clearly outperforming their resampling method that 
obtained the highest recall at 87 percent with a 74 percent specificity for Naive Bayes.

In two additional studies,13,14 researchers presented results from a retrospective analysis of 
data that were collected during the 2006 HAI prevalence survey at the University Hospital of 
Geneva. The objective of their study, which encompassed both papers, was to define the minimal 
set of features needed for automated case reporting of HAI. Their dataset comprised 1384 cases, 
with 166 positive cases (11.99%) and 1218 negative cases (88.01%). The data contained four 
categories of interest: demographic information, admission diagnosis, patient information on the 
study date and 6 days before and information related to the infection. They used information gain 
and SVM recursive feature elimination, combined with chi-squared filtering, to select the most 
important features. They built two datasets: S1, which contained the most significant features 
retained by both feature selection algorithms; and S2, which also contained the most important 
features, but the features that were not well-documented in the patient record were removed. 
They then applied Fisher’s Linear Discriminant for classification. As a result, they obtained 
65.37 percent recall and 41.5 percent precision for S1 and 82.56 percent recall and 43.54 percent 
precision for S2.

Method

The method used in text classification using machine learning, a high-level flow chart, can be seen 
in Figure 1. An explanation of each part of the flow chart is given in the sections below.

Figure 1.  A high-level flow chart describing this study’s text-classification approach for automatically 
detecting HAI. DR stands for daily patient record. In this study, a patient’s DR comprises data from four 
modules. All DRs of a patient together amount to the patient’s HR.
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Data

The dataset (This research has been approved by the Regional Ethical Review Board in Stockholm 
(Etikprövningsnämnden i Stockholm), permission number 2012/1838-31/3.) encompasses data 
from the electronic health records (EHRs) of 120 inpatients at a major university hospital in Sweden 
and was collected during a Point Prevalence Survey (PPS) (In Sweden, PPSs are performed twice a 
year to estimate the occurrence of HAI by counting existing cases of HAI at one specific time) in 
spring 2012. Not all information stored in the patients’ EHRs was considered valuable by the physi-
cians for detecting HAI. Thus, a subset of information from the EHRs was retrieved: Journalanteckning 
(Engl.: record notes), Läkemedelsmodul (Engl.: drug module), Mikrobiologiska Svar (Engl.: micro-
biological result) and Kroppstemperatur (Engl.: body temperature). The information extracted from 
these modules consists of structured and unstructured data. Structured data refer to data that are 
stored in predefined fields, such as International Classification of Diseases–10th Revision (ICD-10) 
diagnosis codes, medication or body temperature. Unstructured data refer to textual notes written by 
physicians, such as daily notes or microbiological results.

For each of the 120 patients, information from all four modules was extracted for the patient’s 
entire hospitalization. The physicians defined one hospitalization as the stay of a patient at a health 
facility for one care process. If the patient is discharged from one department of the hospital and 
admitted to another within 24 h, this was regarded as the same hospitalization. Moreover, any noted 
event occurring within 24 h after discharge was included in the hospitalization. From this point on, 
we will refer to the file that contains the data of a patient’s entire hospitalization as the hospitaliza-
tion record (HR). Since some of the 120 patients were hospitalized multiple times during the 
5-month period of records we received, our dataset comprises 213 HRs. Hospitalizations of less 
than 48 h are not represented in the final dataset as they were considered to carry too little informa-
tion. (This time frame is based on international definitions of HAI and the incubation period of 
infections and is estimated to be less than 48 h for a multitude of disorders.15) Table 1 depicts the 
characteristics of the HRs that were used as input for the classifiers.

All 120 patients had experienced HAI according to the PPS results. We had access to a 5-month 
period of records. As a result, the physicians in this study, unlike the physicians who carried out the 
PPSs, obtained information on how the health status of the patient progressed and which assessment 
he or she received during the time after the PPSs had been conducted. The physicians in this study 
could therefore give a more accurate answer on whether or not HAI occurred. Only 128 of 213 HRs 
contained HAI diagnoses (positive examples). Those records represent the HAI class. According to the 
physician’s assessment, the remaining 85 HRs contained no HAI diagnoses (negative examples), thus 
representing the NoHAI class. The dataset was not balanced, but instead, it was skewed toward the 
positive class. We only used the class containing HAI for prediction and not the class without HAI.

Machine learning 

There are a large number of different learning algorithms and classifier models that could be 
applied in our classification task. We decided to apply SVMs and GTB to the problem. Instead of 

Table 1.  The characteristics of the HRs used in our study.

HAI NoHAI Total

Number of HRs 128 85 213
Length of hospitalization in days 2–144 3–93 2–144
Total number of tokens 22,528,102 2,598,036 25,126,138

HR: hospitalization record; HAI: hospital-acquired infection.
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exhaustively testing different learning strategies, we focused on a problem that is common for all 
supervised learning techniques—feature selection and the optimization of parameters. The authors 
in previous studies16,17 stated that preprocessing, feature selection and parameter tuning have a 
large impact on performance—more than the actual choice of the classification model. For a more 
detailed description of GTB, see Hastie et al.,18 and for SVM, see Dalal and Zaveri16 and Noble.19 
The two classifiers are part of the scikit-learn environment (available via http://scikit-learn.org).

SVM

SVMs use the concept of representing the documents that are to be classified as points in a high-
dimensional space and finding the hyperplane that separates them. This concept, in fact, is not unique 
to SVM. However, the difference between SVM and other classifiers using this concept is how the 
hyperplane is selected. SVM tries to find the hyperplane with the maximum margin, where margin 
refers to the distance between the hyperplane and the nearest data points.19 Using SVM is, among oth-
ers, motivated by the statement that SVM is very effective for two-class classification problems.16

We used an optimized and non-optimized SVM on our dataset. For the non-optimized SVM 
classifier, a radial basis function (RBF) kernel with degree = 3, C = 1, epsilon = 0.001 and 
gamma = 1/1000 was used. Usually, an RBF kernel is preferred unless the number of features is 
huge. In that case, a linear kernel is appropriate.20

GTB

GTB utilizes the power of a forest of weak tree learners to approximate the sought-after classifica-
tion function. By training a number of tree classifiers on different parts of the training data and then 
weighting their collective decision, a strong classifier is produced. The weak learner is a learner that 
may only have slightly better classification abilities than random guessing, but the combined strong 
learner will be an approximation of the true classification function. Using decision trees as the weak 
learner has the advantage of being able to handle different data types without conversion. Inherent 
when using trees with a maximum depth is feature selection, as only the most important features will 
be used when constructing the trees. Using trees also makes it possible to interpret the trained model 
by examining which variables are used most commonly to branch in each individual decision tree.18 
We used GTB both with and without parameter optimization. When used without parameter optimi-
zation, the default parameters used were v = 0.1, J = 3, M = 100 and subsample = 1.0.

Preprocessing techniques and parameter optimization

According to previous researchers,17,21 the high-dimensional feature space, that is, the amount of unique 
terms that occur in the text documents to be classified, marks a major characteristic and difficulty in text 
classification, making it a non-trivial task for automatic classifiers. It is thus desirable to reduce the 
dimensionality of the data to be processed by the classifier, in addition to reducing execution time and 
improving predictive accuracy. In our study, we used well-known preprocessing and filter methods in 
order to optimize and reduce the feature space. The preprocessing techniques are depicted in Table 2.

Term frequency (TF)

In this method, TF 1000, the 1000 most frequent terms, was chosen based on their TF. TF refers to 
the simplest weighting scheme, where the weight of a term is equal to the number of times the term 
occurs in a document.22,23

http://scikit-learn.org
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Lemmatization and stemming 

In machine learning, lemmatization and stemming are the frequently used methods when preproc-
essing data.16 In our study, we use the CST lemmatize (http://cst.dk/online/lemmatiser/uk/) in order 
to perform lemmatization. Lemmatization describes the process of reducing a word to a common 
base form, normally its dictionary form (lemma). This is achieved by removing inflectional forms 
and sometimes derivationally related forms of the word, by means of vocabulary usage and morpho-
logical analysis, for instance, am, are, is, be, or hospitals, hospital’s → hospital.22,23 For the Swedish 
language, which is highly inflectional, lemmatization is more important than it is for English. 

We further use stemming, which is a simpler form of lemmatization, where the produced stemmed 
words do not need to be real words but the minimal set of characters that distinguish the different 
stemmed words, for example, hospitals, hospital’s → hospit. We used the Snowball stemmer (http://
snowball.tartarus.org/algorithms/swedish/stemmer.html) for the Swedish language. The patient 
records were lemmatized and stemmed separately, before then being given as input for the classifiers.

Stop word removal 

Stop words are terms that are regarded as not conveying any significant semantics to the texts or 
phrases they appear in and are consequently discarded.24 The filter was configured to use the 
Swedish stop list, which is available via Snowball (http://snowball.tartarus.org/algorithms/swed-
ish/stop.txt) and comprises 113 words, such as och (Engl.: and), att (Engl.: to) or i (Engl.: in).

Infection-specific terms

In the course of the Detect-HAI project (Detection of HAIs through language technology project—
conducted in collaboration between Karolinska University Hospital and the Department of Computer 
and System Science (DSV) at Stockholm University during 2012 and 2013; the aim of the project 
was to ultimately build a system that can automatically detect HAI in Swedish patient records), a 
terminology database containing infection-specific terms was built using a semi-automatic approach. 
Infection-specific terms, such as kateter (Engl.: catheter), ultraljud (Engl.: ultrasound), operation 
(Engl.: surgery) or feber (Engl.: fever), are expected to be contained in patient records in case an 
infection occurs. In order to build the terminology database, the medical experts involved in that 
project supplied a seed set of about 30 infection-specific terms, which were based on frequent obser-
vations in the above-mentioned data and their knowledge about infections. The seed set was then 

Table 2.  Different combinations of applied text-classification techniques and feature selection methods as 
well as the name chosen for each combination.

Name Text-classification method Feature selection method

TF 1000 Data not processed TF 1000
Lemma Data lemmatized TF 1000
Stem Data stemmed TF 1000
Stop Stop words removed from data TF 1000
IST Data not processed Infection-specific terms used
TF-IDF 1000 Data not processed TF-IDF 1000
LS-TFIDF 1000 Data lemmatized + stop words removed TF-IDF 1000
SS-TFIDF 1000 Data stemmed + stop words removed TF-IDF 1000

TF: term frequency; IST: infection-specific terms; TF-IDF: term frequency–inverse document frequency.

http://cst.dk/online/lemmatiser/uk/
http://snowball.tartarus.org/algorithms/swedish/stemmer.html
http://snowball.tartarus.org/algorithms/swedish/stemmer.html
http://snowball.tartarus.org/algorithms/swedish/stop.txt
http://snowball.tartarus.org/algorithms/swedish/stop.txt
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extended by giving each term of it as input for an automatic synonym extractor. The synonym gen-
erator used was implemented in-house and was based on random indexing.25 For each input term, a 
table holding related terms, which could include synonyms or misspellings, was generated as an 
output by the synonym generator. One medical expert then manually analyzed all proposed terms 
with respect to whether or not they could be regarded as applicable infection-specific terms. All 
relevant terms were added to the terminology database. The final infection-specific term (IST) ter-
minology database comprised a total of 1045 terms. When using the terminology database as a 
feature reduction technique, we removed all terms from the HRs except for those that occurred in 
the terminology database. By means of this procedure, the feature space was decreased to 374.

Term frequency–inverse document frequency (TF-IDF)

In a final approach, we assigned a TF-IDF weight to all terms. TF is defined in section “Term 
frequency (TF).” IDF is, according to previous research,22,23 a mechanism used in combination 
with TF to attenuate the effect of words that occur too often in the set of documents, as they  
could be important in order to discriminate between those. IDF is calculated as follows: idft =  
log N / dft, where N is the number of documents in a collection and dft is the document frequency 
of term t, that is, the number of documents in the collection that contain t. TF-IDF for a term is 
calculated using: tf-idft,d = tft,d × idft. Thus, TF-IDF for a t is large if t occurs many times within a 
small number of documents. We reduced the number of features to a maximum of 1000 terms 
with the highest TF-IDF scores. For more information on TF-IDF and different weighting 
schemes, see Manning et al.22 and Van Rijsbergen.23

Combination of preprocessing techniques

In an additional preprocessing step, lemmatization, stop word removal and TF-IDF 1000 were 
combined. This preprocessing step is named LS-TFIDF 1000 in Table 2. The corresponding step 
with stemming is named SS-TFIDF. (For more examples of different preprocessing and filtering 
techniques, see Dalal and Zaveri,16 Yang and Pedersen21 and Doraisamy et al.26).

Parameter optimization

The chosen machine-learning algorithms have a number of parameters that can be fine-tuned to 
better adapt to the problem and data they are applied on. For SVM using the RBF kernel, there are 
two main parameters: C and gamma.20 C controls the number of misclassified examples tolerated 
in the training set, while the gamma value affects the number of support vectors used.

In the case of GTB, the important parameters are J, v and M.18 J refers to the number of terminal 
nodes in each tree and reflects the number of variable interactions that are possible, v is the learning 
rate and M is the number of trees. It is usually beneficial to use subsampling with GTB. When using 
subsampling, a random sample of a predefined size is used to train each tree. This reduces the risk of 
overfitting. We chose to use 0.5 subsampling, as it is a commonly chosen strategy and has been proven 
to work well for the task. The learning rate v was fixed to 0.01 after some initial experiments.

In order to find good combinations of parameter values, a grid-search was conducted using 
fivefold cross-validation on the training data in each fold. Using fivefold cross-validation instead 
of a higher value of K avoids overfitting, given the small amount of available data. The parameters 
searched for GTB were as follows:

•• J ◊ {1, 3, 6, 8};
•• M ∈ {25, 50, 100, 200, 500, 1000}.
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The parameters searched for SVM were as follows:

•• Gamma ∈ {1.0, 0.1, 0.01, 0.001, 0.0001, 0.00001, 0.00001, 0.000001};
•• C ∈ {1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 6.5, 7, 7.5, 8, 8.5, 9, 9.5, 10}.

Evaluation

10-fold cross-validation

For evaluation, we use stratified 10-fold cross-validation, which is one of the best known and most 
commonly used evaluation techniques. Cross-validation is especially useful if the dataset is small, 
such as in our case, as it maximizes the amount of training data.27

Statistical tests

When comparing the classifiers’ results, statistical testing is necessary in order to verify the signifi-
cance of the results. In this study, the non-parametric sign test was used. The choice was motivated 
by the fact that the authors in previous research27 presented this statistical test as being simple to 
calculate and yet appropriate when wanting to compare the performance of multiple classifiers on 
a single domain. Just like the researchers27 did in their example calculations, the sign test was one-
tailed and performed at 5 percent significance level.

Results

Table 3 depicts the results of SVM, GTB and their optimized counterparts, given the different pre-
processing and feature selection methods. The best precision, recall and F1 scores for each preproc-
essing method are highlighted. For both classifiers, we built the models using both classes, that is, 
the 128 HRs containing HAI and 85 HRs not containing HAI. However, since the focus of this study 
lies on obtaining high recall for HRs that contain HAI, we only present performance measures of the 
classifiers for those records. Precision, recall and F1 scores for HRs not containing HAI are thus 
neither depicted nor analyzed.

When considering the recall score, one needs to take the F1 score into consideration. A baseline 
majority classifier would classify all instances as HAI, yielding a recall of 100 percent, precision of 
60 percent and F1 score of 75 percent. Hence, if the F1 score for a classifier is close to the baseline of 
75 percent, the result is not of interest, even if the recall value is high, as the performance is not better 
than is the baseline majority classifier. This means that we can disregard all of the results with a recall 
value of 100 percent since these do not have an F1 score larger than 75 percent. The optimized GTB 
yields the highest recall for all preprocessing techniques, with a maximum recall value of 93.7 percent 
and an F1 score of 85.7 percent when using stemming as the preprocessing technique.

When comparing the unoptimized SVM with the optimized SVM approach, it becomes clear 
that it is very important to perform parameter optimization when using SVM; the optimized SVM 
obtains a higher F1 score than does the unoptimized SVM for all preprocessing techniques. It is 
also worth noting that the F1 scores of the unoptimized SVM only differ slightly from the baseline. 
In the case of GTB, however, the results did not differ much when parameter optimization was 
applied, and the default parameters used produced a result as good as, slightly better or slightly 
worse than its optimized counterpart.

To statistically verify the classifiers’ different performance, we applied the non-parametric sign 
test, as mentioned earlier when using stemming as preprocessing, since it yielded the highest recall 
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Table 3.  Precision, recall and F1 score (in %) for detecting HAIs using GTB, optimized GTB, SVM and 
optimized SVM given the different preprocessing methods.

GTB GTB optimized SVM SVM optimized

  P R F1 P R F1 P R F1 P R F1

TF 1000 83.4 90.6 86.7 79.6 92.2 85.2 76.3 79.8 78.0 80.2 88.1 83.7
Lemma 79.3 87.6 83.0 76.5 92.2 83.1 60.1 100.0 75.1 78.9 88.2 83.1
Stem 82.4 88.3 85.0 79.7 93.7 85.7 60.1 100.0 75.1 80.7 89.8 84.8
Stop 79.0 83.6 80.6 79.0 93.0 85.0 76.5 78.3 77.4 83.1 89.8 84.8
IST 79.0 86.0 81.7 76.7 89.1 81.9 73.0 65.1 68.9 72.9 84.5 78.0
TF-IDF 1000 81.7 91.2 86.0 79.5 92.1 84.9 60.1 100.0 75.1 78.1 89.7 82.8
LS-TFIDF 1000 80.2 84.4 81.9 78.9 91.3 84.2 60.1 100.0 75.1 72.7 88.9 79.3
SS-TFIDF 1000 78.6 85.8 81.6 78.8 93.0 85.0 60.1 100.0 75.1 75.3 86.6 79.8

GTB: gradient tree boosting; SVM: support vector machine; TF: term frequency; IST: infection-specific term; TF-IDF: 
term frequency–inverse document frequency.
In total, the material comprised 213 HRs of which 128 contained HAI giving a baseline precision of 60 percent, recall of 
100 percent and F-score of 75 percent.

score, in combination with a high F1 score for GTB, optimized GTB and optimized SVM. The con-
clusion was that the performance results obtained using the GTB, optimized GTB and optimized 
SVM, respectively, are not significantly different. However, they are significantly better compared 
to the unoptimized SVM that does not perform significantly better than the baseline classifier.

When comparing the recall, precision and F1 scores that the optimized GTB and optimized 
SVM obtained for the different preprocessing methods, it became apparent that the techniques did 
not generate a significant difference in the results. For the optimized GTB, the obtained recall 
values ranged from 89.1 percent (GTB-IST) at the lowest to 93.7 percent (optimized GTB-Stem) at 
the highest, indicating significant improvement from using one or the other technique. Likewise, 
the precision and F1 score values did not show any significant difference. The same can be stated 
for the performance results of the optimized SVM. The recall values varied between the minimum 
recall of 83.7 percent and the maximum recall of 89.8 percent, not differing significantly.

To summarize our observations, GTB obtained the highest recall and F1 score for all preprocessing 
methods when results too close to the baseline are disregarded. The difference between the best recall 
value, 93.7 percent (Stem), and the second best, 93.0 percent (SS-TFIDF 1000 or Stop), was only 
0.7 percentage points, and thus was not statistically significant. The difference in the third best 
recall value, 92.2 percent (TF 1000), amounted to 1.5 percentage points. Compared to this spread, 
the respective F1 scores remained quite close: 85.7 percent (Stem), 85.0 percent (stop word removal/
SS-TFIDF 1000) and 85.2 percent (TF 1000), indicating a comparable overall performance. The 
highest F1 score, 85.7 percent, was obtained when only stemming was applied. Since we aimed for 
the highest recall with the highest precision possible, that is, a reasonable overall performance in terms 
of F1, we concluded that the performance of optimized GTB-Stem came closest to our objective.

Decision features

It is interesting to look at the features upon which the classifiers base their decision. Using GTB, a 
measure of the relative importance of each feature used can be obtained by examining and scoring 
features that are most frequently used to branch off in each tree.18 The way to visualize and inter-
pret the results happens in the form of a relative importance plot: the value of each feature is cal-
culated as feature value = 100×(feature score / max score), giving each feature a value relative to 
the most important feature.
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Doing this for a GTB classifier trained on the whole stemmed point prevalence measurement 
(PPM) dataset yielded Figure 2. This can be compared to Figures 3 and 4, which show relative 
feature importance for unoptimized GTB-Stem and unoptimized GTB using TF1000 without stem-
ming. Based on these figures, some important observations can be made: (1) among the most 
important features are words that are plausible HAI indicators, such as växt (Eng.: growth), infek-
tionskonsult (Eng.: infection consultant), antibiotik (stemmed Swedish word, Eng.: antibiotics) and 
infektion (Eng.: infection). This is good as it hints that the approach was not building a model 
randomly. The features should be important indicators, even for larger datasets. (2) We can, how-
ever, also observe that idag (Eng.: today) and the abbreviation mkt (Eng. much), which are consid-
ered to be Swedish stop words, were seen as important features. This observation asks for a more 
thorough analysis of the terminological structure of patient records in order to optimize feature 
selection. (3) The most important features were independent of parameter optimization and pre-
processing: the top two features in all of the figures were växt (Eng.: growth) and infektionskonsult 
(Eng.: infection consultant). This observation strengthens the case that the application of different 
preprocessing techniques may not be very significant. (4) Furthermore, the two most important 
features were not present in the database of ISTs in section “Infection-specific terms.” In other 
words, there were terms that were either overlooked or deemed to not be indicators of HAI that 
were, in fact, important. This indicates that feature selection should either be automatic or semi-
automatic since there may be important terms that may be left out otherwise.

Figure 2.  Top 20 feature importances for optimized GTB TF1000+stemming trained on the whole 
dataset. English translation within parenthesis. Note that since stemming is used the english translation is 
an approximation as directly translating a stem is not always possible.
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Classifier errors

As the optimized GTB-Stem produced the overall best results for our objective, it is interesting to 
analyze the types of errors the classifier made. To do this, all misclassified examples from each of 
the 10-folds were examined. It is observable from Table 3 that a recall of 100 percent can be 
achieved, yet at the cost of very low precision. However, as stated earlier, we emphasized recall 
(aiming at 100 percent) with the highest precision possible. If we considered the obtained recall of 
above 90 percent as being sufficiently high, it would be interesting to look at what keeps the preci-
sion low. In order to do so, we must evaluate what type of errors were made in the NoHAI class 
since misclassifications for this class appeared as false positives in the predicted HAI class, keep-
ing the precision score below 80 percent in almost all cases.

As visible in Table 4, the class NoHAI can be divided into two disjoint subclasses: hospitaliza-
tions with no infections at all (NoINF) and hospitalizations with community-acquired infections 
(CAIs), the latter of which we defined as infections that were not acquired in the hospital. 
Furthermore, some of the hospitalizations were, at the time the PPMs were carried out, considered 
to contain HAI, but in retrospect did not contain any HAI, but rather, some other type of infection 
or no infection at all. These are referred to as “HAI suspects.”

If we examine the type of errors made in the NoHAI class, we can make the following observa-
tions: 11/14 of all the “suspected HAI” cases were misclassified in comparison to the non-suspects, 
which were only misclassified in 17/70 of the cases. Furthermore, of all hospitalizations that con-
tained CAI, 12/22 were misclassified, while only 16/62 of all hospitalizations not containing infec-
tions were misclassified. Based on this, it seems like it is difficult for the classifier to distinguish 

Figure 3.  Top 20 feature importances for un-optimized GTB TF1000+stemming trained on the whole 
dataset. English translation within parenthesis.
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between a HAI and CAI, and the cases misclassified by the medical staff during the PPM study are 
indeed hard to classify.

Compared to the fairly high recall, the precision stayed below 80 percent in almost all cases. Error 
analysis revealed that 42.8 percent of the false positives were patient records that contained a CAI. 
Another 25 percent of the false positives were “suspected HAI.” Handling these false positives in a 
future approach is crucial for increasing precision. Excluding records containing CAI from classifica-
tion is one option. Another idea is to, as a first step, train a classifier to differentiate between patient 
records containing an infection (including HAIs and CAIs) and those not containing an infection. In 
the second step, HAIs are then detected from the records that were predicted as infections.

Table 5 depicts the classifier errors for each label in class HAI. All hospitalizations that con-
tained ventilator-associated pneumonia (VAP) were classified correctly. Likewise, the classifier 
performed well for the hospitalizations containing pneumonia and sepsis: only 3 and 2 percent, 
respectively, of the hospitalizations containing these types of HAI were classified incorrectly. On 
the other hand, 20 percent of all hospitalizations containing urinary tract infections (UTI) and 
Clostridium difficile were classified into the wrong class. The analysis gives an indication that 
some types of HAI are easier to classify compared to others.

Yet, the count of certain types, for example, VAP, central venous catheter–related HAI or 
Clostridium difficile, is quite low. It is therefore difficult to say whether or not the error rate 
would be the same for a larger number of cases. Looking at how the different types of HAIs 
were classified, it is evident that some types, such as VAP, sepsis and pneumonia, have a lower 

Figure 4.  Top 20 feature importances for unoptimized GTB using TF1000 without stemming. English 
translation within parenthesis.
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error rate compared to, for instance, UTI or Clostridium difficile. This observation demands a 
more thorough analysis of the records and how they have been classified with regard to which 
type of HAI they contain. This is to ultimately find out whether there are any indications in the 
records that keep the classification error rate for some types of HAI low, while others remain 
high.

Discussion

To our knowledge, our project group is the first or only one that has applied machine-learning 
techniques to Swedish patient records in order to detect HAIs. Compared to our previous approach, 
which was previously presented,2 we increased performance while using the same input data, that 
is, from 89.84 percent recall, 66.9 percent precision and 76.7 percent F1 score when applying 
SVM-tfidf50 in our previous paper to 93.7 percent recall, 79.7 percent precision and 85.7 percent 
F1 score when applying optimized GTB-Stem in our present approach. Although the recall values 
differed by only 3.86 percentage points, we could increase the precision significantly by 12.8 
percentage points. This yielded a considerably better F1 score, bringing us an important step 
toward our aim of approaching a 100 percent recall with the highest precision possible. Moreover, 
our experiments suggested that we can achieve better results than can some of the approaches 

Table 4.  Classifier errors (optimized GTB-Stem) for the classes HAI and NoHAI, the latter being divided 
into four disjoint subclasses.

Class structure Errors Dataset

HAI 11 128
NoHAI CAI Suspected HAI 4 5

Not suspected HAI 8 18
NoINF Suspected HAI 7 9

Not suspected HAI 9 53
Total 39 213

GTB: gradient tree boosting; HAI: hospital-acquired infection; CAI: community-acquired infection; NoINF: no infections 
at all.

Table 5.  Classifier errors (optimized GTB-Stem) for the different types of HAIs.

Label Errors Dataset

Ventilator-associated pneumonia 0   8
Sepsis 1 46
Pneumonia 1 33
Other HAI 1 15
Fungus/virus 1 15
Central venous catheter–related HAI 1 10
Wound infection 2 25
Urinary tract infection 4 20
Clostridium difficile 2 10

GTB: gradient tree boosting.
A hospitalization marked with HAI may have one or more types of HAI. Hence, a misclassified HAI hospitalization may 
contribute to the number of errors for multiple labels.
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presented in section “Related work,” even though they are not directly comparable due to differ-
ent datasets and variant languages used.

Limitations

One limitation of this study was the size of the dataset. The task of manually classifying patient 
records as to whether or not they contained HAI was difficult and time consuming. Manually ana-
lyzing a larger amount of patient records than the one we had and marking them as HAI or NoHAI 
have therefore not been possible in the amount of time available.

Another limitation was the distribution of positive and false cases in our dataset. The number 
of records that contain HAI (61%) and NoHAI (39%) in our dataset does not relate to the real-
life distribution, which is approximately 10 percent HAI and 90 percent NoHAI. Furthermore, 
the majority of the NoHAI records were from patients who had a HAI at some point or another 
(there also exists a HAI record for the same patient). This, as well as the fact that several of the 
NoHAI records were incorrectly classified as HAI by the medical staff at some point, gives us a 
dataset where the NoHAI class is harder to distinguish from the HAI class that what we thought 
would be the case.

Importance of preprocessing methods and choice of classifier

Even though the optimized GTB-Stem yielded the best performance results, it became apparent 
that the results yielded by a classifier, given the different preprocessing and feature selection tech-
niques, were only marginal. This means that, given our data, it does not make a significant differ-
ence whether we choose, for instance, stemming, stop word removal or SS-TFIDF 1000 as a 
preprocessing technique since the performance results are nearly the same. In our case, it made a 
bigger difference as to which classifier was used and whether the parameters were tuned. In terms 
of recall and F1 score, the optimized GTB generally yielded better results than did the (un)opti-
mized SVM. Moreover, the improvement in results obtained using the optimized SVM compared 
to the unoptimized SVM were clearly visible.

Text classification

A major difference between our approach and the similar work mentioned in Ehrentraut et al.2 is 
the fact that we treated all available data—free-text and lab results were treated as a single unstruc-
tured text document. This allowed us to apply standard text-classification methods, namely, apply-
ing TFs, such as features and standard machine-learning algorithms, to the problem. This has a big 
advantage compared to methods that rely on structured data: the amount and type of structured data 
available are different between hospitals and journal systems. The approach does not rely on the 
availability of such data and it does not rely on the data being available in a certain format. 
Furthermore, our approach was able to detect HAI indicators that were not known ahead of time, 
as shown in section Decision Features.

Comparing the text-classification approach with an approach based on structured data requires 
further research—evaluating and comparing the text-classification approach with a structured data 
approach using the same dataset. The results of this study showed that in terms of recall, the text-
classification approach was proven to produce results that were as good as using structured data 
(see Table 6). However, the specificity was lower than were the best scores found in the studies 
using structured data, but this may be due to the characteristics of the dataset used. If the text-
classification approach was able to produce the results seen in Table 3 on larger datasets, it might 
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be a good candidate for application in real-world scenarios, with minimal changes to the journal 
systems used and minimal additional work for the medical staff.

Cost analysis

In a report by the Swedish National Board of Health and Welfare,28 it is estimated that HAIs prolong 
the length of a patient’s stay in the hospital by an average of 4 days. Given all of the patients suffering 
from HAI, this is estimated to be about 500,000 extra hospital days per year. With a daily average cost 
of SEK7.373 (US$860) per day of care, HAIs generate an additional cost of approximately SEK3.7b 
(US$0.43b) per year except for the labor-intensive cost for carrying out manual PPM twice a year. 
However, if we can automatize this process, we would save labor, as well as improve the quality of 
the controls by carrying them out automatically and continuously, 24 h a day, all year long.12,29

Future work

We are well aware of the facts that

•• Our dataset is small, containing only 213 instances;
•• The distribution of positive and negative cases, that is, 128 HAI and 85 NoHAI instances, 

does not correlate with the real-life distribution;
•• The differences in the results of optimized GTB and optimized SVM are marginal and are 

not significantly different.

However, the result is significantly better compared to a majority baseline classifiers and unop-
timized SVM, and we are convinced that the results reveal the potential for applying text-classifi-
cation techniques to patient records, including the structured as well as unstructured parts. This is 
further motivated by the fact that, so far, we have used no particularly elaborate preprocessing and 
feature reduction methods. Future research will thus have to focus on improving the scores by, for 
instance, using wrapper techniques for feature reduction that are optimized on a specific learning 
algorithm and, therefore, yield better results according to previous research.30

Moreover, the medical experts involved in this project will manually analyze 292 additional 
HRs from the rheumatic clinic at Karolinska University Hospital. Thus, we will be able to train the 

Table 6.  Recall, specificity and precision for optimized GTB-Stem compared with the results found in the 
“Related work” section.

Recall Specificity Precision

GTB-Stem optimized 93.7 64.1 79.7
[7] ANN Internal 96.64 85.96 –
[7] LR external 82.76 80.90 –
[10] SVM 92.6 43.73 –
[11] SVM 92.0 72.0 –
[11] NB 87 74.0 –
[13] FLD S2 82.56 – 43.54

GTB: gradient tree boosting; ANN: artificial neural network; LR: linear regression; SVM: support vector machine;  
NB: Naïve Bayes classifiers;  FLD: Fisher’s linear discriminant.
Note that the evaluation methods and datasets are not the same.



40	 Health Informatics Journal 24(1)

classifiers on about twice as many data as we did for the current project, leading us to expect an 
improvement in performance. In addition, we aim at training the classifiers on a more realistic 
dataset, with a real-life distribution of about 10 percent positive and 90 percent negative cases.

Conclusion

This article focuses on applying SVM and GTB to the problem of detecting HAI in digital patient 
records. By means of applying different preprocessing, as well as feature selection, methods, we 
tried to increase recall. The results of the machine-learning algorithms were all in all very encour-
aging. Optimized GTB-Stem came closest to the objective of obtaining high recall with the highest 
precision possible, that is, yielding a recall of 93.7 percent, precision of 79.7 percent and F1 score 
of 85.7 percent.

This revealed the applicability of GTB to the task. The increased recall value obtained with the 
optimized SVM compared to the unoptimized SVM confirmed the assumption that SVM seemed 
to be suitable for the task and, more importantly, revealed the importance of parameter tuning, 
leading to significantly better results. Applying stemming yielded high performance results for all 
three classifiers, yet the difference in the results yielded by the classifiers when other preprocessing 
techniques (especially stop word removal) are applied were marginal.

Finally, the overall goal will continue to be obtaining high recall (approaching 100%) with the 
highest precision possible for HRs. This will enable us to implement a system that can screen all 
HRs and filter out all HRs that contain HAI. This would reduce the workload for hospital staff 
tremendously as they only need to analyze those HRs that were preselected by the system.
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Abstract
The Danish General Practitioners Database has over more than a decade developed into a large-scale successful 
information infrastructure supporting medical research in Denmark. Danish general practitioners produce 
the data, by coding all patient consultations according to a certain set of classifications, on the entire Danish 
population. However, in the Autumn of 2014, the system was temporarily shut down due to a lawsuit 
filed by two general practitioners. In this article, we ask why and identify a political struggle concerning 
authority, control, and autonomy related to a transformation of the fundamental ontology of the information 
infrastructure. We explore how the transformed ontology created cracks in the inertia of the information 
infrastructure damaging the long-term sustainability. We propose the concept of reverse synergy as the 
awareness of negative impacts occurring when uncritically adding new actors or purposes to a system 
without due consideration to the nature of the infrastructure. We argue that while long-term information 
infrastructures are dynamic by nature and constantly impacted by actors joining or leaving the project, each 
activity of adding new actors must take reverse synergy into account, if not to risk breaking down the fragile 
nature of otherwise successful information infrastructures supporting research on healthcare.
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Introduction

Healthcare in Denmark is a large, complex, public-funded, distributed organization consisting of 
54 hospitals, 3510 general practitioners, and 901 specialized medical doctors servicing 5.6 million 
Danish citizens.1 Creating integrated care across these healthcare institutions is a huge challenge,2 
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not only in Denmark but also in all the Nordic countries. Research reveals the distinct fragmen-
tation across technical, organizational, and professional boundaries within and across health-
care institutions.3 In particular, we find documentation of the difficulties in establishing and 
maintaining information infrastructures supporting healthcare,4,5 such as the challenges of 
introducing standardizations while taking into account contextual contingencies through re- 
configuration,6,7 as a way to reduce resistance toward changes.8 Often, these studies are concerned 
with the difficulties in making connections and relations across the various parts of the healthcare 
organization, which are particularly complex due to the distributed and interdisciplinary organiza-
tion. The Danish General Practitioners Database is an example of an information infrastructure 
which succeeded in creating connections and relations across multiple otherwise fragmented entities 
of the Danish primary healthcare sector. The Danish General Practitioners Database was created 
more than 10 years ago as a tool to collect information about all patients in the Danish society visit-
ing their general practitioner and then use the information to learn and develop new best practices 
for care. The number of individual information technology (IT) systems in general practice is cur-
rently 11;9 however, every practice can choose their own IT system among these. The Sentinel data 
capture module was thus created as an add-on system collecting data from all the individual systems 
connecting the many geographically dispersed general practices into the Danish General Practitioner 
Database. Since 2001, the general practitioners have been able to install and integrate the special 
data capture module, Sentinel, into their own medical systems supporting production, collection, 
and comparison of data across all the general practitioners. Over time, as participation increased, 
new changes were made to the database, for example, the diagnosis standard ICPC-2 was imple-
mented.10 The database managed to do, what other systems have failed, namely to be implemented 
and used in many independent clinics around the country collecting data about the whole popula-
tion of Denmark. The database is extremely valuable for medical research, particularly in the area 
of the four chronic diseases: diabetes, depression, congestive heart failure, and chronic obstructive 
pulmonary disease. However, the successful story of the Danish General Practitioners Database 
ended in the Autumn of 2014, where it was temporarily shut down and today more than 1 year later 
no new data are being entered into the system.9 This situation was caused by a lawsuit that chal-
lenged the legitimacy of the fundamental structure of the database and was filed by two general 
practitioners. It had come to their attention that since 2007 general practitioners classified patient 
data had been illegally collected and shared among other parties in the Danish healthcare sector, 
without the consent of the patients or the general practitioners, violating the Danish Penal Code, 
Privacy-Data Act and Health Act.11 While this lawsuit is still unsettled, the database is not in use; 
and we ask why? What is the problem with the database? Why have it been decided necessary to 
shut down an otherwise successful and impressive information infrastructure producing valuable 
data to be used for research on health?

In this article, we examine the empirical case of the shutdown of the Danish General Practitioners 
Database as an example of particular socio-technical challenges of politically contested connec-
tions embedded within an information infrastructure for healthcare. How come this successful 
infrastructure connecting entities, research, and domains prove so problematic? In particular, we 
explore the transformation of the database from an innovation in improving medical practice 
toward a politically contested infrastructure. Building upon current research on information infra-
structures, we argue that what makes the database politically contested lies in the ontological trans-
formation when new actors were included as users with agendas clashing with existing participants. 
Interestingly, we found that the core reason behind the lawsuit was partly grounded in concerns 
about the privacy of the patients, but also partly as a reaction to the change of the basic ontology 
of the system. The more successful the database became, the more new entities and partners saw 
potential in joining the “success” of the database, introducing their own agendas. This 
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transformation broke the core inertia of the infrastructure, which led to the shutdown. Clearly, the 
current stage of the information infrastructure is not sustainable; instead, we have a situation of 
reverse synergy. Our case demonstrates that in certain cases under particular circumstances con-
tinuous inclusion of new partners is not always a good strategy, since even though the perceived 
benefits might seem clear, it can risk jeopardizing the fundamental ontology of the information 
infrastructure, which can lead to a breakdown.

Method and empirical data

As phrased by Leigh Star, studying infrastructures is about studying the “boring things.”12 It is 
about unpacking and digging underneath the technical system design to figure out and restore the 
narratives, which are inherently embedded within the information infrastructure. When we first 
began exploring the Danish General Practitioners Database, we wanted to figure out how the 
technical system went from being an important innovation improving medical research and prac-
tice toward a politically contested infrastructure with a lawsuit. We took a multi-sited ethnography 
approach13–15 and followed the essential links, connections, and associations involved in the case. 
Our focus is the Danish primary healthcare sector, which includes 3510 general practitioners, who 
are private enterprises, however, publically funded through universal healthcare for the Danish 
population. In this way, we were able to explore the information infrastructure as a “multiplicity”16 
and thus moved beyond “locality” of sites as spatially and temporally bounded.13 Clearly, the infor-
mation infrastructure was not bound by spatial or temporal constraints, but instead comprised a 
structure, which was continuously transformed over time by the multiple actors. We wanted to 
explore how a successful information infrastructure’s progression over a whole decade “died” 
because it was “too successful.” By conducting multi-sited ethnography, we examined multiple 
information sources derived from different spatial and temporal settings, which allowed us to 
investigate the transformation of actors and technical specifications that made up the basic nature 
of the Danish General Practitioners Database.

Our journey made us follow the information infrastructure into the general practitioner’s office, 
outside the office and into the medical research scene, and from the scene of research into the 
political scene of politicians and unions. In total, we conducted eight interviews with key actors. 
Prior to the interviews, each interviewee was introduced to the research question and gave their 
consent to participate non-anonymized. So in this case all interviewees knew the exact scope and 
content of what we were trying to do. Interviews included three Danish general practitioners—here 
two interviews focused on the practices, while one interview was with one of the two general 
practitioners who had placed the lawsuit. From the general practice, we also wanted to explore 
the technical aspects of the infrastructure and interviewed the director of the Danish General 
Practitioners Quality Unit (DAK-E), who is located in Odense, Denmark, and responsible for man-
aging the database. The interview with the director made it clear to us that if we were to understand 
the complexity of the case, we had to explore the political scene. Therefore, we interviewed the 
chairman of the Danish Regions Salary and Fare Committee. His role was closely connected to the 
negotiations of the settlement agreements between the Danish regions and the General Practitioners 
Organization. In this interview, the chairman explained and expressed the case from the Danish 
regions perspective. Continuing to unpack the political scene, we interviewed the at the time (now 
former) director and chief economist for the Danish regions, who had also been deeply involved in 
the case. In Denmark, the Danish regions are the main governmental entity in charge of Danish 
healthcare, but are also responsible for handling tasks within social services and regional develop-
ment. In this interview, it became clear to us how the role of the Danish General Practitioners 
Database was to include servicing the political agenda of controlling the work of the otherwise 
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“independent” general practitioners work practices. It is important to notice that in Denmark, while 
healthcare is universal and public, the general practitioners are organized as private entities, paid 
for their treatments by the government. Moving out of the general practice and the political scene, 
we then went to explore the research scene involved. We interviewed the vice director of the State 
Serum Institute. The State Serum institute is a public organization mainly concerned with coordi-
nating, among others, IT support in healthcare and has responsibility for the operation and develop-
ment of healthcare IT systems within the Danish Ministry of Health. We also wanted to include the 
private research interests of the Danish General Practitioners Database and we therefore inter-
viewed a chief consultant at the Danish Association of the Pharmaceutical Industry. Besides all the 
interviews, we also collected multiple documents and reports, as well as press articles and blog 
entries related to the case, this included documents on Danish law and legislation in correlation 
with memos and records from previous and current settlement agreements.i

Infrastructuring ontologies, sustainability, and synergy

Exploring the transformation of the information infrastructure of the Danish General Practitioners 
Database, we identified three important aspects, which assisted us in unpacking the complexity of 
our case, namely: ontology, sustainability, and synergy.

Ontologies are important aspects of infrastructures. When exploring information infrastruc-
tures, it is important to acknowledge that information, and therefore infrastructures, do not exist as 
something outside social worlds, but rather as something that has a specific purpose and context 
based upon certain ontological conceptualizations.17 Ontologies refer to the models or classifica-
tion systems, which serve as the foundation for healthcare information systems. The ontology of an 
information system includes the interrelationships between entities structured within a hierarchy 
including subdivision of similarities and differences across data. The hierarchy is based upon the 
value set, which make pertinent the important relationships across entities. The practical applica-
tion of an ontology is the taxonomy by which an information system is designed. In this article, we 
refer to two different types of ontologies: the research agenda ontology and the governmental 
agenda ontology. It is important to notice that while the technical design of the healthcare informa-
tion system (the taxonomy) remains the same, what is different is the ontological comprehension 
of the system, which divert. We can say with the words of Mol16 that the ontology of the Danish 
General Practitioners Database is not given in the order of things, but instead “ontologies are 
brought into being, sustained, or allowed to wither away in common, day-to-day, sociomaterial 
practices.” We find that the research agenda ontology is based on the value scheme of quality in 
research on medical practices, while the governmental agenda ontology is based on the value 
scheme for control and expanding the quality assurance to a wider national perspective. As such, 
what we conceptualize as an ontology is not simply discourses or social worlds but fundamental 
ideas of what counts. However, ontologies are not stable entities, instead they are dynamically 
changing in-use, and practices which are part of defining the ontologies come from the practices 
in-use by which the infrastructure becomes infrastructured.18 Infrastructuring is the practices by 
which the infrastructure is enacted and how this enactment shapes the nature of the infrastructure. 
Ontologies stipulate the classification of what can be included and what is excluded and thus 
makes the inertia of the infrastructure. Hence, ontology building is an important activity when 
designing IT systems for data collection and is basically the act of systematizing knowledge from 
a certain domain defined by experts and allowing for reuse of the information by different fields.19 
Interestingly, by allowing for reuse by other actors, the ability for others to take part in actively 
reshaping the data is also introduced. Decisions on what to include or exclude is not based on clear-
cut categorization; instead, participants continuously negotiate these decisions. In healthcare, there 
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are several examples of how important decisions about categorizations are taken without including 
the healthcare practitioners who are most affected by it, for example, categorization embedded 
within electronic triage systems.20,21 When we examine the transformation of the Danish General 
Practitioners Database, we must explore the ways in which infrastructuring activities in practice 
transform the ontology of the categorization, keeping in mind the multiple layers and complexities 
of the infrastructure.8,22 Exploring the transformation of the ontology in the database, we must pay 
attention to the multiple practices of infrastructuring which become embedded within the catego-
rization and how these manage or fail to coexist across different social worlds and agendas.

The sustainability of an information infrastructure draws on many resources both technical 
and social to evolve and endure—craving for perpetual actions to be taken.23 Furthermore, the 
sustainability of an information infrastructure is a continual process of maintaining infrastructural 
relationships—among people, organizations, and technologies—while withstanding temporal 
change.24 In time an information infrastructure may increase in value as it connects to other sys-
tems and infrastructures,24 subsequently creating interdependencies in-between local and global 
users and technologies.25 To survive the wear and tear of time, an information infrastructure must 
evolve and adapt to environmental change and new demands to ensure its use and relevance, 
locally and globally.24 Thus, in sustaining an infrastructure the distinction between local and global 
becomes morphed into one, and the interdependency in-between the two becomes blurred and dif-
ficult to separate.25 Therefore, when we explore the ways in which the Danish General Practitioners 
Database become sustainable over time, we must examine the relation between the sustainability 
and the morphed dependencies, which emerge when new actors are introduced.

The notion of synergy is laden with the idea of positive alignment between actors.26 Achieving 
synergy between multiple actors is important for designers and users of infrastructures in health-
care since synergy in systems connects dispersed actors increasing possibilities for collaboration. 
We will explore the ways in which alignment work and leveraging are produced in our case, paying 
attention to costs and benefits of such synergies for the information infrastructure. Furthermore, 
the process of alignment work and leveraging may be seen as a complex path of transfer from 
across diverse entities and ontologies. This process of transfer may affect technologies but also 
social, cultural, and organizational practices.27 Additionally, transfer has a tendency to spawn con-
flicts, new challenges, and constituencies among its stakeholders.27 This tension may be viewed as 
a consequence of an infrastructure bumping up against competing organizational, political, or 
financial objectives, or incompatible technologies.27 Hence, the sustainability of an information 
infrastructure cannot be conceived in a vacuum decoupled from surrounding social, cultural, and 
historical events.23 Thus, we explore the ways in which past and future plans of actions create con-
flicts, at present, in-between actors threatening the sustainability of the Danish General Practitioners 
Database.

Ontological misalignment, unsustainable infrastructure, and 
misaligned synergies

Ontological misalignment

Each time new actors joined the Danish General Practitioners Database over the years, the pur-
pose and context was transformed. New actors took part in the infrastructuring practices and 
brought in their agendas. Initially, the enactment of the Danish General Practitioners Database 
concerned general practitioners providing health data for general practitioners with the sole agenda 
of improving in the professional context of general practice. For years, the main purpose of the 
infrastructure was to provide the general practitioners a complete overview of their patients and 
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enable them to continuously receive quality assurance reports. As such, making it possible for 
general practitioners to evaluate and improve not only their practice as whole but also the treatment 
quality of each patient. As explained by the director of the database,

What we do at Dak-E is quality development, with support for the patients but also for the general 
practitioners […] The most important quality development take place in general practice […] Our goal is 
to support this quality development through data. (Director of Dak-E, 15 April 2015)

However, this initial purpose changed as the health data were deemed valuable for broader 
research purposes than simply improving the general practice. The value was especially connected 
to the fact that the Danish General Practitioners Database became a place where general practi-
tioners collected and stored health data about the complete Danish population. The broader medi-
cal field hence recognized a huge potential for doing new research, for example, in developing new 
medicine or knowing about the effect of special treatments. While the general practitioners, being 
medical professionals, could clearly see the value of opening up the data for research, they also 
raised concerns about patient confidentiality as well as possible misuse; who would gain access to 
the data? What would the data be used for? After some debate surrounding these concerns, the final 
decision was to open up access to the data for broader research; however, the pharmaceutical 
industry was kept out entirely. Access to the health data was only given to less than a hundred 
smaller research projects on an aggregated level and only after the research project had gone 
through several validation steps first.28 After the addition of new actors, in the form of researchers, 
to the infrastructure, the infrastructuring practices of the database were transformed; however, the 
basic ontological structure remained the same. Thus, the general practitioners experienced no 
problematic changes to their daily practice of collecting data. After granting the research projects’ 
access to the data, the success and further expansion of the information infrastructure continued for 
several years, until a new actor wanted to be included. The new actor was the governmental entity 
of the Danish regions, which saw an opportunity to join the successful infrastructure for two rea-
sons. First, they wanted to create a more integrated primary and secondary healthcare sector allow-
ing an overall better treatment experience for the patients across the distributed healthcare 
organization in Denmark. Second, they wanted to gain more control over a somewhat autonomous 
primary care sector (general practitioners in Denmark) and obtain a tool, which could assist them 
to more closely monitor and control that work was done in accordance with protocol. While no one 
in Denmark would contest the first agenda, the second agenda turned out to be highly contested. 
As the former chief economist for the Danish regions expresses,

In their own perception, they [general practitioners] are the lords of their own mansion. However, it’s a 
misconception, when they believe no one controls them […] this is not how you run a healthcare sector, 
and especially not a public funded healthcare system as the Danish one. We [Danish citizens and 
government] need to know what we are getting for our money […]. (Former director and chief economist 
for the Danish Regions, 8 April 2015)

In the Danish regions attempt to gain access to the data, and in this process also actively changing 
the design and use of the Danish General Practitioners Database, to accommodate their agendas, 
they initiated negotiations with the General Practitioners Organization. In these negotiations, the 
Danish regions pushed to create a settlement agreement which instructed that it would be mandatory 
for general practitioners to provide information accordingly to the IT system, including the addi-
tional fields for data entry made by the regions to support their agenda of transparent governance. 
However, these negotiations broke down and the Danish regions in collaboration with the Danish 
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state decided to make data capture mandatory by law instead and hence the general practitioners 
could not directly contest or negotiate the change. So where it was previously a choice for the gen-
eral practitioners to record the data on their patients, it was now written into the law regarding the 
procedures for general practice.29 With this legal change to the information infrastructure, the ontol-
ogy of the information infrastructure was altered in crucial ways, since the purpose, use context, and 
infrastructuring practices were transformed dramatically. By introducing legal entities into the infra-
structure, the ontology was no longer for research, since by inviting in new actors they become part 
of reshaping the nature of the data and thus the ontology.19 Before the legal change, the ontology 
included classification only for healthcare research purposes supporting improvement of medical 
practices in the general practitioners’ domain and other aggregated research projects. After the legal 
change, the ontological structure of the database was now stretched to include governing and finan-
cial agendas. Where the infrastructure used to be for bottom-up research data collection for peers, it 
now emerged as a top-down governmental control mechanism with direct financial impact.

Unsustainable infrastructure

Numerous social, technical, and financial resources have been allocated to develop and sustain the 
Danish General Practitioners Database’s information infrastructure.10 As such, long-term sustainabil-
ity of the infrastructure was key already at the initiation of the system. As discussed earlier, the infor-
mation infrastructure has continuously transformed over time and survived expansions and adaptations 
related to research. Clearly, it was not shut down due to technical obstacles or technical integration 
across patchwork systems, which have been reported as reasons for lack of sustainability.30 When the 
ontology changed due to the introduction of a governance agenda to the system, the research data 
transformed into governance data, which shook the inertia of the installed base.18 The economic and 
financial restrictions now introduced to the system, impacted how the data were recorded, and thus 
also the basic nature of the data and the infrastructure. As a general practitioner explains,

I am sure there are errors [in the data]. It needs to go fast [when recording health data], as I cannot sit and 
philosophize over patients with for example diabetes, and then choose between 20 categories with or 
without related eye symptoms, it is not realistic […]. (General Practitioner, #1, 25 February 2015)

That healthcare data, through the introduction of new electronic systems introduces multiple data 
use purposes, is not a new phenomenon31 and prior research have documented problems of how 
secondary use of data impact the primary purpose of data collection.20 Interestingly, the synergy 
between research data and governance data was imagined as unproblematic by the Danish regions. 
They assumed that by joining the in-use information infrastructure for research data, they were able 
to get a tool for administrative governance of the distributed healthcare organization of the general 
practitioners. Changing the infrastructure by changing the legal foundation was seen as straightfor-
ward. The Danish regions used legal measures to join the infrastructure, and in turn the general 
practitioners used legal measures to fight this fundamental change of the systems’ ontology, subse-
quently shutting down the data capture activities. The growing tensions encountered by the general 
practitioners created skepticism toward the system. As described by a general practitioner,

It’s not like I don’t want order in my work, it should be done well and thoroughly, but the point is that it to 
some extent must be realistic and we are now in a situation where it in my opinion have lost its sense of 
reality which makes it [recording health data] untrustworthy and you lose faith in it, unfortunately, and 
then it pales that it could actually be good for quality assurance. (General Practitioner, #1, 25 February 
2015)
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Adapting new systems always include extra activities such as learning new coding schemes, 
standards, and technology-in-use practices.32 However, frictions toward the technical aspects of the 
system grew proportionally with the discussions of reusing data in different social worlds outside 
healthcare research. This was not a clash of interests derived from transferring technology or pro-
tocol from one domain to another; instead, it sparked from the general practitioners’ position to 
protect the integrity of the health data, the privacy of their patients, and the autonomy of their 
general practice from other interest groups and agendas. Allegedly, a growing number of general 
practitioners purposely began to miscode patient data cloaking it to protect their patients and prac-
tices from possible misuse. Interestingly, prior research have also found how healthcare practition-
ers purposefully use other types of “coding” in free text forms, when the IT systems risk jeopardizing 
the work flow of patients—for example, by writing “lost 20 kg” rather than suspicion of cancer.33 
The issue expressed by a general practitioner,

I am very reluctant when I fill in something and for example give the diagnose depression then I might 
write stress, overloaded, sad, or have used 27 handkerchiefs, instead. (General Practitioner, #2, 26 
February 2015)

The sustainability of the Danish General Practitioners Database information infrastructure 
became threatened by the growing uncertainty about context and the purpose of the database. Even 
if the governance agendas were removed from the system, the general practitioners would still be 
conscious in how they record data, since new top-down initiatives might be introduced in the 
future. When political agendas can force the transformation of the ontology of the infrastructure 
through law and regulations in this case, then it can be repeated again in other situations. This 
uncertainty jeopardizes the sustainability of the infrastructure because of potential future initiatives 
and motives, which might emerge and be forced upon the general practitioners.

Misaligned synergies

Synergy was not achieved. Instead, the general practitioners began to combat the new mandatory 
ontological understanding of the data for governance. In turn, this battle caused stagnation for the 
information infrastructure. Stagnation happens, when people resist required adaption, due to tech-
nological, legislative, or social reconfigurations, by referring to the ways in which the system privi-
leges one professional group over another.3 In our case, the loss of trust in the infrastructure caused 
by the legal changes made general practitioners create workarounds in their use of the system. To 
safeguard the privacy of information regarding their patients ensuring confidentiality, they omitted 
critical information or wrote it in non-searchable free text rather than selecting pre-defined classi-
fications and diagnoses. As a general practitioner describe it,

If a person has an alcohol problem we can always just give him his medicine under the table. (General 
Practitioner, #3, 9 March 2015)

Workarounds were not developed due to time constraints or changed procedures of the IT system, 
but rather as a deliberate act. By documenting information in this way, or by simply omitting it com-
pletely, the general practitioners—dissatisfied with the government’s access to what they perceived 
as their confidential data—successfully worked around the governance agenda. When the general 
practitioners were fighting against the information infrastructure through workarounds; the data 
which theoretically could serve multiple purposes, ended up with ironically not being able to serve 
either. We thus argue that creating synergy between the general practitioners and the Danish regions, 
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using the Danish General Practitioners Database as a tool for sharing and collecting data, is not  
a viable approach and conceivably the main reason for the dispute. It was not possible for the infor-
mation infrastructure to bridge across conceptually diverse social worlds, which fundamentally build 
upon very opposite ontological concerns (research data or governance data). Forcing synergy thus 
risks losing important tacit and contextual data for both parties. In this way, insisting on synergy the 
very nature and purpose of what both partners try to achieve might be lost. We have a lockdown situ-
ation of reverse synergy within the information infrastructure. Reverse synergy is the effect when the 
effort needed to align diverse actors creates enough cracks in the inertia in a given information 
infrastructure, erodes enough social capital, or in other ways require an amount of alignment work, 
articulation work, or other types of coordination that outweighs the additional value gained from 
including the actors in the first place. To mitigate the negative effects of the reverse synergy, which 
have emerged in the dispute of the Danish General Practitioners Database, it might require less 
integration rather than more alignment. Our empirical data demonstrate that even though the collabo-
ration across different social worlds and fundamentally different ontologies might theoretically create 
additional value for all; in some cases, it will create no value at all.

Reverse synergy

While we agree with Berg,34 that what counts as success in healthcare information infrastructures 
is tricky to define; we would argue that the Danish General Practitioners Database was a success-
ful information infrastructure, which then ended up as a total failure due to reverse synergy. Our 
concept of reverse synergy is challenging the dominant idea in contemporary information infra-
structure literature concerning healthcare, where studies continuously argue how adding new 
actors adds new potential value, and where failures are often seen as misalignment between actors, 
which could have been mitigated.4,5 We argue that in our case the situation was not about lack of 
alignment, but rather the underlying concern held by core actors related to the uncertainty for how 
fundamentally incompatible agendas were introduced. Our case demonstrates that connecting new 
actors uncritically to an information infrastructure can have serious consequences for the existence 
and further development of it. Clearly, information infrastructures transform over time, and we do 
not argue for isolation and closure. Rather, we bring to the surface how potential conflicts about the 
ontological structure of an infrastructure introduced through political measures; encourage key 
participants to resist. In our case, resistance came in terms of a lawsuit and local workarounds 
fighting what was seen as political strong agendas forced top-down, but in other cases resistance 
might take different forms, which is why future research should investigate similar cases in other 
parts of the world such as the United Kingdom35 and Scotland.36 In turn, by comparing and analyz-
ing multiple cases, we might then be able to identify strategies of how to avoid reverse synergy. 
Our purpose is not to suggest strategies for reducing risks of resistance. Rather, our case demon-
strates costs of reverse synergy being corrosive to the ontological inertia initially built into the 
infrastructure. Our article unpacks the oft-missed cost of misaligned actors and conveys the funda-
mental idea that adding new actors, agendas, or purposes risk having serious consequences for 
existing successful information infrastructures.
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Introduction

Hodgkin’s lymphoma (HL) is a haematological malignancy accounting for about 10 per cent of all 
lymphoma cases in Western countries.1,2 HL is composed of two distinct disease entities: classical 
HL, which accounts for about 95 per cent of the whole disease burden and is characterized by the 
presence of malignant multinucleated giant Reed–Sternberg cells, and nodular lymphocyte pre-
dominant HL, characterized by a neoplastic population of larger cells with folded lobulated nuclei.3

In the last decades, advances in radiation treatments and chemotherapy have greatly increased 
the survival rates of HL patients. Nonetheless, up to date, about 5–10 per cent of them are refrac-
tory to initial treatment and 10–30 per cent will relapse despite having achieved an initial complete 
remission.4

IPS (International Prognostic Score) is a prognostic index based on the combination of seven 
recognized prognostic factors for HL (namely, age ⩾45 years, stage IV, male sex, white blood 
count ⩾15,000 cells/mL, lymphocyte count <600 cells/mL, albumin < 4.0 g/dL, haemoglobin 
< 10.5 g/dL).5 IPS was demonstrated to be predictive of the patient outcome in multivariable analy-
sis. For instance, patients with five or more factors were found to have a 5-year progression-free 
survival of 42 per cent, while patients with non-negative prognostic factors had an 84 per cent prob-
ability of being free from progression at 5 years from diagnosis.5 However, despite the quite good 
performance of IPS, the identification of new prognostic variables for HL patients is highly desir-
able to potentially increase patient survival and reduce treatment toxicity.4 For this purpose, numer-
ous studies have been carried out in the last few years and many new putative prognostic markers 
have been identified.6,7 Among such studies, a large microarray experiment identified a set of 271 
genes differently expressed between relapsed and non-relapsed patients.8 Furthermore, the same 
study was able to associate a macrophage gene expression signature with primary treatment fail-
ure, even if this latter finding was questioned by further investigations.9,10

This study is aimed at evaluating the performance of a set of supervised machine learning tech-
niques, including the recently proposed Logic Learning Machine (LLM) method, in predicting the 
prognosis of HL patients using clinical and gene expression data from the large data set by Steidl et al.8

Materials and methods

Database description

Data were downloaded from GDS4222.soft, a microarray database stored in the GEO repository11 
at http://www.ncbi.nlm.nih.gov/sites/GDSbrowser?acc=GDS4222. Data included information 
from 130 samples of classical HL and 54,675 gene expression features.8

Table 1 describes patient characteristics available in GDS4222.soft. Clinical and demographic 
variables included the following: relapse at any time after therapy (n = 38, 29.2%), gender (male: 
56.2%; female: 43.8%), stage at diagnosis (Stage I: 12.3%; Stage II: 51.5%; Stage III: 22.3%; 
Stage IV: 13.8%) and IPS. This latter was aggregated into two categories, according to Steidl 
et  al.8: high score, corresponding to IPS > 3 (24.6%), and low score, associated with IPS ⩽ 3 
(75.4%). More details about patient selection, characteristics at diagnosis, assessment of disease 
status, primary line treatment, and methods for gene expression analysis, including data pre-pro-
cessing and normalization, have been reported elsewhere.8

Supervised data mining methods

A set of supervised learning machine techniques was selected in order to predict HL patient prog-
nosis. They included three common methods based on black-box algorithms (k-nearest neighbour 

http://www.ncbi.nlm.nih.gov/sites/GDSbrowser?acc=GDS4222
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classifier, kNN; Artificial Neural Network, ANN; and Support Vector Machine, SVM) and two 
methods based on intelligible threshold-based rules (Decision Tree, DT, and the innovative LLM 
method). Standard classification based on the IPS score was also performed. The probability of 
relapse at any time after therapy was considered as the outcome, while all the available variables 
were used as input data. Accuracy measures included the total proportion of correctly classified 
samples (total accuracy) and the proportion of correct classifications among both relapsed (sensi-
tivity) and non-relapsed patients (specificity).

In order to control the overfitting bias, accuracy estimates of each supervised analysis were 
obtained by cross-validation. Due to the rather small sample size of our data set, the leave-one-out 
procedure was adopted.12 Finally, a comparison between the set of intelligible rules generated by 
LLM and DT was also performed.

All the analyses were carried out by using Rulex Analytics, a software suite developed and com-
mercialized by Rulex Inc (http://www.rulex-inc.com).

kNN

Consider a training set S including n input–output pairs (xj, yj), with j = 1,…, n, where the output 
value yj can be one of q possible classes, labelled by an integer Ai with i = 1,…, q. To classify any 
subject, described by an input vector x, the nearest k samples (with respect to x) in the training set 
S, according to a suitable distance measure, are considered. Then, the subject x is associated with 
the class Ai that characterizes the majority of the k-nearest samples.13

In the present investigation, the set of values {1, 3, 5} was adopted for k and the standard Euclidean 
distance was employed, after having normalized the components of the input vector x to reduce the 
effect of biases possibly caused by unbalanced domain intervals in different input variables.

ANN

ANN is a connectionist model formed by the interconnection of simple units, called neurons, 
arranged in layers. The first layer receives the input vector x, whereas the remaining layers receive 

Table 1.  Demographic and clinical characteristics of 130 patients with Hodgkin’s lymphoma included in 
the analyses.

Patient characteristics N %

Gender
  Males 73 56.2
  Females 57 43.8
Ann Arbor stage at diagnosis
  I 16 12.3
  II 67 51.5
  III 29 22.3
  IV 18 13.8
International Prognostic Score
  Low (⩽3) 98 75.4
  High (>3) 32 24.6
Follow up status after treatment
  Relapse 38 29.2
  No Relapse 92 70.8

http://www.rulex-inc.com
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their inputs from the previous one. Each neuron computes a weighted sum of the inputs and applies 
a proper activation function to obtain the output value that will be propagated to the following 
layer. The last layer produces the output class y to be assigned to x. Weights for each neuron form 
the set of parameters for the ANN and are estimated by suitable optimization techniques.13

In this study, one intermediate layer was used, and the number of hidden neurons was allowed 
to vary from one to three. The nets were trained by means of the Levenberg–Marquardt version of 
the back propagation algorithm.13

SVM

SVM is a non-probabilistic binary linear classifier based on the identification of an optimal hyper-
plane of separation between two classes. Given a training set, the classifier selects a subset l of 
input vectors xj in the training set S, called support vectors, and their corresponding outputs yj ∈ 
{−1, 1}. The class y for any input vector x is given by

y y K b
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where the coefficients αj and the offset b are evaluated by the training algorithm.
K(·,·) is a kernel function used to perform a non-linear classification by constructing an optimal 

hyperplane in a high dimensional projected space. Both a linear and a radial basis kernel function 
were tested on the GDS4222.soft data set. As it will be shown in the following section, in this case 
the linear kernel (which produces a linear classification) proves to be more robust with respect to 
overfitting. This is due to the fact that the classification problem is unbalanced (38 patients relapsed, 
while 92 did not), and moreover, the number of input attributes for classification far exceeds the 
number of training samples. The training algorithm was performed using the LIBSVM library, 
which is featured by the Rulex Analytics software.

DT

A DT is a graph where each node is associated with a condition based on an attribute of the input 
vector x (e.g. xi > 5) and each leaf corresponds to an assignment for a specified output class. By 
navigating from a leaf to a root, a simple intelligible rule can be easily identified.13 DT is generated 
by adopting a ‘divide-and-conquer’ approach that provides disjoint rules. At each iteration, a new 
node is added to the DT by choosing the condition that best subdivides the training set S according 
to a specific measure of goodness.

In the present investigation, the information gain IG (also called ‘the smallest maximum 
entropy’) was employed as goodness indicator function. In more detail, given a set Q and a parti-
tion in q subsets Q1,…, Qq, the information gain of Q with respect to the partition { , }Q Qj  is 
defined by
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In our study, q = 1 identifies the subset of non-relapsed patients and q = 2 the subset of relapsed 
ones.

Finally, the pessimistic error pruning technique was adopted to reduce the complexity of the 
final DT and to increase its generalization ability. Briefly, let p be the error rate associated with a 
node s in a DT; all nodes and leafs below s are erased if the error p–s associated with the node 
immediately below s exceeds the following quantity

+
−( )

1 96
1

.
p p

n

where n represents the number of samples to be classified at the node r.14

LLM

LLM is an innovative method of supervised analysis based on an efficient implementation of the 
Switching Neural Network model,15,16 which is associated with a classifier g(x), described by a set 
of intelligible rules of the following type: if ‹premise› then ‹consequence›. The ‹premise› state-
ment represents a logical product (AND) of conditions on the components of the input vector x and 
‹consequence› provides a class assignment for the output y.

The general procedure employed to train an LLM passes through the following steps:

1.	 Discretization. Continuous and integer variables are properly discretized to reduce their 
variability, thus increasing the efficiency of the training algorithm and the accuracy of the 
resulting set of rules.

2.	 Binarization. Nominal and (discretized) ordered variables are coded into binary strings by 
adopting a suitable mapping that preserves ordering and distances.

3.	 Logic synthesis. Starting from the binarized version of the training set S, which can be 
viewed as a portion of a truth table, reconstruct the and–or expression of a consistent 
monotone Boolean function.

4.	 Rule generation. Transform every logical product of the and–or expression into an intelli-
gible rule.

A valid and efficient way of performing Step 1 consists in adopting the attribute-driven incre-
mental discretization (ADID),17,18 which reduces the complexity of the input vector x while pre-
serving the information included in the training set S concerning class discrimination. For each 
continuous or discrete input attribute, ADID is able to find a collection of separating points that 
lower its variability while maintaining its classification power. The core of ADID consists of an 
incremental algorithm that adds iteratively the cut-off scoring the highest value of a proper quality 
measure based on the capability of separating patterns of different classes. Smart updating proce-
dures enable ADID to efficiently get an optimal discretization. Usually, ADID produces a minimal 
set of cut-offs for separating all the patterns belonging to different classes.16

Then, the (inverse) only-one coding15 is adopted at Step 2 to transform the training set S into a 
collection of binary strings that can be viewed as a portion of the truth table of a monotone Boolean 
function. Here, for each (binarized version of a) pattern x in S, the output is the class y, possibly 
coded in binary form if there are more than two classes.

To ensure a good generalization ability, the logic synthesis (Step 3) is performed via an opti-
mized version of the Shadow Clustering (SC) algorithm,16 a proper technique for reconstructing 



Parodi et al.	 59

monotone Boolean functions starting from a partially defined truth table. In contrast with methods 
based on a divide-and-conquer approach, SC adopts an aggregative policy, that is, at any iteration 
some patterns (coded in binary form) belonging to the same output class are clustered to produce 
an intelligible rule. A suitable heuristic approach is employed to generate implicants (rules) exhib-
iting the highest covering and the lowest error; a trade-off between these two different objectives 
generally leads to final models showing a good accuracy.

The training algorithm for LLM requires to define a single parameter ε, the maximum error that 
can be scored by each generated rule. In all our trials, we have used the value ε = 0.

Results

Table 2 resumes the performance of standard clinical classification in leave-one-out cross-valida-
tion, based on the IPS index, and that of the selected supervised methods. IPS correctly classified 
68 per cent of total patients, with 37 per cent sensitivity and 80 per cent specificity.

Among the three black-box methods, the best performance was achieved by SVM with linear 
kernel (global accuracy = 82%, sensitivity =55%, specificity = 92%). kNN with k = 1 also outper-
formed the standard clinical classification (global accuracy = 75%, sensitivity = 45%, specific-
ity = 87%), whereas models with higher k values showed a poor performance and, in particular, a 
very low sensitivity. With regard to ANN, the model with two hidden neurons shows the highest 
performance, which lies between that of IPS only and that of kNN (global accuracy = 72%, sensi-
tivity = 45%, specificity= 83%).

Among the two considered rule-based methods, LLM showed the best performance (global 
accuracy =70% vs 65% for DT), even if sensitivity was slightly lower (45% vs. 47%).

When the analysis was repeated on the whole data set, LLM selected 25 rules that included a 
minimum of two and a maximum of six conditions; the corresponding covering ranged between 
2.2 and 53.3 per cent.

Table 3 shows the rules generated by LLM after the exclusion of those with a low coverage 
(<20%). This restriction was made in order to reduce the effect of outliers, thus allowing a more 
reliable comparison with DT after the pruning procedure.

All the LLM rules included at least one clinical or demographic characteristic of patients. On 
the whole, LLM identified four features relevant for classification, all inversely associated with the 
occurrence of relapse (namely, MS4A3, RPS8, DMD and MUC5AC). With regard to clinical condi-
tions, advanced stages (3 and 4) were more often associated with relapse, but with some exceptions 
(e.g. rule 2, condition 1). IPS was included in only one rule (no. 6), and as expected, a low value 
corresponded to the absence of relapse. Finally, gender was included in 6 out of 13 rules. Among 
the four rules identifying relapsed patients, two included males (no. 10 and no. 12, respectively, 
condition 1), whereas females were never selected.

Figure 1 shows the classifier obtained by DT. Classification was performed by seven rules that 
involved gene expression only (namely, XIST, EPOR, GPR82, AV719529 and KIAA1430). A pre-
diction of relapse was associated with low values of XIST and GPR82 and high values of AV19529 
and KIAA1430.

Discussion

Despite advances in therapeutic treatment, about 20 per cent of HL patients eventually die, whereas 
a similar proportion is likely to be over-treated.8 The large availability of new potential tumour 
markers for HL prognosis, including genome-wide gene expression data, might contribute to the 
improvement of the performance of IPS in predicting patient survival.7,8,19
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Many supervised methods of data analysis are available to exploit and combine information 
from new tumour markers and clinical prognostic factors. In particular, ANN, kNN and the more 
recent SVM have shown a high accuracy in predicting survival of cancer patients when applied to 

Table 2.  Comparison between standard clinical classification by IPS score and the selected methods of 
supervised analysis in leave-one-out cross-validation.

Classification method Global accuracy Sensitivity Specificity

  N % N % N %

Standard clinical classification
  IPS 88 67.7 14 36.8 74 80.4
Black-box methods
  kNN
    k = 1 97 74.6 17 44.7 80 87.0
    k = 3 84 64.6 7 18.4 77 83.7
    k = 5 90 69.2 6 15.8 84 91.3
  ANN
    One hidden neuron 92 70.8 17 44.7 75 81.5
    Two hidden neurons 93 71.5 17 44.7 76 82.6
    Three hidden neurons 91 70.0 13 34.2 78 84.8
  SVM  
    RBF kernel 92 70.8 0 0.0 92 100
    Linear kernel 106 81.5 21 55.3 85 92.4
Rule-based methods
  DT 85 65.4 18 47.4 67 72.8
  LLM 91 70.0 17 44.7 74 80.4

kNN: k-Nearest Neighbour classifier; ANN: Artificial Neural Network; SVM: Support Vector Machine; RBF: Radial Basis 
Function; LLM: Logic Learning Machine; DT: Decision Tree; IPS: International Prognostic Score; N: number of patients 
correctly classified.

Table 3.  Classification rules identified by the Logic Learning Machine on the whole data set.

No. Relapse Condition 1 Condition 2 Condition 3 Condition 4 Covering %

1 No Stage 1 or 2 MS4A3 > 1.729 MUC5AC > 2.701 – 53.3
2 No Stage 3 MS4A3 > 1.729 RPS8 > 11.432 – 51.1
3 No Stage 2 or 4 RPS8 > 11.432 MUC5AC > 2.701 – 40.2
4 No Female gender MS4A3 > 1.729 – – 38.0
5 No Stage 1 or 2 RPS8 > 11.432 DMD > 1.989 – 34.8
6 No MS4A3 > 1.729 DMD > 1.989 MUC5AC > 2.701 Low IPS 34.8
7 No Male gender Stage 2 MUC5AC > 2.701 – 29.3
8 No Female gender Stage 3 DMD > 1.989 – 27.2
9 No Male gender Stage 3 RPS8 >11.432 MUC5AC > 2.701 26.1
10 Yes Male gender Stage 3 or 4 MUC5AC ⩽ 2.701 – 26.3
11 Yes Stage 2 or 4 MS4A3 ⩽ 1.729 MUC5AC ⩽ 2.701 – 26.3
12 Yes Male gender Stage 1 or 4 RPS8 ⩽ 11.432 – 21.1
13 Yes Stage 3 RPS8 ⩽ 11.432 DMD ⩽ 1.989 MUC5AC ⩽ 2.701 21.1

IPS: International Prognostic Score.
The 13 out of 25 rules with at least 20 per cent of covering are shown.
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gene expression data in many different clinical settings.20–26 However, such algorithms are usually 
referred to as ‘black-box’ methods since classification is made through a mathematical formula 
that makes it difficult to evaluate the biological and clinical role of variables included in the analy-
sis. Conversely, algorithms based on intelligible threshold rules, like DT and the recently proposed 
LLM, can provide useful information for a better understanding of tumour biology and for address-
ing therapeutic approaches.18,23

The good performance of LLM compared to that of common supervised techniques was dem-
onstrated in a set of biomedical studies.18,27,28 However, different from DT,20–29 LLM has been 
never applied for classification purposes to large databases of highly correlated features, such as 

Figure 1.  Classification obtained by DT on the whole data set. Percentages indicate the covering of each 
rule.
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microarray gene expression data. In this study, in agreement with results from previous investiga-
tions, LLM showed a performance quite similar to that of some common competing black-box 
methods (ANN and kNN), but lower than that of SVM.

LLM outperformed DT and was able to combine information from clinical variables with 
expression values from a small panel of selected genes. In particular, stage and gender were in 
some cases associated in the same rule, but never associated with IPS (Table 2). Since IPS is con-
structed using clinical variables that also include stage and gender,5 this finding suggests that LLM 
tends to reject redundant information. Furthermore, a low IPS score, a low stage at diagnosis and 
female gender were more often associated with a good prognosis, in agreement with knowledge 
from previous investigations.5

Taken together, these results suggest that the combination of clinical data and gene expression 
features could provide useful information for assessing the prognosis of HL patients. This observa-
tion is in agreement with previous studies on different malignancies, indicating that clinical infor-
mation can enrich microarray data in identifying a suitable classifier for the prediction of cancer 
survivability.23,30,31

Gene expressions selected by LLM were all different from those identified by DT, and they also 
differed from the 30 most relevant features identified by the original analysis. However, MUC5AC 
and EPOR were also included into the complete list of differentially expressed genes reported by 
Steidl et  al.8 The four genes identified by LLM were all under-expressed in relapsed patients. 
MS4A3 (membrane-spanning 4-domains subfamily A member 3) is localized in 11q12 and encodes 
a membrane protein probably involved in signal transduction.32 Interestingly, MS4A3 belongs to 
the same membrane-spanning 4-domains gene subfamily of MS4A4, which was recognized to be 
associated with HL prognosis in previous investigations.33 RPS8 is localized in 1p34.1-p32 and 
encodes a ribosomal protein that is a component of the 40S subunit.34 DMD (dystrophin) locates at 
Xp21.2 and is a highly complex gene, containing at least eight independent, tissue-specific pro-
moters and two polyA-addition sites.35 Finally, MUC5AC is located in 11p15.536 and encodes for a 
protein (mucin) involved in secretion of gastrointestinal mucosa.

With regard to DT, genes with a known function (http://www.ncbi.nlm.nih.gov/gene) include 
the following: XIST (X inactive specific transcript), which is a non-coding gene located in Xq13.2, 
involved in the inactivation of X chromosome in human females,37 and EPOR, located in 19p13.3-
p13.2, which encodes an erythropoietin receptor.38 Moreover, GPR82, localized in Xp11.4, encodes 
for a protein with unknown function but is a member of a family of proteins that contain seven 
transmembrane domains and transduce extracellular signals through heterotrimeric G proteins.39 
Interestingly, partly consistently with our observation of a higher relapse probability among sub-
jects with low XIST expression, XIST was demonstrated to activate apoptosis in T lymphoma cells 
via ectopic inactivation of the X chromosome.40 In our data, XIST was strongly overexpressed 
among females (data not shown), thus potentially providing a new insight about the biological 
mechanism at the basis of the better prognosis commonly observed among females.

Results of our study may be prone to some limitations. In particular, we selected the GDS4222 
data set because, at least to our knowledge, it was among the biggest publicly available gene 
expression databases including information about prognosis of HL patients. However, as a whole, 
its sample size (130 patients, including 38 relapsed) was too small to allow drawing definitive 
conclusions, and all findings reported in our study need confirmation by other independent inves-
tigations. Furthermore, sensitivity of any applied method (including SVM) was unsatisfactory 
(<60%). In fact, in the presence of unbalanced outcomes, as in our study, rules extracted from LLM 
can be weighted to improve their accuracy.17 According to this property, we tried to reclassify a 
posteriori the patients under study by assigning a 1:10,000 weight in favour of relapsed outcome, 

http://www.ncbi.nlm.nih.gov/gene
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but also in this further analysis sensitivity never achieved 60 per cent (data not shown), pointing out 
that the limit of 60 per cent for sensitivity is difficult to be exceeded for any of the considered 
methods. The lack of potentially relevant clinical information (e.g. absolute lymphocyte count, age 
at diagnosis and first line treatment) and the poor measure of the outcome, which did not include 
time-to-event values, could have contributed to lowering the sensitivity of our study. Moreover, we 
performed all the analyses without applying any pre-filtering technique to the data under study. 
Previous investigations have demonstrated that the performance of supervised methods can be 
enhanced by applying pre-filtering and feature selection methods, which can reduce overfitting.41–43 
Their effect on LLM classification has not been investigated yet.

Conclusion

LLM provided simple intelligible rules that could contribute to the knowledge of HL biology and 
to address therapeutic approaches by combining clinical information and gene expression data.

The role of genes identified by both LLM and DT in the clinical course of HL patients should 
be investigated in further studies. In particular, the higher expression of XIST in patients with a 
good outcome and among females might be related to the still unknown factors favouring the better 
prognosis of female patients with HL.
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Abstract
The evolving field of persuasive and behavior change technology is increasingly targeted at influencing 
behavior in the area of health and wellness. This paper provides an empirical review of 16 years (85 papers) 
of literature on persuasive technology for health and wellness to: (1.) answer important questions regarding 
the effectiveness of persuasive technology for health and wellness, (2.) summarize and highlight trends in 
the technology design, research methods, motivational strategies, theories, and health behaviors targeted 
by research to date, (3.) uncover pitfalls of existing persuasive technological interventions for health and 
wellness, and (4.) suggest directions for future research.
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Introduction

Persuasive Technology (PT) are interactive systems designed to aid and motivate people to adopt 
behaviors that are beneficial to them and their community while avoiding harmful ones. The use of 
PT, aimed at bringing about desirable change by shaping and reinforcing behavior and/or attitude 
is growing in virtually all areas of health and wellness. Over the past decade, several PT have been 
developed targeted at impacting one or more aspects of health and wellness. These technologies 
can broadly be classified into two main category: PT for health promotion and prevention and PT 
for disease management.1,2 PT for health promotion and prevention are targeted at behaviors under-
taken by individuals for the purposes of preventing illness, detecting early illness symptoms, and 
maintaining general wellbeing.3 Examples include being physical activity,4–6 healthy eating,7–9 
smoking cessation,10,11 avoiding risky sexual behavior and unwanted pregnancy,12,13 and dental 
health.14–16 PT for disease management help patients improve health-related self-management 
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skills such as teaching them how to manage certain illnesses, helping them comply and adhere to 
treatment directives.17 Each of these health behavior domains has attracted considerable attention.

There is an increasing interest and investments in developing and using technology to promote 
health and wellness by various stakeholders including health and wellness researchers and practi-
tioners, technology designers, and public health and government agencies. Therefore, it is neces-
sary to conduct an empirical review to reevaluate and uncover important trends, best practices, 
gaps, and opportunities for improvement. In addition, research on this topic is fragmented, using 
many different approaches, methods and concepts. A literature review can help bring these dispa-
rate sources together.

Thus, in this paper, we present an empirical review of 16-years (from 2000 to 2015) of PT stud-
ies across various health and wellness domains with the aim of: (1.) answering important questions 
regarding the effectiveness of persuasive technology for health and wellness; (2.) highlighting and 
summarizing emerging trends in the technological intervention design, research method, target 
health behavior, use of motivational strategies and behavior theories – which is important in guid-
ing and setting roadmap for subsequent research agenda; (3.) uncovering pitfalls of existing PT 
interventions for health; and finally, (4.) suggesting directions for future research. This review 
serves as a reference for future research in this area, providing a comprehensive overview that will 
be a useful starting point for anyone interested in an overview of persuasive technology for health 
and wellness by systematically analyzing and categorizing the scattered research effort in this area 
under useful headings and highlighting the merging trends.

Materials and methods

As our goal is to systematically analyze persuasive technology in the health domain, we employed 
quantitative content analysis, a technique which enables comparison, contrast, and categorization 
of data according to different themes and concepts.18 This entails collecting data in a rigorous way, 
paying special attention to the objectivity of the results.

For our literature search, we used the Elsevier Scopus database as our first data source with the 
search terms “Persuasive Health Technology”, “Persuasive Technology and Health”, “Behavior 
Change Technology and Health” “Persuasive Technology”, “Technology and Health Interventions”. 
Scopus is the largest abstract and citation database of peer-reviewed literature.19 We also searched 
PubMed, EBSCOHost, Springer, the ACM Digital Library, IEEE Xplore, and Google Scholar with 
the same search term. This ensures good coverage of technological health interventions across 
various fields including Human-Computer Interaction (HCI), medical and health informatics, 
health information systems, and other related research field. Finally, we scanned through the refer-
ence lists of the included studies to find further potentially relevant studies. The search resulted in 
1842 unique titles, of which 544 articles were deemed relevant following a title examination. After 
the abstracts of each article were reviewed, a total of 85 articles that were published from 2000 to 
2015 are included in this analysis. We included only articles that discussed the design and evalua-
tion of new PT for health and wellness or an evaluation of existing PT for health and wellness and 
are published in English. We also excluded papers describing the design and development of PT for 
health without an evaluation. The study identification process is as summarized in Figure 1.

Analysis and coding scheme

In the second stage of the review, we coded the articles. To achieve this, we iteratively developed a 
coding sheet for analyzing PT, see Table 1. Next, we went through each of the articles and classified 
their data using the coding sheet. The coding sheet included the following parts (see Table 1):
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Results

The analysis of existing PT for health and wellness revealed some interesting insights and trends. 
Below we present our findings under various categories including: evaluation outcome, employed 
technology platform, persuasive and motivational strategies, behavior theories, targeted behavior 
domain, theory, strategy, and outcome mapping. The detailed summary of all the reviewed studies 
is presented in the Appendix.

Persuasive health technology by year and country

As shown in Figure 2, a relatively large proportion of empirical studies of PT for health and well-
ness are published after 2005 compared to before 2005. However, there was a big jump starting in 

Figure 1.  Included study identification process.

Table 1.  Persuasive technology classification and analysis coding scheme.

S/N Identification Name, author(s), year, publication venue

1 Targeted (Health) Domain Physical activity, Eating, smoking, etc.
2 Technology Web, mobile, games, desktop applications, etc.
3 Duration of Evaluation Hours, Days, Weeks, Months, and Years.
4 Behavior Theories Theories Employed in the PT design or evaluation
5 Motivational Strategies Motivational affordance employed in PT design
6 Evaluation Method Quantitative, Qualitative, and Mixed.
7 Targeted Age group Children, Adults, Elderly, etc.
8 Number of Participants Number of participants involved in the evaluation.
9 Study Country Country where the study was conducted.
10 Targeted behavioral or 

psychological outcome
Behavior, Attitude, Adherence, etc.

11 Findings/Results Whether successful or not.
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2005, and after that it has been relatively stable, despite some year to year fluctuation. It is impor-
tant to highlight that although the year 2015 seems to have the least number of studies since 2005 
(Figure 2), it is probably because the study was completed halfway through 2015, with many of the 
publications for the year still pending.

As shown in Figure 3, the studies were conducted in 21 different countries with the USA leading 
the list with a total of 38% of all the studies. USA is followed by the Netherlands with 19%. Taiwan 
is in the third place with a total of 6% and Finland and Japan are the fifth place, having 5% each of 
all the studies.

Evaluation outcome: does persuasive health technology work? Effectiveness of 
persuasive health technology

Figure 4, summarizes the reported results from the evaluation of the PT for health and wellness 
reviewed in this paper. Of the 85 reviewed studies, 64 (75%) reported fully positive outcome from 
using the PT to impact specified health behavior. Fourteen studies (17%) reported results partially 
positive – a combination of positive with negative or no effect results. Only 7 (8%) of all the stud-
ies were unsuccessful at achieving their intended persuasion objective – finding negative results, 

Figure 2.  Persuasive technology for health and wellness trend by year.

Figure 3.  Persuasive technology for health and wellness trend by study country.
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no positive results, or no results at all.20 The results of the effectiveness of PT for health and well-
ness are detailed in Table 2.

Technology platforms for persuasive technology

Figure 5 summarizes the major technology platforms employed by PT for health and wellness 
designers. The most frequently employed technology platforms emerged to be mobile and 
handheld devices with a total of 27 (28%). It is followed by games with 16 (17%). Games 
category included all the studies that delivered their PT interventions in the form of games 
irrespective of whether the game is mobile-based, web, or runs on a stand-alone desktop. In 
addition, persuasive implementations on the web and social networking sites are common 
among the studies reviewed. Ambient and public display is the least frequently employed 
platform with 5(5%).

Persuasive strategies and motivational affordance employed

The reviewed studies employed several persuasive strategies and motivational affordances to bring 
about the intended persuasion outcomes. Table 3 shows the prevalent motivational affordance and 

Figure 4.  Summary results of the effectiveness of persuasive technology.

Table 2.  Detailed results of the effectiveness of persuasive technology.

Outcome Study Total % overall

Positive [5]–[9], [12]–[17], [21]–[70] 64 75%
Partially Positive [10], [11], [71]–[82] 14 17%
Negative or others [15], [83]–[88]   7   8%

Figure 5.  Persuasive technology platforms.
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persuasion outcome. Tracking and monitoring is the most frequently employed strategy (with a 
total of 34 studies), followed by feedback (28). It is important to note that approximately 80% of 
the reviewed studies employed more than one motivational strategy (see the Appendix) and are 
categorized accordingly. Some of the studies did not specify their strategy.

Behavior theories employed

Examining behavior change theories employed reveals that more than half of all the studies 
reviewed (55%) are not informed by any theory or did not specify the theories that inform their PT 

Table 3.  Persuasive strategies/motivational affordances by Persuasion Outcome.

Motivational strategies/
affordances

Studies with positive result Studies with 
partially 
positive result

Studies with 
negative result 
or others

Total

Tracking and monitoring [4], [6], [8], [14], [21], [22], [27], 
[29], [33]–[38], [46]–[50], [55], 
[56], [58], [60], [62], [67], [70], 
[89]

[10], [73], 
[75], [79]

[15], [85], [86] 34

Audio, Visual and Textual 
Feedback

[4], [6], [7], [9], [14], [16], [27], 
[29], [30], [37], [43], [46], [48], 
[50], [65]–[67], [69]

[11], [71], [72] [15], [83]–[85], 
[87], [88]

28

Social support, sharing, 
and comparison

[22], [24], [25], [27], [30], [41], 
[32], [35], [44], [45], [46], [48], 
[53], [65], [66], [4], [21]

[75] [84], [88] 23

Persuasive messages, 
reminder, and alert

[22], [30], [34], [35], [37], [42], 
[49], [53], [55], [58], [60], [63]

[72]–[75], [77] [86], [87] 19

Reward, points, credits [6]–[9], [17], [25], [27], [30], 
[34], [38], [39], [47], [59], [61], 
[69]

[76] [15], [86] 17

Goal and Objectives [4], [6], [9], [22], [25], [46], [47], 
[57]

[75], [77], [79] [86] 13

Competition, 
leaderboards, ranking

[4], [17], [22], [34], [39], [41], 
[47], [52], [56], [62]

[88] 11

Tailoring, Personalization 
and customization

[12], [17], [38], [40], [68], [70] [72] [86] 8

Praise [14], [22], [24], [40] [78] [83], [86] 7
Cooperation and 
Collaboration

[4], [32], [47], [52] [81] 5

Virtual rehearsal and 
Simulation

[12], [24], [63], [69] 4

Emoticons and persuasive 
images

[15], [26], [33] 3

Progress [4], [6] [87] 3
Positive Reinforcement [6], [15] [78] [87] 3
Negative Reinforcement [8] [78] [87] 3
Suggestions and advice [5], [14] [72] 3
Video-based persuasion [23] 1
Not Specified [13], [28], [31], [51], [54], [64] [80], [82] 8
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intervention design, see Table 4. Even among the studies that specified the theories that informed 
their design, most of them only mentioned the theories without actually specifying how the theo-
ries informed the actual PT intervention design components and/or evaluation. Transtheoretical 
model of change (TTM) is the most frequently employed theory with a total of 13 (14%) studies. 
Most of the studies based on theories employed more than one theory or adapted constructs from 
more than one theory.

Targeted health behavior domain of persuasive technology by persuasion outcome, 
motivational strategies, and behavior theories

As can be seen from Figure 5 and Table 5, the PT for health and wellness reviewed in this paper 
fundamentally focused at imparting eight major health behavior domain, including physical activ-
ity, eating, dental health, disease management, smoking and substance use, sexual behavior, gen-
eral health, and others. “Others” consists of health behaviors that appeared less frequently (in all 
cases, only one study looked to the behavior) such as sleeping, and depression. Physical activity 
has attracted the most research interest, making up 38% of all the reviewed studies, followed by 
healthy eating with a total of 25%.

Table 4.  Behavior theories employed in persuasive technology design.

Theories Study Total

Transtheoretical Model [4], [6], [8], [9], [11], [25], [27], [30], [33], 
[57], [64], [72], [89]

13

Goal Setting Theory [15], [23], [75], [77], [79] 5
Social Conformity Theory [35], [57], [69] 3
Theory of Reasoned Action [21], [69] 2
Self Determination Theory [29], [54] 2
Unified Theory of Acceptance and 
Use of Technology

[26], [80] 2

Reinforcement Theory [15], [38] 2
Social Cognitive Theory [23] 1
Ego Depletion theory [31] 1
Premack’s principle [38] 1
Parallel Process Model [13] 1
Theory of Meaning Behavior [54] 1
Sexual Health Model [12] 1
Social Learning Theory [78] 1
Health Belief Model [69] 1
Theory of Planned Behavior [44] 1
Big Five Personality Theory [80] 1
Knowledge, Attitude, Behavior Model [9] 1
Cognitive Behavior Therapy [57] 1
Technology Acceptance Model [30] 1
Not specified [5], [7], [10], [16], [17], [22], [24], [28], 

[32], [34], [36], [37], [39]–[43], [45]–[53], 
[55], [56], [58]–[63], [65]–[68], [70], [71], 
[73], [74], [76], [81]–[88]

51
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Health behavior domain and persuasion outcome.  With respect to the persuasion outcomes, it is dif-
ficult to speak specifically to the domain specific effectiveness of PT for health and wellness 
because of the variability in the number of studies from each domain included in this analysis and 
other domain-specific factors that could influence the effectiveness of PT including the instantia-
tion and operationalization of the persuasive strategies and the duration of evaluation. However, 
based on the results from the analyzed studies, PT targeted at smoking and substance abuse related 
behaviors appear to be the least successful with respect to the effectiveness of PT at promoting the 
desirable change in the domain. All three studies (100%) on smoking and substance abuse analyzed 
only reported partially positive results – a combination of positive with negative or no effect 
results. This is followed by disease management with 60% of all the studies reporting either nega-
tive or partially positive results. On the other hand, PT targeting dental health and sexual behaviors 
seem to be the most successful with respect to the effectiveness of PT at promoting the desirable 
change in the domain. All the studies related to dental health and sexual behaviors (100%) ana-
lyzed reported positive results. For eating related behaviora, 91% of all the studies reported fully 
positive results while for physical activity, 75% of all the studies reported fully positive results. 
Similarly, 67% of all the studies related to general health reported fully positive results. Finally, for 
the “Others” category which consists of health behaviors that appeared less frequently in our study, 
73% of all the studies reported fully positive results. Figure 6 presents the comparative effective-
ness of PT by targeted health domain.

Health behavior domain and motivational strategies employed.  Some strategies were more frequently 
applied in one health and wellness domain than others. For example, tracking and monitoring is a 
common motivational and persuasive strategy in the physical activity and eating domain. As shown 
in Table 5, column 6, tracking and monitoring was employed 19 times and 7 times by PT targeting 

Figure 6.  Comparative effectiveness of PT by health domain.
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physical activity and eating behaviors respectively. Similarly, simulation and rehearsal is a popular 
strategy in the sexual behavior domain.

On a general note, tracking and monitoring; social support, sharing, and comparison; com-
petition, leaderboard, and ranking; and rewards, points, and credits (listed in decreasing order 
of frequency) emerged as the top four strategies that are commonly employed by PT interven-
tions in the physical activity domain. Similarly, for eating behavior tracking and monitoring; 
audio, visual, and textual feedback; and social support, sharing, and comparison (listed in 
decreasing order of frequency) emerged as the top three strategies. Finally, for dental behavior, 
audio, visual, and textual feedback followed by tracking and monitoring were the commonly 
employed strategies.

The variations in the popularity of the strategies across various health and wellness intervention 
domain may be due to the fact that some strategies are easier to operationalize in one domain than 
the other. However, there is no clear relationship between the strategies or the number of strategies 
employed in the PT design and persuasion outcome – PT effectiveness. This is probably due to 
many possible factors that could mediate the effectiveness of the strategies employed in PT includ-
ing differences among the target population and the need to tailor the strategies to be appropriate 
for the target audience. The possible variations in operationalization and instantiations of the strat-
egies is another possible factor.

Health behavior domain and behavior theories employed.  Although most analyzed studies are not 
based on any known behavior theories or did not specify the theories that informed the design, for 
those that did, some theories seem to be more popular in one health and wellness domain than the 
other. As can be seen from from Table 5, column 7, theories such as the Transtheoretical model is 
more prevalent in the smoking and substance abuse, physical activity, and health eating domain. 
Similarly, goal setting theory is used mostly in physical activity and disease management domain. 
The variations in the popularity of the theories across various health and wellness intervention 
domains may be due to the fact that some theories are more suitable for some domain and can be 
easily operationalized than others. For instance, theories such as Transtheoretical model were 
developed in the context of smoking cessation. Although, it has since been proven effective for 
developing interventions targeting other health and wellness domains, it is more popular in the 
smoking cessation interventions as shown by this study. However, there is no clear relationship 
between the theory or the number of theories used to inform the PT and the persuasion outcome – 
PT effectiveness.

Targeted behavioral/psychological outcomes

With respect to the behavioral or psychological outcome targeted, as shown in Table 6, the studies 
are targeted at change in 12 distinct outcomes. Nearly half of all the studies (44%) are targeted at 
actual Behavior change (either promoting desirable behaviors or motivating change of undesirable 
behaviors). Seventeen percent (17%) were targeted at Attitude change and 17% at increasing 
Motivation, while an additional 7% were categorized as “Other” a category housing all studies that 
either did not specify the targeted behavioral outcome or included a targeted outcome unrelated to 
behavior. Most of the studies targeted more than one behavioral outcome and hence assessed the 
effectiveness of their PT on more than one behavioral outcome. As a result, some studies belong to 
more than one category in Table 6. The behavioral outcomes were not often measured using stand-
ardized instruments; creating or reinventing measurement instruments is a common trend among 
reviewed studies. Again, some studies that were targeted at actual behavior ended up evaluating the 
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effectiveness of their systems by measuring some mediating psychological outcomes such as 
Attitude and Motivation because of the long evaluation period needed to establish actual change in 
behavior.

Study methodology used by persuasive technology

Data collection and analysis trend.  Table 7 summarizes the methodology employed by the reviewed 
paper in evaluating their PT for health and wellness. Mixed method emerged as the dominant 
method. Of all the studies, 46% employed mixed method combining both quantitative and qualita-
tive approaches in their study. This is followed by the quantitative approach, accounting for 39%. 
The most commonly used approach for collecting quantitative data was questionnaire/survey. A 
few studies (mostly physical activity motivating PT and games) collected additional quantitative 
data via logged data of user’s behavior and system usage.6,34,45,55–57,62,77,88–90 A fully qualitative 
approach is the least popular with only 15% of all the studies using the approach. The most fre-
quently used qualitative methods are interviewing, focus-group discussion and observation of par-
ticipants’ behaviors and PT use.

Regarding the data analysis methods used in the reviewed studies, frequencies, percentages, and 
means and standard deviations are the most popular methods. ANOVA, Regression analysis and 
t-tests are the commonly used as inferential techniques. Content analysis was the most used quali-
tative data analysis methods.

Duration of evaluation.  With respect to how long the PT were evaluated, the duration of evaluation 
varied substantially, ranging from 15 minutes to 3 years. However, some studies did not report how 
long their PT evaluation lasted. Only a few studies conducted a longitudinal evaluation of their 
PT12,72,84 and the majority of the studies did not conduct a follow up study beyond the initial (fea-
sibility) study. Therefore, it is difficult to establish long-term effects of PT for health and wellness 
from existing studies.

Table 6.  Behavioral/psychological outcomes targeted by persuasive technology.

Behavioral/Psychological Outcomes Study % of 85

Behavior [4], [6], [7], [11], [12], [15], [17], [21]–[25], [27], 
[28], [32], [33], [35], [38], [41], [46], [48], [56], 
[58], [60], [62], [63], [65]–[67], [70]–[76], [79], 
[81], [83], [86], [88]

44%

Attitude [5], [9], [10], [13], [17], [26], [30], [59], [65], 
[68], [76], [78], [84]

17%

Motivation [6], [31], [37]–[40], [54], [57], [61], [64], [78] 17%
Awareness [16], [43], [47], [50]–[52], [77], [84] 15%
Self-efficacy [13], [17], [29], [30], [64], [69], [77], [84] 13%
Adherence and Compliance [36], [34], [42], [49], [53], [55] 10%
Habit [7], [8], [48] 5%
Knowledge [8], [14], [80] 5%
Intention [17], [69] 4%
Engagement and Acceptance [32], [45] 4%
Belief and Perception [10], [44], [89] 4%
Others [10], [31], [82], [85] 7%



Orji and Moffatt	 77

Study participants and sample size.  Similar to the study duration, the sample size (number of 
participants in the evaluation of the PT) also varies greatly. The sample size ranges from 1 to 
16,340 participants, with a mean sample size of 258 participants. However, one study did not 
report the total number of participants in their evaluation61 and some studies are conducted in 
stages with the sample size and composition varying at each stage. In such cases, we report a 
combined sample size from all stages. Most of the study participants are recruited using a 
convenience sampling method and were recruited from academic communities or via online 
forums.

As can be seen from Figure 7, 66% of all the studies are targeted at adults, 16% involved chil-
dren and teens, only 13% are targeted specifically at elderly people, and 5% of all the studies did 
not specify the target audience.

Discussion

Effectiveness of persuasive technology for health and wellness

Following from the reviewed literature, it can be concluded that persuasive technologies are effec-
tive at promoting various health and wellness related behavior with 92% of all the reviewed studies 
reporting some positive outcome (fully and partially positive) from PT use.

Although the majority of the studies (72%) are targeted at behavior and/or attitude change in 
line with the original conceptualization of PT by Fogg91 (technology intended to change attitude 

Table 7.  Study methodologies used by persuasive technology.

Method Studies with positive outcome Studies with 
partially positive 
outcome

Studies with 
negative/other 
outcome

% of all

Quantitative [5], [12], [13], [15], [21], [22], [24], [28], 
[29], [35], [41], [42], [44], [45], [48], 
[49], [51], [52], [54], [59], [64], [65], 
[67], [69], [70], [89]

[10], [74], [78], 
[80], [82]

[87] 39%

Qualitative [7], [14], [33], [38]–[40], [43], [44], [46], 
[47]

[76] [85], [86] 15%

Mixed Method [4], [6], [8], [9], [16], [17], [23], [25]–
[27], [30]–[32], [36], [37], [40], [43], 
[55], [57], [58], [60], [62], [63], [66], [68]

[10], [24], [28], 
[31], [71], [75], 
[76]

[15], [83], 
[84], [88]

46%

Figure 7.  Targeted age demographic.
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and/or behavior), generally, the studies targeted and measured various other behavior-related or 
psychological outcomes beyond the conventional outcome of behavior and attitude. Similarly, 
some of the technologies are aimed at reinforcing and strengthening existing behavior (e.g., 
increase daily step count while others aimed at changing behavior (quitting smoking). This shows 
that persuasive technology has evolved over the years to encompass various practices that were not 
in the initial conceptualization.

The relationship between target health behavior domain (persuasion context) and 
persuasive technology outcome

There seem to be some variations in the effectiveness of the PT across various health and wellness 
domain. PT targeted at smoking and substance abuse related behaviors appear to be the least suc-
cessful with respect to their overall effectiveness at promoting the desirable change in the domain. 
This is followed by PT targeting disease management. On the other hand, PT targeted at dental 
health; sexual behaviors; eating related behaviors; and physical activity (listed in decreasing order) 
seem to be the most successful with respect to the effectiveness of PT at promoting the desirable 
change in the domains. It is important to note that the effectiveness of the PT in various domains 
could be influenced by many factor including the operationalization of the persuasion strategies 
and behavior theories, the length and depth of evaluation, and the appropriateness of the PT for the 
target audience. Therefore, due to this methodological plurality and the heterogeneity of sample 
sizes and data, we are not able to draw strong conclusions about which persuasion contexts pro-
vided the most positive effects.

The relationship between behavior theory and persuasive technology outcome

Although, it is difficult to fully establish that using behavior theory to inform the design of PT 
influences their effectiveness due to the limited number of study in this review (85), the review 
results suggest that there may be some relationships. All the studies that are based on known theo-
ries but one15 reported either fully positive or partially positive results. The study,15 which failed 
employed an instantiation of negative reinforcement hence confirming that the use of any form of 
punishment as motivational strategy may backfire. Theories such as TTM and goal setting theory 
are more prevalent in the literature than others. However, the popularity of the theories vary across 
the domains. Theories such as TTM is common in the smoking and substance abuse, physical 
activity, and eating related domains.

The relationship between motivational strategies and persuasive technology 
outcome

Although several research efforts have been directed toward developing taxonomies for naming 
and classifying persuasive and motivational strategies,91,92 there still exist many inconsistencies in 
both naming and operationalizing strategies in persuasive systems. In some cases, the only way 
that one could possibly identify the actual motivational strategies employed in the PT is by study-
ing how they work. Again, while some strategies such as monitoring/tracking, feedback, and social 
support seem to be more frequently used than others, it does not seem that there is a relationship 
between the strategy employed and the success of the PT. This is probably because of the variations 
in the instantiation and framing of the strategies. For instance, feedback is often instantiated in dif-
ferent forms, including audio, visual, or text based feedback, in various degrees of granularity, and 
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in one of two valences – positive or negative. This variation in instantiations is likely to impact 
effectiveness. The choice of how to instantiate and operationalize the strategies are solely based on 
PT designer’s own discretion. Again, some strategies are more dominant in some health domains 
than the other. For example, monitoring and tracking strategy is a predominant strategy in physical 
activity and eating behavior motivating PT than other health wellness domains. Similarly, simula-
tion and rehearse is a popular strategy in the sexual behavior domain.

General limitations and recommendations for future research

Based on the results of this review, we identified specific gaps in the literature and we offer sug-
gestions for improvement and moving the field forward:

1.	 The PT literature lacks standardized approaches or tools for evaluating the effectiveness of 
PT and most existing evaluation approaches are based on subjective data which can be 
biased. Research into alternative assessment and evaluation techniques would enrich the 
PT community. In particular, the persuasive community would benefit greatly from research 
into objective evaluation approaches.

2.	 PT studies are limited in terms of effective integration of behavior theories and practice in 
their design. This is probably because most PT designers often lack the skills needed to 
translate theoretical determinants of behavior into technology design artefacts. We recom-
mend that future research be focused on developing a comprehensive framework for trans-
lating theoretical determinants into technology design components.

3.	 Most PT employed more than one strategy in their design (see the appendix), therefore 
making it difficult to establish whether there is a relationship between the strategies and 
success of the PT. Research aimed at establishing the interactions between individual strat-
egies and the success of PT either using sophisticated statistical techniques or by examining 
the effectiveness of the strategies in isolation would be vital to the community and would 
contribute in advancing the field.

4.	 Only a few studies have conducted longitudinal evaluations of the effectiveness of their 
PT.12,72,84 We stress the need for research in this direction to establish the long-term effect 
of PT on health and wellness.

5.	 Only a few PT involved the target audience in their design.30,79 We recommend that PT 
designers adopt the participatory design approach to enable the involvement of the target 
group(s) in deciding on the theories, strategies, and particular instantiation that will be suit-
able for the target audience and behavior.

6.	 Finally, there is a need for more PT to target diverse demographies such as older adults and 
children.

Conclusion

This paper provides a review of the effectiveness and trends of Persuasive Technology (PT) for 
health and wellness. The review results show that PT is a promising approach for promoting desir-
able behavior on a broad and heterogeneous range of health and wellness. However, lack of large-
scale and longitudinal evaluations makes it impossible to establish the long-term impact of PT at 
promoting desirable behavior in the area of health and wellness. The review also highlighted PT 
trends and limitations of existing studies and suggested some improvements and future research 
direction.
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Introduction

A physically active lifestyle has significant positive effects on mental health condition1 and pre-
vention of chronic diseases such as cardiovascular disease, diabetes, and cancer.2 A recent develop-
ment regarding physical activity interventions is using mobile applications to achieve behavioural 
change. Many applications allow for tracking and scheduling of exercise, while only few applica-
tions aim at tracking physical activity over the day. Those that are available typically use an exter-
nal sensor next to a smartphone, like Fitbit3 and Samsung Gear Fit.4 These types of services seem 
promising in the short-term.5 However, the effectiveness can be further improved.

Traditional, non-mobile physical activity interventions that aim to improve level of physical 
activity in the general population,6,7 frequently personalize, or tailor feedback based on theories 
and models from behavioural sciences to increase effectiveness and even optimize adherence to the 
intervention.8 This specific type of tailoring – personalization of information or feedback based on 
an individual’s score on constructs from behavioural sciences – is called adaptation.9 Whereas 
traditional interventions frequently use adaptation of feedback, this is rarely applied in modern-
day, mobile physical activity applications.10

A source for identifying how to apply adaptation is social cognition models (SCMs). These 
define the cognitive factors that underlie social patterns of behaviour. Three well-known exam-
ples are the social cognitive theory (SCT), theory of planned behaviour (TPB), and transtheo-
retical model (TTM).8 The SCT assumes that motivation and action are influenced by 
forethought.11 It describes three types of expectancies: situation outcome expectancy, action 
outcome expectancy, and perceived self-efficacy. It states that personal sense of control makes 
it possible to change behaviour; if people believe they can take action to accomplish a certain 
goal, they become more inclined to do so and feel more committed to the decision. The TPB 
states that behaviour is preceded by intentions, that is, motivation or plans to exert effort to 
perform behaviour.12 Intentions are constituted by attitudes, subjective norms, and perceived 
behavioural control. By influencing the various beliefs properly, behaviour can be changed and 
maintained. Finally, the TTM assumes changing behaviour requires progress through five 
stages (Table 1) and different cognitions may be of importance at different stages.13 The stages 
can be entered and exited at any point and it is possible to relapse to an earlier stage. Next to 
these stages, the model includes several other constructs: a decisional balance (benefits versus 
costs), self-efficacy (confidence that one can engage in healthy behaviour; temptation to engage 
in unhealthy behaviour) and processes of change (activities that people engage in to progress 
through the stages).

Indeed, research shows that traditional interventions that use adaptation based on constructs 
from SCMs, like attitudes, self-efficacy, stage of change, social support or processes of change, 
showed significantly larger effect sizes than interventions that did not tailor on these constructs.9,13,14 
In addition, guidelines for designing effective physical activity interventions strongly recommend 
tailoring feedback.6,15 Furthermore, O’Reilly and Spruijt-Metz16 conclude a systematic review by 
stating that with respect to using technology for assessment and promotion of physical activity, 
more research is needed on the effectiveness of interventions that combine real-time, tailored, and 
adaptive feedback.

Primary objective

It is hypothesized that implementing knowledge from behavioural sciences into modern-day, 
mobile physical activity applications can further improve their effectiveness, just as in traditional 
interventions. As such, the aim of this study is to investigate (1) the relation between self-efficacy 
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and objectively measured level of physical activity; (2) the relation between stage of change and 
objectively measured level of physical activity; and (3) compare level of physical activity between 
patients and healthy adults.

Secondary objective

Based on the results typical users, that is, personas, will be identified. Tailored feedback strategies 
will be developed for these personas, which can be used to improve the effectiveness of mobile 
physical activity coaches in the future. The reason for choosing self-efficacy and stage of change 
is that these are two aspects which are of central importance in most SCMs and common in tradi-
tional interventions.

Method

Data were available for secondary analysis from previous studies performed from 2008 to 2011.17,18 
Data about stage of change, level of self-efficacy, and objectively measured physical activity were 
collected, but not used in any way during and after completion of these studies.

Participants

Data of 407 participants were analysed of which 82 were patients diagnosed with one of the fol-
lowing conditions: chronic obstructive pulmonary disease (COPD) (n = 39), chronic low back pain 
(CLBP) (n = 20), or cancer (n = 23). All of these patients were grouped together, as the literature 
shows comparable physical activity data of the separate groups.17,18 The patient group consisted of 
43 women and 39 men, averaging 60 years of age (standard deviation (SD) = 12). The healthy 
group consisted of 149 women and 176 men. All participants signed an informed consent. A local 
ethics committee reviewed and approved the study.

Equipment

Two types of mobile activity monitoring system were used: the Activity Coach (AC; see Figure 1)5,17,18 
and a Commercial Activity Monitoring Device (CAMD). The AC was worn by 139 participants (82 
patients and 57 healthy controls (AC control participants)). The CAMD was worn by 268 healthy 
controls (CAMD control participants).

The AC consists of a sensor (MTx-w) and a smartphone (HTC). The sensor includes a tri-axial 
accelerometer which is used to measure physical activity. It is worm on the hip and sends data to 
the smartphone through a Bluetooth® connection. Op den Akker et al.19 provide a complete descrip-
tion of the system.

Table 1.  Stages of change and their corresponding definition.

Stage of change Definition

Precontemplation No intention to change behaviour within 6 months
Contemplation Intention to change behaviour within the next 6 months
Preparation Intention to take steps to change behaviour within the next month
Action Changed behaviour for less than 6 months
Maintenance Changed behaviour for more than 6 months
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The CAMD consists of a tri-axial accelerometer. The dimensions of the device are approxi-
mately 3 by 3 by 1 cm. Users can wear the device in their pocket, on their belt, or as a necklace.

Procedure

Participants wore the AC the entire day, for seven consecutive days. The goal here was to obtain a 
baseline measurement of the users’ level of physical activity. They did not receive any kind of 
feedback during these 7 days; only physical activity was measured throughout the day. Additionally, 
patients were asked to complete a questionnaire assessing their stage of change13 and working 
status at the beginning of the experiment.

Participants using the CAMD completed a questionnaire assessing level of self-efficacy regard-
ing physical activity at the start of the experiment.20 Low, average, and high levels of self-efficacy 
corresponded to scores of 5 through 12, 13 through 17 and 18 through 25, respectively. Hereafter, 
participants wore the device the entire day, for 3 weeks, to obtain a baseline measurement of their 
level of physical activity. They did not receive any kind of feedback during these 3 weeks; only 
physical activity was measured throughout the day.

Data analysis

The accelerometer of the AC calculates activity counts per minute (CPM) as output which was pro-
cessed in MATLAB to gain insight in the level of physical activity and physical activity pattern. Level 
of physical activity was defined as the average amount of Integral of the Modulus of the Accelerometer 
(IMA) counts per minute per day. A day was considered a valid measurement day if data are collected 
for 50% of an hour for at least 6 h per day. Furthermore, every day part should contain at least 2 h of 
valid data. The day parts were defined as morning (08:00 a.m.–13:00 p.m.), afternoon (13:00 p.m.–
17:00 p.m.), and evening (17:00 p.m.–22:00 p.m.). The averages of IMA counts per minute per day part 
were calculated to investigate differences in physical activity patterns over the day.

The CAMD calculates a ratio between calorie expenditure and basic metabolism, based on age, 
length, weight, and sex, to estimate level of physical activity. It uses PAL as output measure, which 
has a minimum of 1.1. If participants show a PAL of 1.7 or above, they are considered active. The 
exact calculation cannot be disclosed, since the CAMD is commercially available.

Figure 1.  Activity Coach.
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Statistical analysis

The correlation between age and level of physical activity was calculated and an analysis of vari-
ance (ANOVA) was performed to examine differences between sexes regarding level of physical 
activity and the effect of working status on level of physical activity to identify possible confound-
ing factors. The latter only investigated this effect for the patient group, since data regarding work-
ing status were not available for the AC control group. Patients were classified as unemployed (less 
than 12 h of work per week), part-time (between 12 and 36 h of work per week), or full-time (more 
than 36 h of work per week).

A univariate ANOVA was performed to test the difference between the level of physical activity 
of patients and AC control participants. With respect to the patient group, the difference in level of 
physical activity per stage of change was analysed using an ANOVA. Furthermore, the level of 
physical activity of patients per stage of change was compared to the level of physical activity of 
AC control participants.

Repeated measures-MANOVA was executed to analyse level of physical activity per day part 
(morning, afternoon, evening); testing differences in patterns between patients and AC controls, 
and between patients per stage of change. An ANOVA was performed to test whether CAMD con-
trol participants with different levels of self-efficacy (low, average, high) show different levels of 
physical activity.

Results

Results regarding the AC

The results show no significant correlation between age and average daily level of physical activity 
for neither the patient group (r = −.107, p = .356) nor the AC control group (r = .170, p = .21). The 
ANOVA indicates no significant difference in level of physical activity between sexes in the AC 
control group (F(1, 55) = 1.99, p = .164) or in the patient group (F(1, 75) = 3.34, p = .072). Regarding 
working status, 56 patients were unemployed, 11 had a part-time job, and 10 worked full-time. No 
significant difference in level of physical activity was found between working status (F(2, 
74) = 1.75, p = .182). Based on these results, it can be assumed that level of physical activity was 
not influenced by age, sex, or working status in the current study.

The univariate ANOVA shows that patients (mean IMA = 947.77) are significantly less active 
than AC controls (mean IMA = 1089.6) (F(1, 132) = 8.58, p = .004). Within the patient group, there 
is a significant difference in level of physical activity per stage of change (F(3, 72) = 4.00, p = .011) 
(Figure 2). Patients in the contemplation, preparation, and action stage of change are significantly 
less active than patients in the maintenance stage of change (β = −197.69 (t = −1.99, p = .051); 
β = −215,69 (t = −3.03, p = .003); and β = −221.67 (t = −2.01, p = .048), respectively).

Results also show a significant difference in level of physical activity between patients per stage 
of change and control participants (F(4, 128) = 5.15, p = .001). Contrasts show that patients in the 
contemplation, preparation and action stage of change are less active than AC controls (β = −226.17 
(t = −2.35, p = .020); β = −244,26 (t = −3.69, p < .001); and β = −250.25 (t = −2.33, p = .021), respec-
tively). No significant difference was found in level of physical activity between patients in the 
maintenance stage of change and AC control participants (β = −28.58 (t = −.51, p = .61)) (Figure 2).

Regarding physical activity pattern, the repeated-measures-MANOVA shows a significant dif-
ference in activity per day part (W = .77, p < .001) (GG: F(1.63, 198.77) = 28.57, p < .001); physical 
activity over the day of all participants combined shows a quadratic trend from morning to evening 
(F(1, 122) = 11.93, p = .001). The interaction effect between activity per day part and group (patient/
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AC control) is significant (GG: F(1.63, 198.77) = 9.45, p < .001), indicating the difference per day 
part is different for patients than for AC controls. Figure 3 shows that the decline in level of physi-
cal activity over the day is much steeper for patients than for AC controls; they are as active as AC 
controls in the morning (β = 13.042 (t = .17, p = .865)), but whereas AC controls show an increase 
of physical activity in the afternoon, patients show a decrease (β = −191,489 (t = −3.27, p = .001), 
and an even steeper decrease than AC controls in the evening (β = −287.064 (t = −4.95, p < .001)).

With respect to the group of patients, the difference in activity per day part is not different per 
stage of change (W = .700, p < .001) (GG: F(4.61, 95.35) = 1.15, p = .34). To provide an overview, 
Figure 4 shows the level of physical activity per day part for patients per stage of change as com-
pared to the level of physical activity per day part of AC control participants. Whereas AC control 

Figure 2.  Average CPM per stage of change for patients compared to the average CPM of AC control 
subjects.

Figure 3.  Average CPM per day part for patients and AC control subjects.
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participants show a small drop in level of physical activity over the day, all patients show the same 
pattern of high decline in level of physical activity from morning till evening, regardless of the 
participant’s stage of change.

Results regarding the CAMD

With respect to the CAMD and the relationship between self-efficacy and physical activity, sex 
was added to the model as a fixed factor, as the ANOVA showed a significant difference in level of 
physical activity between sexes (F(1, 266) = 6.55, p = .011); men (mean PAL = 1.657; SD = .133) are 
more active than women (mean PAL = 1.616; SD = .124).

Most CAMD participants were classified as having an average level of self-efficacy regarding 
physical activity (n = 144), 60 participants reported a high level of self-efficacy and 55 partici-
pants indicated a low level of self-efficacy. The test shows a significant difference in level of 
physical activity per category of self-efficacy (F(2, 253) = 8.69, p < .001). The interaction effect 
with sex is not significant. Contrasts indicate that participants with a low or average level of self-
efficacy are significantly less active than participants with a high level of self-efficacy (β = −.080 
(t = −2.07, p = .039) and β = −0.090 (t = −2.70, p = .007), respectively) (Figure 5).

Discussion

The primary aim of this study was to investigate (1) the relation between self-efficacy and objec-
tively measured level of physical activity, (2) the relation between stage of change and objectively 
measured level of physical activity, and (3) compare level of physical activity between patients and 
healthy adults, in mobile physical activity interventions. Secondary, based on the results, typical 
users were identified and corresponding tailored feedback strategies were developed. Results show 

Figure 4.  Average CPM per day part for patients per stage of change as compared to AC control 
subjects.
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that the three factors are significantly related to objectively measured physical activity: self-effi-
cacy, stage of change and being healthy or suffering from a disease.

With respect to self-efficacy, higher levels of self-efficacy are related to higher levels of physi-
cal activity. The more participants believe that being sufficiently physically active is within their 
control, the higher their level of physical activity. These findings are consistent with traditional 
physical activity research, which shows that participants who have not started to exercise regularly 
show low levels of self-efficacy, whereas those who have started show high levels of 
self-efficacy.21

Having a chronic disease also influences level of physical activity. Patients are less active and 
show a steeper decline in level of physical activity over the day than healthy participants. Research 
suggests that patients tend to do all must-tasks (e.g. cleaning, groceries) in the morning, leaving 
them with little energy to do social and fun activities in the evening.5,17

With respect to stage of change, patients in the maintenance stage of change are more active 
than patients in other stages of change; they are as active as healthy participants. However, patients 
in the maintenance stage of change show an equally large drop in level of physical activity over the 
day as other patients and, as such, have an improper activity pattern.

Based on these results, participants can be categorized into eight typical personas, who should 
receive different coaching strategies based upon the three important variables stage of change, self-
efficacy and level of physical activity (Tables 2 and 3).

Based on stage of change, participants can be categorizes as either having (contemplation, prep-
aration, action) or not having (precontemplation, maintenance) an intention to change behaviour. 
Based on the activity pattern, participants can show a proper or improper level of physical activity. 
A proper level of physical activity means sufficient physical activity and a balanced physical activ-
ity pattern; improper indicates insufficient physical activity or an imbalanced pattern. Regarding 
self-efficacy, participants can be categorized as having ‘low to average’ or ‘high’ self-efficacy. Low 
and average levels of self-efficacy were taken together, as these participants did not show differ-
ences in level of physical activity. Ideally, scores on these constructs should be assessed regularly 
to identify whether they are still categorized as the correct persona, or if they have changed to, for 
example, a higher level of self-efficacy, for which an adjustment of the coaching strategy is needed.

The personas described above can be used to develop corresponding feedback strategies that 
can be included into new mobile physical activity applications. It is clear that coaching should at 
least be tailored to users’ level of self-efficacy, stage of change and physical activity pattern. As 

Figure 5.  Average level of physical activity per category of self-efficacy.
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high self-efficacy not only increases intention, but also leads to actual performance of the target 
behaviour,22 much research has focused on how self-efficacy can be influenced and especially on 
how to increase it. Bandura23 describes four sources that can be used to increase self-efficacy: 
mastery experience, vicarious experience, social persuasion and physiological and emotional 
states. Regarding personas 1, 2, 5, and 6, who have low levels of self-efficacy, mastery experience 
could be implemented by setting challenging but attainable, personalized goals,24 leading to suc-
cess experiences. Adding optional data sharing leads to vicarious experience and additionally send-
ing persuasive feedback messages makes for higher exerted effort of users to achieve their goal. A 
meta-analysis showed that of these four strategies to increase self-efficacy, feedback on previous 
performance or previous performance of similar others cause the highest effect sizes, followed by 
vicarious experience.25 As such, this might also be hypothesized to be the most effective strategy 
to include in mobile physical activity applications.

Regarding stage of change, 10 specific strategies to move from stage to stage, or processes of 
change, have received much attention and empirical support.26 Five can be identified as experien-
tial processes (increasing awareness, emotional arousal, social reappraisal, social liberation, and 
self-reappraisal), and the other five are referred to as behavioural processes (stimulus control, 
social support, counter conditioning, rewarding, committing). Experiential processes are primarily 
used for early stages, while behavioural processes are recommended for later stages.23 Therefore, 
coaching for personas 1, 2, 3, and 4 should focus on behavioural processes of change, whereas 
coaching for personas 5, 6, 7, and 8 should focus on experiential processes.

The coaching strategies were implemented into the AC (Figure 1) and are currently tested in a 
field study. First, level of self-efficacy, stage of change and level of physical activity are assessed 
at baseline, after which participants are automatically identified as one of the eight personas, which 
determines what feedback messages they will receive during the intervention; different personas 
receive different feedback messages.

Conclusion

Just as traditional physical activity interventions, modern-day mobile physical activity applications 
should include adaptation and tailored feedback strategies into their coaching, which might lead to 
increased effectiveness and hopefully to even better intervention adherence, and adherence to 

Table 2.  Personas with intention to change.

Self-efficacy Level of activity

  Proper Improper

Low–average Persona 1 Persona 2
High Persona 3 Persona 4

Table 3.  Personas without intention to change.

Self-efficacy Level of activity

  Proper Improper

Low–average Persona 5 Persona 6
High Persona 7 Persona 8
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physical activity guidelines. This is not yet known. However, this study can be regarded as first 
step towards testing this. It identifies personas and provides guidelines for development of feed-
back that takes into account individual scores on constructs from behavioural sciences. The next 
step is to test these findings in daily life. Additionally, there are many other factors associated with 
physical activity (e.g. social support, benefits, barriers, etc.), and as such, future research should 
investigate further adaptation and tailoring of feedback strategies in mobile physical activity inter-
ventions using knowledge from social cognition models.
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Abstract
The aim of the study is to evaluate the availability and accuracy of the existing Italian-language medical 
information about living donor kidney transplantation on YouTube®. For each video, several data were 
collected, and each video was classified as “useful,” “moderately useful” and “not useful.” Globally, the search 
resulted in 306 videos: 260 were excluded and 46 included in the analysis. The main message conveyed by 
the video was positive in 28 cases (60.9%), neutral in 16 (34.8%) and negative in 2 (4.4%). The mean amount 
of visualizations was 3103.5 (range: 17–90,133) and the mean amount of “likes” 2.7 (range: 0–28). Seven 
videos (15.2%) were classified as “useful,” 21 (45.7%) as “moderately useful” and 18 (39.1%) as “not useful.” 
This study showed that a very few videos in Italian about living donor kidney transplantation are available on 
YouTube, with only 15 percent of them containing useful information for the general population.

Keywords
e-health, health information on the Web, health promotion, living donor kidney transplantation, YouTube®

Introduction

To date, it is well known that kidney transplantation improves both the quantity and quality of life 
in end-stage renal disease patients compared with hemodialysis,1 and living donor kidney trans-
plantation (LDKT) shows increasingly better results compared to cadaveric donors. LDKT, indeed, 
has increased the number of organs available for transplantation, thus shortening the relevant wait-
ing lists and has improved the post-transplant outcomes by reducing graft failure and extending 
graft survival.2 Furthermore, LDKT provides a greater assurance of transplantation before dialysis 
than the deceased organ donation, thus reducing dialysis-related complications and costs,3 and 
gives the opportunity to plan the surgical procedure, thus permitting to optimize the recipient’s 
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conditions. Moreover, LDKT has shown to result in better patient and allograft outcomes com-
pared to deceased donor transplant,4 and longitudinal studies report lower perioperative mortality 
rates and no renal deterioration in donors.5

In Italy, approximately 1700 kidney transplantations are performed annually, with less than 
15 percent of LDKT.6 Moreover, considering that the current national waiting list includes more 
than 6500 end-stage kidney disease patients, there is a clear organ shortage crisis.6 Since the little 
number of LDKT performed could be also related to a lack of knowledge among the general 
population,7,8 sharing information and awareness on this topic is a critical goal for the Public 
Health community.

To date, the Internet represents the largest and most-widely used source of medical information 
among the general population and chronic disease patients.9 YouTube® is a video-sharing web ser-
vice that has rapidly become a popular Internet-based mass media, also in the field of health-related 
contents. Previous studies have documented the availability on YouTube of health-related videos on 
different topics such as immunization,10 human papilloma virus vaccination,11 dialysis12 and organ 
donation,13 but no previous study has analyzed the available YouTube contents on LKDT.

The aim of this study is to evaluate the availability and accuracy of the existing Italian-language 
medical information about LDKT on YouTube and to analyze the user’s feedback on the contents 
and quality of such videos.

Methods

A web search was performed on the YouTube web page (www.youtube.com) on 25 June 2015. The 
searched keywords were “transplantation,” “donation,” “donors,” “kidney” and “living.” The 
results of the search were sorted by relevance, which is the default setting of the website. Videos in 
Italian language only were included. Some videos were excluded for lack of relevance with the aim 
of the study and for not being in Italian. Duplicated videos were also excluded.

Videos were evaluated in duplicate independently by two authors (G.S. and M.A.), resident doc-
tors in Public Health with experience in health education and health promotion, and disagreements 
were resolved by discussion with a third author (F.B.), university researcher in Public Health with 
experience in health promotion and e-health. Videos’ evaluation was discussed with a fourth author 
(A.A.), full professor of Medical Genetics and chief director of the Regional Centre for 
Transplantations. Data were entered into an electronic Excel® spreadsheet designed ad hoc for the 
purposes of this study, including all data collected.

For each video, the following data were collected: video title, URL, upload source, upload date, 
video length, number of views, number of “likes” and “dislikes,” along with type of video (classi-
fied according to the main aim of the video, as follows: educational video, medical video, surgical 
technique video, journalism, personal experience and so on), target audience and main message 
conveyed. Similar to Keelan et al.,10 the main message was classified as positive if the video sup-
ported LDKT, portraying it positively (e.g. described LDKT as a social good or described the 
benefits and safety of LDKT), as negative if the video portrayed LDKT negatively (e.g. empha-
sized the risk of complications, advocated against organ donation, supported theories of conspiracy 
or collusion between supporters of LDKT and the organ illegal commerce) and as neutral when it 
was not possible to identify a message since the video contained a debate or was nonpartisan.

Each video was then evaluated for the presence or absence of information on 13 critical content 
domains: the presence of institutional or hospital address and reference, to provide a reference point 
for patients and their relatives; pre-transplant donors’ medical evaluation description; pre-transplant 
recipients’ medical evaluation description; living donor transplantation advantages over cadavers 
donation; possibility of pre-dialysis transplantation; surgical technique; possibility of laparoscopic 

www.youtube.com
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nephrectomy; presence of an interview of a physician, of another health-care worker, of a donor or 
a recipient; legislation rules; and possibility of Samaritan donation. Depending on the weighting of 
the 13 items, these were given different scores (from 0.5 to 2 points); each item was scored on the 
basis of the presence in the video, that is, not mentioned (zero points), mentioned briefly (half score) 
or mentioned in detail (total score). By calculating the total score, each video was classified as “use-
ful” (>5 points), “moderately useful” (>2–⩽5 points) and “not useful” (⩽2 points).

Statistical analysis

Descriptive statistical analysis was performed using frequencies and percentages for the categori-
cal variables, mean with standard deviation and minimum–maximum values for quantitative vari-
ables. In order to evaluate the different video characteristics between groups (useful, moderately 
useful and not useful videos), the chi-square test was used, with Fisher’s correction when needed, 
for categorical variables. For continuous measures, one-way analysis of variance models were used 
to determine relationships with video groups. The statistical significance level was set at p ⩽ 0.05. 
Statistical analyses were performed with STATA 11. No ethical approval was required for this 
study.

Results

The search globally resulted in 306 videos. Of them, 260 were excluded because relating to cadav-
eric organ transplantation (n = 74) or transplantation of organs other than kidney or organ trans-
plantation in general (n = 83), because they were in languages other than Italian (n = 3) or for being 
completely inappropriate for the purpose of the study, that is, relating to topic unrelated to kidney 
transplantation (n = 100). Thus, 46 videos were included in the analysis (Figure 1).

Videos had been uploaded between December 2007 and October 2015, 25 of them (54.3%) 
between 2013 and 2015. The mean video length was 574 ± 717 s (range: 56–3431 s); using the 
length categories of YouTube, there were 17 short videos (i.e. <240 s), 22 medium videos (i.e. 
240–1200 s) and 7 long videos (i.e. >1200 s).

Videos had been uploaded by a local or web-based television channel in 21 cases (45.7%), by a 
national TV channel in 6 (13.0%; 5 videos by the Italian National public TV channel and 1 by a 
private television), by a university in 5 cases (10.9%), by an individual in 6 (13.0%), by an hospital 
in 4 (8.7%) and by a scientific society in 4 (8.7%). The videos were classified as journalism in 23 
cases (50%), surgical technique documentation in 7 (15.2%), personal experience in 6 (13.0%), 
educational video in 5 (10.9%), medical or scientific in 1 (2.2%) and “other” in 4 (8.7%; more 
specifically, a politic message in 1 case and a computer game in 3 cases). The main source of infor-
mation in the mentioned videos was classified as medical in 30 cases (65.2%), patients’ personal 
experience in 6 (13.0%), journalism in 5 (10.9%) and as “no recognizable source” in 5 (10.9%). 
The most common target of the videos was the general population in 36 cases (78.3%), physicians 
and health-care professionals in 7 cases (15.2%) and adolescents and young adults in 3 cases 
(6.5%). The main message conveyed by the video was classified as positive in 28 cases (60.9%), 
neutral in 16 (34.8%) and negative in 2 (4.4%). With regard to the viewers’ appreciation of the 
videos, the mean amount of visualizations was 3103.5 ± 13,270.3 (range: 17–90,133), with 34 
videos (73.9%) having less than 1000 visualizations. The mean number of “likes” per video was 
2.7 ± 5.1 (range: 0–28) while for “dislikes” was 0.5 ± 1.5 (range: 0–9).

The usefulness criteria of contents are shown in Figure 2. Mean usefulness score was 2.9 ± 2.2. 
Globally, 7 videos (15.2%) were classified as useful, 21 (45.7%) as moderately useful and 18 
(39.1%) as not useful.
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The three categories of videos (useful, moderately useful and not useful) showed statistically 
significant differences in the length of video, the uploading source, type of video, video target and 
main message, as reported in Table 1.

Figure 1.  Flowchart detailing the video selection process.

Figure 2.  Usefulness contents. Data are expressed as absolute number (N = 46).
Tx: transplantation.
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Discussion

In this study, we aimed not only to evaluate the availability of Italian-language videos about LDKT 
on YouTube but also to analyze the user’s feedback on such videos. Unfortunately, we found not only 
a scarce amount videos but also a small number of median views per video, thus suggesting a poor 
interest in this topic. The lack of interest mirrors the fact that despite the well-known advantages  
of LDKT, it still represents a small portion of kidney transplants: 36  percent of the kidney 

Table 1.  Usefulness videos’ content among video categories.

Contents All videos 
(N = 46)

Useful videos 
(N = 7)

Moderately useful 
videos (N = 21)

Not useful 
videos (N = 18)

p value*

Length (s)
  Mean 574.2 1446.6 345.2 502.2 0.0008
Likes (n)
  Mean 2.7 5.1 1.3 3.4 0.178
Dislikes (n)
  Mean 0.5 0.9 0.1 0.9 0.200
Visualizations (n)
  Mean 3103.5 2411.9 1077.1 5736.7 0.555
Producer
  University 5 (10.9%) 3 (72.9%) 1 (4.8%) 1 (5.6%) <0.001
  Hospital 4 (8.7%) 0 0 4 (22.2%)
  Scientific society 4 (8.7%) 1 (14.3%) 2 (9.5%) 1 (5.6%)
  Local or web TV 21 (45.7%) 2 (28.6%) 15 (71.4%) 4 (22.2%)
  National TV 6 (13.0%) 1 (14.3%) 3 (14.3%) 2 (11.1%)
  Individuals 6 (13.0%) 0 0 6 (33.3%)
Video type
  Educational 5 (10.9%) 4 (57.1%) 1 (4.8%) 0 <0.001
  Medical 1 (2.2%) 0 1 (4.8%) 0
  Surgical technique 7 (15.2%) 0 0 7 (38.9%)
  Journalistic service 23 (50.0%) 3 (42.9%) 16 (76.2%) 4 (22.2%)
  Personal experience 6 (13.0%) 0 3 (14.3%) 3 (16.7%)
  Other 4 (8.7%) 0 4 (22.2%)
Target
  General population 36 (78.3%) 7 (100%) 2 (95.2%) 9 (50.0%) 0.005
  Physicians 7 (15.2%) 0 1 (4.8%) 6 (33.3%)
  Youths 3 (6.5%) 0 0 3 (16.7%)
Source
  Medical 30 (65.2%) 7 (100%) 15 (71.4%) 8 (44.4%) 0.109
  Patients 6 (13.0%) 0 2 (9.5%) 3 (16.7%)
  Journalists 5 (10.9%) 0 4 (19.1%) 2 (11.1%)
  No sources 5 (10.9%) 0 0 5 (27.8%)
Main message
  Positive 28 (60.9%) 7 (100%) 19 (90.5%) 2 (11.1%) <0.001
  Negative 2 (4.4%) 0 0 2 (11.1%)
  Neutral 16 (34.8%) 0 2 (9.5%) 14 (77.8%)

Data are expressed as mean or number (%). Statistically significant results (p ⩽ 0.05) are reported in bold.
*Chi-square test with Fisher’s correction when needed or one-way analysis of variance models.
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transplantations performed in 2009 in the United States14 and less than 15 percent of 1699 performed 
in Italy in 2014.6 The reasons for the underuse of LDKT are various, including both patients’ lack of 
knowledge about living transplantation and difficulty to identify willing and eligible donors.7,8

Several studies have shown that potential kidney transplant recipients tend to be reluctant to ask 
relatives for an organ,15,16 and this reluctance might represents actually the main barrier to LDKT.17–19 
Moreover, most potential donors simply do not know the possibility of living donation: a study based 
on 78 kidney donors pointed out that only 34 percent of them already knew LDKT before the recipi-
ent was diagnosed with kidney disease, while 53 percent of them when the recipient was already in a 
state of advanced chronic kidney disease.20

Therefore, it seems to be evident that the need exists to better and properly inform both the potential 
recipients and the potential donors about LDKT. The use of mass media and educational videos in this 
topic has been previously studied. Schweitzer et al.21 first reported in 1997 an increase in living donor 
rates through a family education program, and Connelly et al.22 in 1999 demonstrated an increase in 
donation rates among potential donors exposed to a video featuring living donors and recipients. 
Alvaro et al.19 focused on kidney donation among Hispanics by means of 30-s television ads and 60-s 
radio ads, demonstrating that post-intervention group showed significantly more favorable behavioral 
intentions to become kidney donors than control group. More recently, an educational intervention 
based on a 5-min iPod video proved to increase the participants willing to donate organs.23

Among mass media, the Internet represents to date the largest and most-widely used source for 
medical information: in North America, 74 percent of adult population use Internet daily, with 
80 percent of users searching for health-related information,24 while in Europe, Andreassen et al.25 
reported a rate of 71 percent of health-related seeking in Internet users. In Italy, a multicenter sur-
vey highlighted that 65 percent of respondents used Internet, with 57 percent of them using it to 
search health-related information.9

YouTube is a free web service where subscribers can upload videos and share them with a 
very large number of viewers. Although it represents a leading audiovisual information center 
of medical-related videos, its freely accessible nature allows the dissemination of misleading 
information:26,27 since videos are uploaded on YouTube with no quality control, health-related 
videos can contain erroneous and even harmful information.28

Previous studies have documented the availability on YouTube of health-related videos on dif-
ferent topics such as immunization,10 human papilloma virus vaccination,11 basic life support,26 
dialysis12 and organ donation.13 Unfortunately, the authors have reported that misleading videos 
represent an important portion and that they frequently generate more interest compared to scien-
tifically accurate videos.10,29,30 In 2007, the first study by Keelan et al.10 about immunization on 
YouTube found 48 percent of videos classified as positive, compared to 32 percent negative and 
20 percent ambiguous; in that study, negative videos had a higher mean star rating and more views 
compared to positive videos. Lee et al.31 found 56.5 percent of videos regarding gallstone disease 
to be misleading, and Steinberg et al.29 found a fair or poor information content in 73 percent of 
videos focused on prostate cancer. Also, YouTube videos have been reported to show more pro-
smoking than anti-smoking content27 and to portray negatively the papilloma virus vaccination in 
25 percent of cases.11 Garg et al.12 found only 58 percent of 115 videos on dialysis to be useful and 
reported that useful videos showed lower viewership per day compared to misleading videos. 
However, organ donation seems to be positively portrayed on YouTube: Tian13 reported that 96 per-
cent of the videos were positively framed for organ donation, and Chen et al.,24 by analyzing videos 
about heart transplantation founded 63 percent of those containing useful information.

In this study, we found only 15 percent of videos to be useful, that is, to contain clear and correct 
information about LDKT, thus suggesting an important need of knowledge sharing among the general 
population. In our results, we found that useful videos were significantly different compared to 
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moderately and not useful videos: the first ones were frequently uploaded by a university or a scientific 
society, had a medical main source and conveyed a positive message in all cases, while moderately and 
not useful videos were uploaded by different subjects and frequently portrayed a neutral or even nega-
tive message about LDKT. More specifically, the two videos with a negative message pointed out the 
phenomenon of the organ illegal commerce that may be misleading for the general population.

The principal limit of this study is related to the main feature of YouTube, which is a continu-
ously changing source of information, deeply depending on the research time and date. Thus, since 
our study is based on the YouTube material available on a given date, it should be considered as a 
snapshot of the available information on YouTube. Furthermore, this study is limited to the videos 
in Italian, thus providing a national point of view.

In summary, this study showed that a very few videos in Italian about LDKT are available on 
YouTube, with 15 percent of them containing useful information for the general population. Since 
the gap between demand and supply for transplantation organs continues to grow, mass media 
might be very useful in promoting organ donation. The advantages of the web-based video inter-
ventions include low cost, brevity and capacity of real-time updates; thus, YouTube could be used 
as a very effective resource to share information with minimal costs. Since to support the promo-
tion of the correct use of e-health is a critical function of Public Health,9 the results of this study 
encourage to more carefully monitor the information on LDKT conveyed by YouTube videos and 
to support the production and sharing of high-quality videos.
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For decades, the notion of eHealth has carried great promise of improved efficiency and quality of 
care through information technology (IT)-based capabilities. Along these lines, several strategies 
have been put into place to implement eHealth in practice. However, a recurring challenge is how 
eHealth technologies have proven considerably more complex and time-consuming to implement 
than initially anticipated. This is the starting point for the highly knowledgeable book ‘Information 
Infrastructures within European Health Care: Working with the Installed Base’ that deals with the 
on-going challenges and strategies of implementing eHealth technologies in real clinical practice 
across Europe.

With a broad approach to the notion of eHealth, the editors include technologies such as 
Electronic Health Record systems (EHRs), which play a central role in health institutions, picture 
archiving and communication systems (PACS), radiology information systems (RIS), computer-
ised physician order entry (CPOE), electronic medication management systems (EMMS) and labo-
ratory systems (LAB). A common pattern is that many of these technologies frequently have faced 
serious problems when confronted with real practice.

The book is organised in three sections: Part I ‘Information Infrastructures in Healthcare’ pre-
sents the empirical domain of the book, the context of eHealth infrastructures, the core theoretical 
concepts, and the cross-case analysis of the cases. Part II ‘E-Prescription Infrastructures’ contains 
six chapters analysing various European experiences with putting in place eHealth infrastructures. 
The empirical studies on e-prescription are from Spain, Norway, Greece, the United Kingdom and 
Germany. Part III ‘Governmental Patient-Oriented eHealth Infrastructures’ contains five empirical 
chapters on governmental platforms for patient-oriented eHealth services from Spain, Norway, 
Denmark, Sweden and Italy. The organisation of the book is excellent, as the conceptual backbone 
of the book on Information Infrastructure is assembled in part I together with the associated  
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cross-case analysis. This increases the readability of the book with a clear focus on the conceptual 
underpinnings and analysis.

Conceptually, the authors apply an information infrastructure perspective, which has proven 
very useful for analysing the emergence of large-scale interconnected systems. While such a per-
spective is well rehearsed in the IS research literature, the authors take a refreshingly deep dive into 
one of the central elements of an information infrastructure, namely, the installed base. Both physi-
cally and conceptually, the installed base represents the existing technologies and practices. The 
authors argue that we always need to take the installed base into account in all eHealth implemen-
tation processes for ensuring a successful organisational outcome. This is very interesting due to 
the stark contrast of such a strategy with prevalent managerial strategies in many eHealth projects, 
recognised by high ambitions of sweeping change and replacement of out-of-date technology. The 
authors elaborate how further evolution of the installed base creates a paradox as it entails building 
on the installed base and transforming it at the same time – that is, adapting too much to the exist-
ing installed base may strengthen its irreversibility and hinder change, while disregarding it may 
limit the initial utility of any initiative and impede growth. Actually, finding the right balance 
between stability and change should thus be a key question in eHealth implementation projects.

The empirical cases are carefully selected across European healthcare. They centre on two top-
ics: (a) E-prescription solutions that support the electronic flow of information related to pre-
scribed medications, and (b) the development of patient-oriented eHealth services. The stringent 
selection of empirical cases creates coherency both among the various cases and within the book 
as a whole. As such, the empirical cases lay the groundwork for a coherent cross-case analysis that 
is informative, innovative and convincing. Another intriguing aspect is that the broad selection of 
empirical cases across Europe demonstrates how qualitative methods – frequently associated with 
local studies – can be very useful for comparable studies on a large scale as well.

With this book, the editors have done an eminent job of selecting a highly competent author 
team from different countries across Europe, each highlighting the topic of eHealth from a repre-
sentative European country. In turn, the authors have exploited the heterogeneous empirical narra-
tives as a foundation for targeted (and homogeneous) conceptual analysis of the installed base 
concept from the information infrastructure field. Clearly, the book should be mandatory reading 
for scholars and students in the information systems field as well as for policymakers across 
Europe.
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