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Abstract
For this project, we have used new technologies to create a new channel of communication between 
doctors and patients in the treatment of mental disorders. We have created a web application using an 
adaptable design accessible from any mobile device, which allows doctors to adapt their patients’ therapy to 
real-time knowledge of their current condition. In turn, patients can express their mood state with respect 
to the component elements of their therapy.

Keywords
doctor–patient communication, emotional diary, mental disorders, psychological test, therapeutic 
adherence

Introduction

Mental illnesses rank among those that cause the greatest impact to the patient and their family. 
One of the main shortcomings in the treatment of mental disorders is the lack of real-time informa-
tion on the status of the patient. Through this project, we aim to provide a new channel of 
communication between doctors and patients, using the Internet and new technologies, to facilitate 
the adaptation of patient therapy to their needs by receiving real-time updates on their condition. 
These real-time updates on the mood state of the patient in relation to the component elements of 
their therapy will enable the doctor to perform an immediate adjustment to the therapy to improve 
patient outcomes.
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This project was developed in the context of the public health system of the Autonomous 
Community of the Canary Islands. No similar tool is currently used by this health service. Only one 
system, the ‘drago system’, is used to obtain information on scheduled visits and view clinical and 
medication history.

In the private sector, there are various psychological care websites (none of them psychiatric) 
offering online emotional care (entire treatment) or a first consultation method. Email is also used 
frequently as a tool for monitoring and/or virtual consultations between two appointments that are 
very far apart.

Currently, various techniques based on new technologies are being employed in the field of 
health care. These include, specifically, the field of cognitive software, specialised in stimulating 
and enhancing mental skills associated with the processes of learning, visual memory or linguistic 
stimuli. This type of software permits the tests to be configured to parameters defined by the 
patient’s needs, taking into account aspects such as modality (visual or audible instructions), level 
of difficulty or response time. Some examples of cognitive software are telepsychology, virtual 
reality, augmented reality, video games, telecare or robots.

Related works

With the increasing use of Internet and information and communications technology (ICT) in 
recent years, it is natural to observe the union of health scientists with computer scientists in the 
research and development of technological solutions that advance the current state of global 
health.1,2 Indeed, a great deal of significant literature has already been published on the application 
of ICT to help treat and monitor people with mental disorders. Health information technology 
(HIT) and its subset, ICT, are increasingly being applied to facilitate communication between 
health-care provider and caregiver.3 Following this line of research, we can highlight the work of 
Richards,4 who reports on the use of the online counselling service at Trinity College Dublin, 
including its uptake and usage, the issues and benefits of online counselling to students and whether 
clients are satisfied with their experience of online counselling. Colder-Carras5 examined the 
extent to which patients at an inner-city community psychiatry clinic had access to ICT and how 
they used those resources. They concluded that a majority of patients in that community psychiatry 
clinic sample use ICT. Greater access to and use of the Internet by those with mental illness has 
important implications for the feasibility and impact of technology-based interventions. Timpano 
et al.6 focused on the use of telehealth in neurological practice, highlighting the potential benefits 
of also applying information and communication technology to psychosocial and educational 
aspects of the treatment of neurological diseases. They concluded that one of the main advantages 
in the application of ICT solutions to neurology is the ability to build relationships across families 
and care systems. Indeed, not only are the client and the health-care professional linked together 
but also others within the client community, such as family and other specialists and physicians. 
This ‘social network’ allows a multiple perspective evaluation: all the parties meet together and 
work towards a treatment plan based on specialist recommendations. Meiland et al.7 explain the 
results of the European Rosetta Project. In this project, a user participatory design was adopted to 
develop an integrated system, which combines three previously developed assistive technology 
systems and is, in close cooperation with the target groups, adjusted to their needs and wishes. The 
three previously developed systems are the COGKNOW Day Navigator (CDN),8 the EMERGE 
system9 and the Unattended Autonomous Surveillance (UAS) system.10 The functionality most 
often mentioned as relevant and useful by persons with dementia was help in cases of emergen-
cies (with movement sensors). The functionalities most often preferred by carers were support 
with navigation outdoors and the calendar function. Other studies, such as those carried out by 
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Lopez,11 Mateu-Mateu and Navarro-Gómez12 and Hu and Naseer,13 show the advantages of ICT 
for social integration and clinical improvement of people with severe mental disorders (SMDs).

There are a huge number of ICT tools for specific mental disorders. Lozano et  al.14 and 
Charitaki15 studied software tools for teaching emotions to students with autism spectrum disorder. 
Romdhane et al.16 presented an automatic video monitoring system for assessment of Alzheimer’s 
disease symptoms, and Robert et  al.17 gave some important recommendations for ICT use in 
Alzheimer’s disease assessment. Välimäki et al.18 evaluated the effects of ICT in patient education 
and support for people with schizophrenia, and Van der Krieke et al.19 presented a usability evalu-
ation of a web-based support system for people with a schizophrenia diagnosis. There are also a 
lot of game tools to help in the diagnosis or treatment of different mental disorders. Tárrega et al.20 
proposed a videogame as an additional therapy tool for training emotional regulation and impul-
sivity control in severe gambling disorder, and Bagga et al.21 discussed a framework for designing 
games for cognitive assessment. Some studies deal with the use of mobile phones as medical 
devices in mental disorder treatment. Gravenhorst et al.22 discussed how mobile phones can sup-
port the treatment of mental disorders by (1) implementing human–computer interfaces to support 
therapy and (2) collecting relevant data from patients’ daily lives to monitor the current state and 
development of their mental disorders.

However, although there are many specific tools to aid the treatment of mental disorders, our 
article presents a complete, comprehensive tool without focusing on one specific pathology. The 
aim is to design a complementary, cross-cutting tool that makes it possible to

1.	 Establish continuity of care;
2.	 Address time constraints;
3.	 Bridge geographical barriers, a particularly critical aspect in the geographical context in 

which we propose to implement the system: the Canary Islands, where most of the special-
ised services are centralised on the two main islands (Gran Canaria and Tenerife), services 
which are, in many cases, non-existent on the smaller islands (Lanzarote, Fuerteventura, La 
Graciosa, La Gomera, El Hierro and La Palma).

Furthermore, in section ‘Case of use’, we describe the structure of the Canary Islands health 
system, where we aim to implement the proposed system and the metrics that we intend to use to 
evaluate its usefulness and impact once implemented.

eHealth

eHealth represents a change in our approach to health care. It is a technology at the service of eve-
ryone, so we can live a healthier life. We can monitor our vital signs and keep track of our treat-
ments for better therapy compliance and even use remote medical consultation. This change is 
enabling data collection which, when analysed, will offer a more accurate and reliable diagnostic 
and therapeutic approach.

Mobile applications and new online communication tools are undergoing exponential growth as 
we seek immediate answers to all our health queries. The technologies that have been adopted to 
improve doctor–patient communication have brought some benefits, although they have also intro-
duced new medical–legal and patient privacy risks.

One of the main advantages of eHealth is access to reliable quality information that helps 
resolve general queries about the health of the patient when they arise. The patient becomes the 
protagonist of the process and is able to store all information on his or her condition in his or her 
own medical history that he or she can share with the therapists.
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Another advantage is the ability to stay in contact with therapists with waiting times that are 
shorter than under the current system. It reduces delays and unnecessary travel for all kinds of 
administrative tasks and consultations that can now be done online.

Finally, it facilitates learning so that the patients become increasingly autonomous in caring for 
their own health and for that of their dependants. Some of the advantages of eHealth are speed, low 
cost, asynchrony, accessibility, permanence, the absence of barriers and a reduction in unnecessary 
visits.

Design and development

In the analysis phase, we identified three different types of actors who interact with the web appli-
cation. The most general user type is the ‘unregistered user’, all those who are not ‘registered 
users’. Within the registered users, we have the roles ‘Doctor’ and ‘Patient’:

•• Unregistered user. Users who access the application without identifying themselves. They 
may register if they want to see a doctor or login to identify themselves and access the cor-
responding features and be they doctor or patient.

•• Doctor. Uses the features provided by the Doctor module; has a profile with personal, pro-
fessional and login information; is responsible for creating patient user profiles; and organ-
ises patient information, managing their history, treatment and clinical information.

•• Patient. Uses the features provided by the Patient module, can edit login information and 
some basic fields in their medical history through their profile and responds to events gener-
ated by his or her treating doctor and can generate others in turn through his or her emotional 
diary.

The design of the web application separates the system functions into three modules, each mod-
ule covering the actions that can be performed by each user. The modules that have been developed 
are as follows:

•• Application. Contains the public part of the web application; displays information on the 
project features and some mental illnesses and their effects on the family; and has access to 
login area and, for doctor users, user account creation.

•• Doctor. Contains the private part intended for doctor users; permits administration of all 
information pertaining to patient records, clinical history and emotional diary; and contains 
psychological test editor.

•• Patient. Contains the private part intended for patient users. In this module, the patient can 
manage elements of his or her emotional diary and send feedback on elements of his or her 
therapeutic adherence (Figure 1).

Information access control

Since this web application handles highly sensitive data, we chose to use various systems that 
guarantee the privacy of patients’ personal data and their treatments. These systems include 
restricted access via personal login that asks the users to identify themselves when accessing the 
application’s database and an access control list (ACL).

The ACL enables us to define a range of user roles and grant or remove permission to access 
certain parts of the application. This means that the list is a tool that controls information access for 
the corresponding user. To properly define the ACL, we first need to clarify two concepts:
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•• Resources. Access-restricted objects;
•• Roles. Subjects that will request access to a resource.

In simple terms, roles request access to resources. A well-defined ACL will enable an applica-
tion to control which roles have access to each resource.

This web application has three types of users:

•• Visitor. Users who have not identified themselves on the system and can only access public 
content;

•• Doctor. Role assigned to doctors, who can access the functions available in the Doctor 
module;

•• Patient. The role assigned to the patients, who can access the functions available in the 
Patient module (Figure 2).

Psychological test editor

One of the most salient features of this project is the psychological test editor that allows the doctor 
to create and modify tests adapted to the needs of each patient. With this editor, the doctor can cre-
ate tests with various types of questions: simple, yes or no, true or false, relationship or cause or 
Likert scale. The editor has other features such as creating private entries for the doctor or a system 
to evaluate the test results, either as a whole or the individual answer to each question.

After the more general pre-diagnostic tests, and after assessment and diagnosis of the patient, 
this tool may be used to ascertain the patient’s new needs that result from the changes brought 
about by adherence to a therapy. Being able to measure progress on a regular basis supplies us with 
information on these changes, and we can also, therefore, provide the patient with this same infor-
mation (goals achieved and those yet to be attained). Furthermore, the language of the tests may be 
adapted to the mental capacity of the patient, adapting them to their reality.

To obtain the parameters for the online psychological test editor, we drew on the work by Bobes 
et al.,23 which contains a compilation of all test types used in psychology as well as their objectives 
and types of questions used. By studying the questionnaires in this book, we gained an idea of the 
kinds of questions required to create the tests. Table 1 shows the questionnaires that were analysed 
and the objectives that they pursue.

Figure 1.  Patient user functions.
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<?php Return array(
     ‘visitor’ => array(“allow” => array(‘application’), “deny”  => array(‘doctor’,’patient’)),
     ‘patient’ => array(“allow” => array(‘application’, ‘patient’), “deny”  => array(‘doctor’)),
     ‘doctor’ => array( “allow” => array(‘application’, ‘doctor’),“deny”  => array(’patient’)));
?>

Figure 2.  ACL code.

Table 1.  Types of questionnaire analysed.

Test Objective

Assessment tools for organic 
mental disorders

Mini–Mental State Examination (MMSE)
Alzheimer’s Disease Assessment Scale (ADAS)

Assessment tools for disorders 
caused by the consumption of 
psychotropic substances: alcohol 
and other drugs

CAGE Questionnaire
MALT
AUDIT
European Addiction Severity Index (EuropASI)

Assessment tools for 
schizophrenic disorders

Positive and Negative Syndrome Scale (PANSS)
Brief Psychiatric Rating Scale (BPRS)
Overt Aggression Scale (OAS)
Scale to Assess Unawareness of Mental Disorder (SUMD)
Drug Attitude Inventory (DAI)

Assessment tools for mood 
disorders

Udvalg für Kliniske Undersogelser (UKU)
Hamilton Depression Rating Scale (HDRS)
Montgomery–Åsberg Depression Rating Scale (MADRS)
Geriatric Depression Scale (GDS)
Calgary Depression Scale (CDS)
Mood Disorder Questionnaire (MDQ)

Assessment tools for suicidal 
ideation and behaviour

Beck Hopelessness Scale (BHS)
Scale for Suicidal Ideation (SSI)
Beck’s Suicide Intent Scale (SIS)
Plutchik’s Impulsivity Scale (IS)
Plutchik’s Violence Risk Scale (VR)
Plutchik’s Suicide Risk Scale (SR)

Assessment tools for neurotic 
and stress-related disorders

Hamilton Anxiety Rating Scale (HAM-A)
Bandelow’s Panic and Agoraphobia Scale (P&A)
Liebowitz Social Anxiety Scale (LSAS)
Watson and Friend’s Social Avoidance and Distress Scale (SADS)
Yale–Brown Obsessive Compulsive Scale (Y-BOCS)
Davidson Trauma Scale (DTS)
Trauma Questionnaire (TQ)
8-item Treatment-Outcome PTSD Scale (TOP-8)
Duke Global Rating Scale for PTSD–Improvement (DGRP-I)

Assessment tools for disorders 
associated with physiological 
dysfunctions and somatic factors

Eating disorders
Eating Disorder Inventory (EDI)
Bulimic Investigatory Test, Edinburgh (BITE)
Oviedo Sleep Questionnaire (OSQ)
Changes in Sexual Functioning Questionnaire (CSFQ)

Assessment tools for global 
clinical status

Clinical Global Impression (CGI)
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Bibliotherapy

The therapeutic function resides in the healing, restorative and preventive effects of reading. 
Reading encourages a change of individual behaviour not only at the time of the crisis but also in 
individual routines. It assists the patient in developing the faculty of self-criticism and prompts a 
desire to make changes to help them adapt to their customary environment. Autonomous learning 
linked to experience is what, therefore, motivates them to constantly update and review their con-
duct and its repercussions beyond intentions without defined goals or personal statements and 
situations.

Workshop monitoring

Workshop monitoring is another tool for improving the behaviour of individuals engaging in activ-
ities to achieve the objectives proposed in therapy (socially proactive, search for alternative solu-
tions, time management, information about toxic products, etc.).

Doctor–patient communication model – implementation

Doctor–patient communication conforms to several models that define how to handle conversa-
tions involving situations related to the patient’s health and how to make them see the reality that 
surrounds them.

To carry out these communications, various models have been defined that determine how the 
doctor achieves this reality approach when establishing contact with the patient.

Following these models, we can define this relationship as a meeting between two people, one 
of them the patient who needs help to recover his or her health and the other the doctor who is 
trained to provide this help. This relationship depends on the cultural, scientific and technical cir-
cumstances of each time and place.

Of all the models of doctor–patient communication, we have selected the Veatch24 model for the 
purposes of this project. This model considers that the contract to be established is a consensus or 
agreement based on the theme that motivates the meeting: the health of the patient.

The diagnosis is made by the doctor, but the responsibility for the therapy is shared. There is respect 
for the autonomy of the patient who is informed in order to be able to make an informed choice.

Test Objective

Personality disorder assessment 
tools

Eysenck Personality Questionnaire (EPQ-A)
International Personality Disorder Examination (IPDE)
Sensation Seeking Scale (SSS)

Level of functioning assessment 
tools

WHO Disability Assessment Schedule (WHODAS)
Global Assessment of Functioning Scale (GAF)
Sheehan Disability Inventory (SDI)

Health-related quality-of-life 
assessment tools

Short Form (36) Health Survey (SF-36)
WHOQOL Quality-of-Life Assessment (WHOQOL-100)
Seville Quality-of-Life Questionnaire (CSCV)
Alzheimer’s Disease-Related Quality of Life (ADRQL)

PTSD: post-traumatic stress disorder; MALT: Munich Alcoholism Test; AUDIT: Alcohol Use Disorders Identification 
Test.

Table 1. (Continued)
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This model is the one that seems best suited to the nature of this project; when attending therapy, 
doctor and patient can agree on the steps to be taken, but the doctor cannot force the patient to fol-
low them as directed. Another significant aspect of this model of communication is the importance 
that is given to the feedback that the patient gives to the doctor with respect to the therapy, an 
essential aspect in reinforcing the rationale of the project: real-time therapy adjustments according 
to the patient’s needs.

Communication models follow several phases as the therapy progresses, according to renowned 
doctor Laín Entralgo.25 These phases are summarised as follows:

•• Cognitive moment. Stage at which the link between doctor and patient is established. The 
interest that binds both sides of this relationship is represented by the desire to recover 
health, but the person suffering from the condition is the patient, not the doctor.

	 In this interaction, the doctor employs scientific knowledge to name, describe and set out 
what ails the patient; at the same time, the patient contributes with his or her ideas and 
emotions. The result is a medical diagnosis.

•• Operative moment. Refers to the therapeutic activity of the doctor, from empathic listening 
at the start until the final send-off.

	 Therapeutic action begins when the patient decides to seek medical advice, before the 
actual appointment, and does not end until final discharge. The moment of diagnosis is also 
therapeutic.

•• Affective moment. The author argues that there are two forms of affectional bonding between 
the doctor and the patient.

•• Medical camaraderie. Both the doctor and the patient seek to remedy the condition and 
achieve good health but with little personal commitment. The patient, if cured, is grateful 
and becomes emotionally attached to the doctor, albeit not very deeply, because of the ser-
vice provided.

•• Medical friendship. Characterised by trust whereby the patient can confide their innermost 
thoughts and emotions in the doctor.

The most important element for the doctor is the principle of bioethics: the intention to ‘do 
good’ for the patient, bearing in mind that the sought-after good is their health. The relationship in 
this case is both technical and affectional.

In this project, we may observe the following three stages described above:

•• Cognitive moment. Applicable to all communication between doctor and patient. 
Recovery of the patient’s health via the doctor’s knowledge is enhanced whenever  
communication is established through the application, primarily through the doctor’s 
messages and feedback from the patient as they follow the steps indicated by the doctor 
during therapy.

•• Operative moment. Developed throughout the patient’s therapy, from the first contact 
between doctor and patient, through the use of the application as a tool during therapy, to 
patient discharge and the end of the relationship with the doctor.

•• Affective moment. Reflected in the use of the application itself, as the aim to improve com-
munication between doctor and patient presupposes an intention between both parties to 
work on the affectional aspect of therapy. This improvement in communication between 
doctor and patient develops the spirit of both medical camaraderie and medical friendship, 
as described above.
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The following sections will describe aspects of the application that reflect and use the aforemen-
tioned doctor–patient communication model.

Emotional diary

This is another tool that is normally included in a wider package of measures to help patients 
express their emotions in their daily lives. The aim of this diary is to enable the patient, after a 
period of learning in which they relate emotions to physical stimuli and cognitions, to be able to 
recognise their own emotions, both primary and secondary. They will thus be able to, if need be, 
curb ill-adapted conduct and will learn to redirect their thoughts and put into practice learnt relaxa-
tion techniques to control and stimulate their own impulses in order to better adapt to the situation. 
The goal is to learn how to channel expressions of emotion and feeling in a healthier way by under-
standing, managing and using them to grow psychologically.

The emotional diary is a very useful tool to complement the therapy of a patient suffering from 
a mental disorder. It is an extra resource that helps to resolve certain problems that are emotional 
or have their origins in emotion. The purpose of this record is not to provide a solution to every 
feeling but to identify it and give it its exact name (Figure 3).

The emotional diary aims to elicit pure emotional expression, as this allows patients to better 
understand themselves in order to build self-assurance, reduce their fears and anxiety in new situ-
ations, learn to resolve problems and understand how to identify and self-regulate emotions.

Writing down these experiences will increase the patient’s perception of different situations and 
the correct way to deal with them because it will enable them to recognise what they are feeling in 
certain situations and create behavioural patterns that they will then analyse so that they can decide 
how to act or react. It also provides the doctor, over time, with relevant information about the 
patient’s evolving management of their emotions.

To reflect the emotional diary on the web application, the patient is provided with a range of 
features to express their mood state using three methods:

Figure 3.  Primary emotions.
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•• Write a diary entry. As if it were a physical diary, the patient has a section in which they can 
type up an entry in their emotional diary. As with a normal diary, the patient can add the 
date, title and development to the diary entry.

•• Create new mood state. Another addition to the emotional diary is an indication of mood 
state. When the patient suffers any mood change and wants to communicate it to the doctor, 
they can do so in this section. Options are available here to indicate when the mood arose, 
give it a name, define what primary emotion most adequately describes their emotions, 
describe its intensity and explain the whole episode by reporting it.

•• Create new mood state associated with an image. The patient is provided with this alterna-
tive way of describing a mood state. In this case, a mood is also described with the afore-
mentioned features, but the explanation is reinforced by uploading an image. This caters to 
those patients who cannot write, or who are disorientated and have difficulties maintaining 
a coherent conversation due to the stage of their illness or their life situation, or for whom it 
is tedious and arduous to name or label their emotions. They are, however, capable of rec-
ognising their physical symptoms and the thoughts associated with the various mood states. 
They are provided with simple drawings that reflect them (Figure 4).

Guidelines to remember

There is no point in keeping an emotional diary if the doctor does not adjust the therapy after seeing 
the reactions of the patient. It is, therefore, important that the doctor develops guidelines to remem-
ber, which will enable the patient to recognise the emotions or situations that trigger an emotional 
crisis. Thus, they will be able to adequately channel events. Using these behaviour guidelines, the 
patient will be able to act correctly when these delicate moments arise and overcome their emo-
tional deficiencies.

Therapeutic adherence

In addition to following medical advice, a number of changes in patient habits, lifestyle, thoughts 
and abilities are required to increase the efficacy of the treatment and obtain a better quality of life 
as the outcome. This combined approach is called ‘therapeutic adherence’.

The web application project seeks to group all elements of the patient’s therapy in one place. All 
elements of the patient’s therapy can be managed under the label of therapeutic adherence (consul-
tations, medication, tests, workshops and bibliotherapy).

Feedback

In all the aforementioned sections, once the doctor has read the patient’s message, they can send a 
reply if they consider it appropriate. The patient, in turn, can send a message to his or her doctor 

Figure 4.  Mood state symbols.
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about any element of his or her therapy whenever necessary. Both actors will be notified by the 
system of any entry or reply.

Feedback on therapies, visits and medication improves ongoing doctor–patient communication 
between appointments, which are often too far apart. It gives continuity to the information and 
consequently allows the treatment to be adapted to the changing needs of the patient. Moreover, a 
closer bond is forged with the family social unit (primary caregivers) which generates information 
that is useful when making timely changes to the therapy.

Event system

All this therapy monitoring would be impossible without a system that supports real-time com-
munication between doctor and patient.26,27 To this end, we have developed an event system that 
notifies users if they have any pending action to attend to. These notifications are displayed on the 
user’s main screen. When a user creates a new action, an event is automatically generated together 
with a notifying email (Figure 5).

When the main controller – either the Doctor or Patient module – creates a new activity, it 
invokes the associated controller, and this second controller is responsible for creating the activity 
in the database, invoking the controller that manages the events and receives the emails.

As shown in Figure 5, if the doctor creates a new medication for the patient, the action is 
inserted into the medication table of the database and a medication type event is generated, and if 
the patient has notifications enabled in his or her profile, an email with information about the event 
is sent to him or her. Once the process is finished, we return to DoctorController, which will 
display the patient’s list of medications with this latest medication already recorded.

The status of an event may vary over time, following a ‘now the ball is in your court’ approach, 
that is, when a user generates an event with an action, for them the status of this event is ‘terminated’, 
while the other user now has a ‘new event’ status. The aim is that when a doctor or patient generates 
an activity, the event informs the other so that they know they should attend to it (Figure 6).

This method has been developed with two status fields on the table that stores the events in the 
database: one reflecting event status for the doctor and one for the patient. An illustration of the 

Figure 5.  Controllers involved in the creation of an event.
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changes that an event may undergo during use of the web application is shown in Figure 6; in this 
figure, it is the doctor who creates a new activity.

Interface

The interface is designed to be simple and user-friendly. The main actions that the user can perform 
are located in a horizontal bar at the top of the screen. Overloading the screen with elements will 
be avoided, while maintaining the maximum amount of information in the horizontal space. To 
avoid the user having to scroll vertically whenever possible, several systems have been designed:

Paginated tables. Non-detailed information is displayed in paginated tables with up to five 
rows. If the table has more entries, these will be moved to a new page (Figure 7).

Search filters. The user can filter search results through a system of filters. All they need to do 
is select the desired filter and apply it to their search (Figure 8).

Tab system. The information is divided by a tabbed browsing system. Each tab represents an 
information category, hiding the other categories until the user wishes to consult them. Each 
time the user returns from a detailed view of an event, the system remembers the last selected 
tab (Figure 9).

Case of use

The aim of the tool that we have developed is to improve mental health care in the Canary Islands. 
More specifically, the tool is intended to obtain more and better patient information through 
improved communication between the patient and the doctor. Although the tool may be used with 

Figure 6.  Event system flow.
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patients capable of managing ICT resources, it could be a particularly effective resource for young 
patients because of the interest that this sector of the population shows in ICT tools. To contextu-
alise the impact of the tool, we have provided an overview of the organisation, resources and activi-
ties of health-care provision for mental disorders in the public health network of the Canary Islands. 
We then propose a case of use for the tool and the metrics to be used to assess the impact of the tool 
in improving patient care, and we consider a proposal for a pilot project to assess its impact.

Mental health care in the Canary Islands is provided by a network of centres, of which there are 
two types: outpatient units and inpatient units. The use of our proposed system makes the most 
sense in outpatient units; hence, the following brief description of their structure and information 
relating to relevant activities.

Figure 7.  Paginated tables.

Figure 8.  Search filters.
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Mental health care in the public health system of the Canary Islands: outpatient units

Outpatient units are distributed throughout the Canary Islands, and there are currently 31 such 
units. This network of centres covers 100 per cent of the population, once they have been seen by 
the corresponding primary care centre. These units are, in turn, divided into three types:

•• Community Mental Health Units (CMHU). These units serve the entire population, and 
there are 24 such units.

•• Community Child Mental Health Units. These are specific units to treat patients under 18 years. 
They have specific teams of physicians, and there are five units of this type.

•• Child Day Hospitals. Currently, there are two units of this type, consisted of psychiatrists, 
psychologists, paediatricians specialised in neuropsychiatry, nurses, nursing assistants, 
occupational therapists, psychomotor specialists, social workers, special education teachers, 
porters and administrative assistants.

With regard to human resources in mental health outpatient units, these are organised into 
multidisciplinary teams. Table 2 shows the number of professionals assigned.

With regard to the provision of care in these units, Table 3 shows activity for the Community 
Mental Health Units during 2011–2015. The most prevalent diagnoses in these units in 2015 are as 
follows:

•• Schizophrenia and other psychoses;
•• Affective disorders;
•• Anxiety and somatic symptom disorders;
•• Behavioural and emotional disorders with onset usually occurring in childhood and 

adolescence.

Mental health-care provision from 2011 onwards for the population aged under 18 years is 
shown in Table 4.

Figure 9.  Tab system.
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For patients under 18, the most frequent diagnosis in 2015 was by far for behavioural and emo-
tional disorders with onset usually occurring in childhood and adolescence, with 4684 cases 
diagnosed.

Planned case of use: metrics to evaluate usefulness

The tool that we developed is a resource that enables practitioners to gather information about the 
mood state and emotions of their patients, complemented with the information gathered during 

Table 2.  Human resources assigned to mental health outpatient units of the public health system in the 
Canary Islands.

Human resources CMHU Canary Islands 2015 Number of staff

Psychiatrists 70
Psychologists 68
Nurses 48
Clinical assistants 33
Administrative assistants 28
Social workers 20
Porters 3

Table 3.  Provision of care related to mental health in outpatient units of the public health network of the 
Canary Islands, since 2011.

Care provision 2011 2012 2013 2014 2015

First consultation 4631 4522 4455 4434 3967
Follow-up consultations 33,306 37,016 41,116 40,226 37,683
Total consultations 37,937 41,538 45,571 44,660 41,650
Follow-up/first consultation 7.19 8.19 9.23 9.07 9.50
Patients seen 8333 8931 9598 10178 9541
Incidence rate 12 12 12 12 11
Prevalence rate 13 16 18 20 20
Attendance rate 84 94 105 103 97

Table 4.  Provision of care related to mental health for the population aged under 18 years in the public 
health network of the Canary Islands, since 2011.

Care provision 2011 2012 2013 2014 2015

First consultation 20,478 19,920 20,039 18,997 17,538
Follow-up consultations 324,088 336,669 352,940 341,410 330,478
Total consultations 344,566 356,589 372,979 360,407 348,016
Follow-up/first consultation 15.83 16.90 17.61 17.97 18.84
Patients seen 49,926 52,341 54,855 56,324 55,119
Incidence rate 10 10 10 9 8
Prevalence rate 18 20 22 23 23
Attendance rate 144 154 160 156 151
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consultations in health centres in order to monitor patient outcomes. Another feature of the tool is 
that it helps the patient recognise and express their emotions, facilitating the development of emo-
tional intelligence in young patients with pathologies that affect their social skills. The usefulness 
of the tool will be evaluated by considering two sources of information that it provides:

•• The patient’s diary entries. This source of information will reveal to what extent the tool 
provides relevant information on the patient’s history: information related to the patient’s 
ability to represent and control their mood and the effects of the therapies.

•• Communications between the patient and the doctor. This source of information will meas-
ure the impact of the tool in improving communication with the patient, insofar as it pre-
vents unnecessary travel by the patient to the health-care facilities.

With regard to the indicators used to measure the relevant information provided by the tool, 
these are obtained by analysing the entries made by patients in their diaries. Specifically, these 
indicators are as follows:

•• Number of entries created by the patient: This indicator measures whether patient trust and 
fluency with their doctor improves. In addition, sudden changes in the number of entries 
may be symptoms of patient status changes due to stages of worsening or crisis.

•• Number of mood changes noted by the patient: This indicator reports the effects of treat-
ments and also indicates worsening or crisis patient situations.

•• Number of new mood states created by the patient: This indicator is used to detect improve-
ments in patient status since it is able to identify their mood states and monitor them when 
they manifest new mood states.

•• Effect of the therapies, analysing the correlation between the number and type of entries 
made by the patient and the prescribed therapies.

To assess how the tool enables improvement in the quality of life of patients, those entries in 
their diary that indicate better emotional control or represent their mood states are analysed. 
Indicators associated with improved patient quality of life are as follows:

•• Entries that indicate the acquisition of new social skills or development thereof. These are 
related to social proactivity or the ability to find solutions to everyday situations.

•• Diary entries that indicate changes in habits and lifestyle.

To measure the impact on patient care, patient–doctor communication records will be used to 
temporarily analyse said communications and entries to assess the effect of these communications.

To evaluate the tool, we propose developing a pilot project with a sample of young patients aged 
between 12 and 16 years with diagnosed disorders associated with behavioural and emotional dis-
orders with onset usually occurring in childhood and adolescence. The reason for choosing this 
group of patients is that young people are a sector of the population that normally show interest in 
ICT and more easily acquire the ICT skills necessary to manage the application. In addition to the 
intervention of patients and doctors, this trial will require the collaboration of their teachers and 
tutors to check the findings of the indicators related to the development of new skills (social pro-
activity, finding solutions to everyday situations and changes in habit and lifestyle). Moreover, as 
initial data for each participating patient, their mental age will be obtained by performing a stand-
ardised test for this purpose. Based on this initial information, there will be a learning phase on how 
to use the tool, taking into account the characteristics of each patient. Once patients have mastered 
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the use of the tool, it will be used during the school year in order to check the evolution of the 
patient with their tutors and parents.

Conclusion

The web application we have developed provides a number of essential tools for functional 
improvement of communication between doctors and patients. Some of the most salient features 
are psychological test editor, doctor–patient communication system, emotional diary and combin-
ing medical and clinical history.

The tool represents an advance in patient proximity and provides more continuous monitoring 
outside doctor visits. It offers the possibility of adjusting or changing medical and psychological 
treatment in a simple, fast way that reinforces patient autonomy.

Despite this being a tool that will enhance therapy, there are certain types of patients with whom 
it should not be used. Patients who may potentially suffer from using this tool are those who suffer 
from certain obsessive compulsive disorders, who are exhibiting signs of severe depression or 
patients with symptoms of paranoia.

The proposed tool can be used by all patients receiving any psychological therapy including 
cognitive behavioural counselling, systemic therapy, humanistic therapy … all apart from psy-
chodynamic therapy. Furthermore, it could also be used in psychiatry by doctors and liaison 
nurses who are mental health specialists in home care programmes and day care units.

The web application could be used by patients with severe psychopathologies who remain under 
the care of their families; in these cases, the latter would have access to this channel of communica-
tion with health professionals in order to provide information on changes and/or new requirements 
that arise between scheduled visits. This would improve one of the major shortcomings of the 
Canary Islands health system, in particular, but one that also affects health care nationally: over-
long waiting times between doctor–patient visits as a result of an overloaded health system.

In short, the development of all the tools described above facilitates, on one hand, the work of 
the professionals (more and better access to the experiences of the patient through the information 
that they and their family have reported); on the other hand, it promotes adherence to therapy 
through closer monitoring by the health professional and, finally, brings relatives closer to the 
therapeutic exchange that their loved one is undergoing.

Moreover, although it is not an essential requirement, the system provides benefits to the patient 
if used with mobile devices since there are several features of the web application that benefit from 
the use of this technology.

The patient can use the camera on their mobile device (mobile phone or tablet) to take a picture 
that describes a feeling better than any text in their emotional diary.

Another useful option that using the application on mobile devices offers is the ability to com-
municate with their doctor in real time in case they want to express some feeling they think is 
appropriate or indicate the trigger for a crisis once it has been identified, thanks to the guidelines 
to remember that were defined in therapy. The way in which the patient perceives many of these 
feelings may be affected over time if the patient has to wait for the next appointment to discuss 
them with their doctor. The immediacy of the platform on a mobile device is, therefore, vital.

Future work

After the current phase of system development, the first step would be to implement it in the 
Canary Islands health system, so that we may obtain the metrics described in section ‘Case of use’ 
and evaluate the real impact of the system.
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The web application developed for this project has many features that can be expanded upon 
and improved. Instead of opting to use an adaptable design, a native mobile application could be 
developed for both Android and iOS. This would enhance the functionality of the system. For 
example, the representation of a mood in the emotional diary via an image would benefit from 
mobile device geolocation. Currently, patient information and treatment is stored in a database 
developed in SQL. A way could be found to export patient information by creating a format that 
presents the information in such a way that it may easily be transferred to another professional. 
Similarly, it would be useful to add a feature that allows the sharing of information on therapies or 
to create a method by which a psychologist can make an online inquiry to another colleague if they 
have any doubts about a patient’s therapy. Finally, new stakeholders can be added to the system. As 
noted above, in some therapies, it is convenient to receive the active support of relatives or social 
workers, and they could be introduced to the system under new roles and functions.
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Abstract
In this work, the authors present two eHealth platforms that are examples of how health systems are 
migrating from client-server architecture to the web-based and ubiquitous paradigm. These two platforms 
were modeled, designed, developed and implemented with positive results. First, using ambient-assisted 
living and ubiquitous computing, the authors enhance how palliative care is being provided to the elderly 
patients and patients with terminal illness, making the work of doctors, nurses and other health actors easier. 
Second, applying machine learning methods and a data-centered, ubiquitous, patient’s results’ repository, the 
authors intent to improve the Down’s syndrome risk estimation process with more accurate predictions 
based on local woman patients’ parameters. These two eHealth platforms can improve the quality of life, 
not only physically but also psychologically, of the patients and their families in the country of Panama.

Keywords
ambient-assisted living, Down’s syndrome, eHealth, palliative care, ubiquitous computing

Introduction

As mentioned in Saldaña and Vargas-Lombardo1 and Tran et al.,2 in Panama, a lot of medical infor-
mation are still being record in paper. The information systems related to health are not developed 
with standards that help to manage the patient’s clinical information. Down’s syndrome and pallia-
tive care (PC) are some examples of these affected areas.

The information provided by the finance and economic ministry3 shows that 1 in every 100 
births presents Down’s syndrome, and around 15,000 cases were registered by 2012 in Panama.
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Senior population aged 60 years in Panama is increasing because advances in medicine have 
achieved an increase in life expectancy, but most people also arise likely to have advanced disease, 
involving prioritization attentions at the end of life. That is why providing control pain in patients 
with terminal disease takes more importance everyday in the health sector as a humanitarian 
necessity is not a medical obligation.

Structuring a platform capable of bringing the management of patients receiving PC in Panama 
is necessary to help achieve the main goal of PC, providing a better quality of life for patients and 
their families.

To research and improve the Down’s syndrome risk estimation process and how PCs are 
provided in Panama, it is necessary to collect, organize and share information using artificial 
intelligent methods and ubiquitous computing. In this article, we present two case studies of 
eHealth platforms designed and developed based on ubiquity, machine learning techniques and 
interoperability.

The rest of the document is organized as follows: section “Ubiquity” describes what ubiquitous 
is. Section 3 explains the origins of PC. Section “NB” explains briefly what naive Bayes (NB) 
method is. Section “PC in Panama” provides information of PC in the country of Panama. Section 
“Down’s syndrome” resumes what is Down’s syndrome and the impact in the country of Panama. 
Section “Ubiquitous eHealth platform design, development and implementation” explains the 
main point of the analysis, design, development and implementation of both platforms. Section 
“Conclusion” presents the conclusion.

Ubiquity

Ubiquity is the quality of ubiquitous and it refers to the ability to have presence everywhere. 
Initially, this term was used as a reference to God who is capable of being everywhere.

Mark Weiser describes in his work “The Computer for the Twenty-First Century”4 the impact 
that the communication and information technologies would have on the everyday life of the 
human being. He developed a program in the late 1980s that he called Ubicomp (Ubiquitous 
Computing). In this model, the communications’ capacity was beyond what was expected at the 
time, so it opened the next generation of computing with information technology accessible 
wherever and whenever.

Weiser thought that Ubicomp was opposite to virtual reality because virtual reality puts people 
on a computer-generated world, while Ubicomp places computers at the service of people in the 
real world. Based on that, Weiser expected to create an environment where devices regardless of 
the size and functionality could interconnect and manage information, making it more accessible 
and consistent with the people’s daily activities.

Ubicomp has many areas of research and application, with healthcare being one of them,5 which 
gives rise to the term Ubicomp in the area of health or pervasive healthcare. It aims to provide 
technology services to the health sector of Ubicomp allowing access to information inside and 
outside the medical facilities.

Ubicomp has become notorious in recent years with several projects. The telemonitoring ser-
vice offered by telemedicine is the result of one such project, which allows specialists to perform 
remote and real-time monitoring on older patients or PC patients.6

Ubiquitous System Patient Medical Records or SUHPC is another example of ubiquitous 
projects created based on Ubicomp, which allows to manage the patient record remotely. The 
information can be accessed in real-time in diverse institutions based on the health information 
requirements.7
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NB

NB8–10 is a probabilistic classifier and a machine learning technique that uses the Bayes’ theorem, 
but at the same time assumes a “naive” strong independence between the variables which are inde-
pendent of each other. NB is a technique that requires first to learn using a training set of classified 
data. After one introduces the selected data as a representative sample of the population, a model 
is created. This model will receive the non-classified data to be analyzed and classify it based on 
the rules of the model.

The advantages of using NB are as follows:

•• It is not complicated to implement.
•• It provides accurate results although the sample of data for training is small.

Some of the disadvantages are as follows:

•• If the variables to analyze present some dependencies, it would reduce considerably the 
results of the test.

Using NB, we intent to provide a method to add an extra evaluation layer to the prediction pro-
cess already presented in Saldaña and Vargas-Lombardo.1

PC in Panama

Studies conducted in 2012 indicated that 8 percent of the world population are more than 65 years, and 
it is estimated that within 20 years this percentage will increase to 20 percent.11 This increase in older 
people is due to the great strides we have today in medicine, as it provides improvements in the treat-
ment of various infectious diseases and other innovations. However, this increase in life expectancy 
involves chronic degenerative diseases in the patient, which also affects the families of the patient.

According to the 2010 census of Panama, adult population aged 60 years and older is about 
9.7 percent, and it is estimated that by 2020 this will be around 12.4 percent,12 indicating that this 
increase will involve a great impact on the health sector in the country, bringing with it the need to 
ensure greater emphasis on these people.

These home care services were given the emergence of HOSPES Association for Palliative Care 
in 1992, this being the first in the country to offer care in home mode. Three years later in 1995, 
the Program for Palliative Care and Pain Relief was created within the premises of the National 
Cancer Institute (ION), allowing it to provide the care in outpatient and inpatient modes. In 2003, 
law 68 arose, which required all health facilities in the country to provide the PC with professionals 
within their facilities. In the years 2006–2007, the PC was provided inside the country, covering 
every type of care. Finally, on 21 June 2010 under Resolution 499, the National Palliative Care 
Program of Panama was created.

The hospice has been providing in Panama for over 20 years, which has evolved over time but 
still the information is not electronically saved and many times the PC is not applied to the patient 
when it is necessary. In some cases, the PC arrived the patient’s home after the patient had died.

Down’s syndrome

Trisomy 21 also known as Down’s syndrome is an aneuploidy where the fetus shows a genetic 
alteration having three chromosome 21.13 This trisomy is one of the major causes of deficiencies 
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or physical disabilities in children and premature deaths that take place before birth, situation that 
many mothers are unaware of. This chromosomal disorder causes various physical deformities, 
hearth defects, organ malformations, mental retardation, thyroid disorder and diseases such as 
Alzheimer’s. Trisomy 21 responsible for Down’s syndrome is the most frequent aneuploidy. How 
is the Down’s syndrome currently calculated? As mentioned in Saldaña et  al.,14 screening is a 
probabilistic technique applied to a population to calculate the risk or probability that the fetus suf-
fers a particular disease.

In the screening, first serum and biochemical markers are established and compared with his-
torical median reference values of the population. When the test results of the patient and the 
multiple of median (MoM) of the markers have different values, the test is considered positive.

The screening methods for Down’s syndrome are performed in the second and first trimesters, 
the first trimester being the most difficult to execute. One of the main barriers of this test is the lack 
of sampling data to perform the test.

For the first trimester trisomy 21 screening, it is necessary to perform a more effective detection 
taking into consideration some of the characteristics of the mother such as her weight, her ethnicity, 
whether she has diabetes or whether she smokes. These factors could affect the result of the test so 
it needs to be corrected.

Ubiquitous eHealth platform design, development and 
implementation

Ubiquitous palliative healthcare platform

The first step was to make a state of the art of PC in Panama. All the requirements, resources, 
actors, process and current issue were gathered from the specialist, current documents, final user 
interviews and patients. All this information was analyzed to develop a ubiquitous platform to 
provide an improved PC to the patients in the country. Figure 1 shows the general use cases and 
actors of the system that help us understand the context of the ambulatory care.

In order to cover all the steps in which the patients need to receive PC, the treatment has been 
divided into three types: home care, ambulatory care and hospital care.

•• Home care. This attention mode is very important because the patient will not be in the 
health institutions. It lets the patient to share with his family at home in his last stage.

•• Ambulatory care. This mode has two ways to perform. In the first case, the patient has the 
ability to attend the institution for care. In the second case, the presence of a person (family 
or friend) is necessary to ensure the care of the patient. This person is known as the primary 
caregiver and he needs to receive the ongoing training on how should give care to the sick.

•• Hospital care. This last method is applied when the patient cannot remain at home or the 
caregiver no longer has the professional skills to care for the sick. The patient has increased 
suffering caused by the disease, thus requiring more treatments onerous for each symptom 
and pain relieving suffering of the patient.

Evolution notes.  In PC, it is really important to record the current status of the patient in each stage 
to evaluate the evolution of the illness with each applied treatment. The evolutions notes are 
divided into four sections, called SOAP or Subjective, Objective, Assessment Plan:

•• S (Subjective). This section records all the information provided by the patient, such as 
symptoms and pains. The subjective impressions of the specialist are also included.
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•• O (Objective). In this section, the vital signs, physical and complementary examinations of 
the patients are recorded.

•• A (Assessment). In this section, the specialist evaluates the status and its evolution.
•• P (Plan). This section modifies the plan applied previously according to the patient’s new 

tests and evaluation.

The main classes of the platforms are presented in Figure 2. The usability was a very important 
factor in the design of the platform and it was based on goal-oriented design by Allan Cooper.15,16

The interaction with the platform was designed based on the usability and specific goal that 
each type of user will have with the platform.

The system includes more classes, but the intention of the diagram is to show only the classes 
that are related to the attribute, operations and functional requirements that are specific to the con-
text of PC.

The general architecture of the system can be appreciated in Figure 3 as was proposed in Saldaña 
and Vargas-Lombardo.1

Implementation and testing.  For the development, Laravel was used as the development framework, 
connecting a relational MySQL database to Eloquent ORM and working with Bootstrap to provide 
a rich user interface.

The platform was tested using white box testing method by two requirement engineers. After all 
the functionalities were working, the platform was deployed in the cloud of the university and was 
enabled for the hospital specialist for about 2 months. They used the platform by recording data of 

Figure 1.  Palliative care use case diagram.
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Figure 2.  Palliative healthcare class diagram.

Figure 3.  PLAGETRI21 eHealth management platform architecture.
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patients from 1 year ago allowing them to test all the functionalities and provide their feedback. 
The next step was to sign the term and conditions agreement and deploy the platform to the medical 
institutions. Figure 4 shows the medical institutions and hospitals of the country that will have 
access to the platform.

Smart platform for Down’s syndrome risk estimation process

The eHealth Management Platform PLAGETRI211 is based on the calculation risk method of like-
lihood, published in Benn,17 combining the a priori risk for maternal age obtained from the meta-
analysis with the likelihood obtained from combining the MoM of the different markers used in 
each profile. The MoM was calculated using the multivariate normal distribution. This calculation 
follows a mathematical and statistical process:

•• Risk estimation based on the maternal age;
•• Markers’ standardization;
•• MoM calculation;
•• Weight and correction factors’ adjustments;
•• Maternal weight corrections;
•• Covariates’ corrections;
•• Likelihood ratio estimation;
•• Risk estimation.

Additional to the normal process, the platform provides two new functionalities. First, it adds 
an extra layer of analysis applying NB techniques. Using a training set previously selected, the 
platform generates a model that posteriori receives the not classified data and separates the normal 
from the abnormal values, predicting whether the test is positive or negative. The following steps 
are performed to implement the NB classification:

Figure 4.  Health institutions that will utilize the eHealth platform for palliative care in the country of 
Panama.
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1.	 Calculating the average µFiCj
  of each feature for the classes;

2.	 Calculation of the variance σFCi j

2  of the classes;
3.	 Estimate the probability for each class Cj;
4.	 Estimate the probability σFCi j

2  of each feature Fi  due to class Cj ;
5.	 Calculate the evidence of the value that it is really the probability of occurrence of all the 

features p F F Fi( , , , )1 2  ;
6.	 Evaluate the class that presents the higher probability p argmax p C p F C

j J
j k jk

i
 =

∈ … =∏
{ , , }

( ) |
1 1

( ) .

Table 1 shows the implementation of these processes.
Second, the architecture’s platform is based on the architecture presented in Barbarito et al.,18 

Esri19 and Feldmann et al.,20 which allows the interoperability between many hospital information 
systems. PLAGETRI21 is able to interact using the HL7 standard with many data source of clini-
cal information. It uses the Clinical Document Architecture (CDA) to save domain-sampling data 
from diverse sources around the country without the necessity of installing any software at the 
client side and using laptop and mobile devices. The CDA standard allows the interoperability 
with other platforms that also implement this standard in their architecture. The message body 
structured HL7 CDA consists of two parts that are the header and message body as shown in 
Figure 5.

As an example, to send data about the height and weight of the patient, the tag <entry> is used 
and is structured as follows:

<entry>
<observation classCode="OBS" moodCode="EVN">
�<code code="363808001" codeSystem="2.16.840.1.113883.6.96" codeSys-
temName="SNOMED CT" displayName="Peso Corporal"/>
<effectiveTime value="201504071430"/>
<value xsi:type="PQ" value="71.6" unit="kg"/>
</observation>
</entry>
<entry>
<observation classCode="OBS" moodCode="EVN">
�<code code="384627007" codeSystem="2.16.840.1.113883.6.96" codeSys-
temName="SNOMED CT" displayName="Estatura"/>
<effectiveTime value="201504071430"/>
<value xsi:type="PQ" value="1.65" unit="m">
</observation>
</entry>

The interconnection with other data sources involves security and privacy of the information 
as presented by Geissbuhler. The data that are extracted from the different data sources include 
general information of the patient such as age, sex, ethnic, blood type, place of birth and resi-
dence. Specific fields such as name, last names and personal ID are not included in the sampling 
data source. The platform also implements the geospatial interoperability standard proposed in 
Granell et al.21 and Ahern.22 The inclusion of geographical information to the platform enables 
the clinical information being georeferenced by birth place, residence place and location where 
the patient receives the medical care, allowing us to research how the location data affect the 
process.
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Implementation and testing.  The platform was tested initially by the development team and three 
medicine specialists from the hospital. After all the bugs were fixed, the screening group of the 
laboratory took a sample data from 100 patients. The chemical tests were introduced and analyzed 
by the platform and the results can be found in Table 2.

The platform is running on a private cloud inside the Technological University of Panama and 
the Electronics Health and Supercomputing Research’s Group developed it.

Conclusion

The Down’s syndrome risk estimation platform enhances the accuracy of the result because it adds 
an extra layer of data analysis applying machine learning methods to establish smart classifiers 
extracted from the population sampling and includes valuable geographical information to the 
procedures, not taken into consideration before.

Thanks to the information that is being captured, organized and shared from diverse sources in 
the country, the first trimester screening test will be applied allowing to detect any illness earlier in 
order to provide the treatment in a timely manner.

The PC platform allows, thanks to its ubiquitous properties, to record personal and medical 
information in real-time even from the patient’s home. It also lets specialist of the field to have 
access to this information and apply adequate medicines and treatment. The platform is a tool that 
allows the patient’s family being in touch with the medical specialist.

Figure 5.  HL7 CDA structure.

Table 2.  Results of the screening test.

Data Values

Total samples 100
Valid test 98
Test with double verification 6
Valid and approved result tests 92
Doubtful test 4
Acceptance rate for doubtful test 50%–60%
Acceptance test wit 90% of accuracy rate 100%
Acceptance test wit 95% of accuracy rate 92.58%
General acceptance rate 94.3877551
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Ubicomp, machine learning techniques and ambient-assisted living open to us a broad source of 
resources that can be applied to improve many areas of healthcare.
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Abstract
Understanding the information-seeking preferences and Internet access habits of the target audiences for 
a patient portal is essential for successful uptake. The resource must deliver culturally and educationally 
appropriate information via technology that is accessible to the intended users and be designed to meet 
their needs and preferences. Providers must consider multiple perspectives when launching a portal and 
make any needed adjustments once the launch is underway. We report results of a study of 270 parents and 
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Introduction

One of the goals of Healthy People 2020 is the use of health information technology (HIT) to 
improve health outcomes, quality, and equity. Among the several specific objectives are the 
increase in patient–provider communication, the delivery of health information that is relevant and 
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understandable to the target audiences, and the improvement of health literacy skills.1 There are 
numerous HIT mechanisms designed to achieve these objectives, most of which require access to 
the Internet – especially broadband, and increasingly, mobile devices. While health-related web-
sites have become ubiquitous, of growing importance are those extensions of electronic health 
records, often enhanced with knowledge-based resources, known as patient portals. The recent 
push to implement electronic health records in both inpatient and outpatient environments, as well 
as the recognition of the importance of patients’ involvement in their own healthcare, has stimu-
lated interest in portals through which patients and designated caregivers can view test results, 
request medication refills, communicate with clinicians, and make/change appointments.

The advent of these portals presents additional opportunities for technology to play a role in 
health information and communication activities such as health information seeking and health 
literacy. A portal enables providers to tailor information and communication resources to the spe-
cific needs of the intended recipients, thus enabling providers to deliver culturally and education-
ally appropriate information. However, for a portal to reach its full potential, the healthcare 
providers and organizations must take some preliminary measures to ensure that both the materials 
and the interface are optimized. Designing and implementing an effective portal require clarifying 
its purpose, identifying the intended users, becoming familiar with their information-seeking pat-
terns and preferences, and assessing their capabilities and access habits.2 In this article, we report 
on one phase of the process that a major paediatric hospital and associated clinical practices used 
to implement its patient portal; we present our story so that others may benefit as they embark on 
selecting, refining, and implementing a patient portal.

Background

In the portal implementation discussed here, the provider organization is a major paediatric hospi-
tal that has a significant investment in making educational materials available to the patients’ fami-
lies and caregivers as well as to the patients themselves, although (since the patients are children) 
the materials for each group are of necessity quite different from one another. Prior to portal design 
and development, the organization had already established procedures and practices for communi-
cation between providers and parents or caregivers and had taken steps to assure that their written 
materials met basic health literacy guidelines. Nonetheless, the organization lacked knowledge 
about the specific health literacy and information-seeking behaviours of the families they hoped to 
engage, particularly since the practices were located in diverse socioeconomic areas. Furthermore, 
the organization was concerned about the rate of uptake for the portal. This situation provided an 
opportunity for a team of researchers to investigate the phenomenon and to provide its insights to 
the organization. The research team, comprised of information scientists and systems designers, 
had experience in assessing the information-seeking habits and preferences of diverse populations 
and was able to contribute its expertise in these areas to the experience of the healthcare providers. 
Involving an interdisciplinary team enabled a comprehensive or ‘systems approach’ to assessing 
readiness for the implementation.

Adopting a systems approach when introducing any technological innovation helps to ensure 
that both the user and the designer perspectives are considered. That is, because the patient/family 
unit and the provider/designer unit are related to one another, the characteristics of each part may 
affect the overall system; changing one component invites an impact on the others. Understanding 
the information-seeking preferences and Internet access habits of the desired audiences for a 
patient portal – or any other digital tool – is essential for successful uptake. The resource must also 
be attractive enough to be used, employ technology that is accessible to the intended users, and be 
designed so that it meets their needs and preferences. Thus, provider organizations must consider 
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multiple perspectives when determining how and whether to launch a portal and make any needed 
adjustments once the launch is underway. Doing an initial assessment of the intended audience can 
be a critical success factor in ensuring adoption.3,4

Information-seeking behaviour is the topic of a large body of research, and numerous resources 
are available that provide important insights, particularly in health information seeking.5,6,7 While 
much Internet health information–seeking behaviour is conducted by adults seeking answers to 
their own personal questions, a significant amount of health information seeking is done by family 
members or caregivers on behalf of others. What follows here is a summary of what is known 
about the information seeking of parents and caregivers on behalf of their children.

Early studies investigating parental use of the Internet have shown that parents use Internet 
resources to learn more about their child’s condition and that they are willing to use them for manag-
ing their children’s care.8,9 On the other hand, misunderstandings and confusion can occur, and there 
is a need to educate both parents and the general population on how to evaluate the quality of online 
health information.10,11,12,13 Since parents appear to demand a very high standard of credibility when 
it comes to information that may affect their children, trustworthiness is a key factor in determining 
whether parents will seek and accept information that will be used to make decisions about their 
children’s care. At the same time, patients and families often share information with each other and 
often report that family and friends are an important source of health-related information.14

Health literacy is defined by the Centers for Disease Control and Prevention (CDC) as the 
degree to which an individual has the capacity to obtain, communicate, process, and understand 
basic health information and services to make appropriate health decisions.15 The National 
Assessment of Adult Literacy (NAAL) measures the health literacy of adults living in the United 
States. At the time of its most recent assessment, approximately 36 per cent of adults in the United 
States have limited health literacy. An additional 5 per cent of the population is not literate in 
English. Only 12 per cent of the population has a proficient health literacy level.16 As noted earlier, 
improving health literacy is one of the goals of Healthy People 2020; helping providers to under-
stand and appreciate the health literacy ‘profile’ of their patient population can be an important first 
step in addressing this goal.

Building on previous research and our own experience, we focused our attention on learning 
more about the patients and families served by a specific healthcare organization to enable it to 
prepare for implementing its patient portal more effectively. The specific aims of this research were 
to explore the current technologies parents of this health system use to access the Internet, to ascer-
tain how parents find health information for themselves and their family, and to assess the level of 
awareness and use of digital technologies to meet the information needs parents may have. To 
address these aims, we surveyed parents/caregivers at five clinics affiliated with the health system 
and located throughout a large metropolitan area to determine their health information–seeking 
practices and preferences. We also asked screening questions to assess their level of health literacy 
and their interest in accessing and using a patient portal. Because we were conducting the research 
in conjunction with the operations of a specific health system, our sample reflects the goals of that 
system and does not necessarily represent the population as a whole.

Methods

Setting and sample

The study was conducted in five clinical practices associated with a major paediatric hospital in a 
large metropolitan area in the eastern United States. The clinic locations were selected to capture 
the variety of patients and practices present in this metropolitan area. We included rural, urban, and 
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suburban practices to encompass social and demographic as well economic differences. Using a 
convenience sample, we conducted a paper-and-pencil survey of parents and other responsible 
adult caregivers of children and adolescents. All respondents were 21 years or older and were able 
to read and write English. The study was approved by the Institutional Review Boards (IRBs) of 
both the health system and the researchers’ university. Data were collected from August to 
December 2012. A total of 270 usable surveys were collected with a minimum of 50 from each 
clinical practice.

Survey instrument

The paper-and-pencil survey instrument used for this study was adapted from an interview proto-
col designed for a previous study conducted in a medically underserved area in the same metropoli-
tan area.17 The survey investigated the various forms of access to the Internet in use by patients. 
The conversion to a paper-and-pencil format was done to be minimally intrusive in the clinical 
setting, and the new format was field tested and refined before implementation. The research coor-
dinator for the health system and members of the research team met with the practice managers and 
clerical staff to discuss the study protocol and to finalize the procedure for administering the survey 
instrument.

To establish the reading level of the survey, the text was pasted into a Microsoft Word (Microsoft 
Corporation, Redmond, Washington) document and then evaluated for reading ease and grade 
level using the Flesch Reading Ease formula, which has been widely used in evaluating medical 
literature. For this survey, the Reading Ease score was 66.1 (scale 0–100) and the grade level was 
7.1, which approximates the reading level recommended by the National Library of Medicine’s18 
consumer health resource MedlinePlus. The final version of the survey contained 26 questions and 
took 10–15 min to complete by checking appropriate boxes. Survey questions included demo-
graphics (age, race, and education) and questions about Internet use, mobile device access, health 
information–seeking behaviours, health literacy, and potential use of a patient portal. Access was 
assessed using the following questions: ‘Do you currently have Internet access through a com-
puter/laptop/cell phone/smartphone or other device?’ and ‘How do you get to the Internet most 
often?’ Healthcare information–seeking patterns were elicited by questions about looking for 
health information for themselves or others in their family. Health literacy was assessed using the 
three screening questions proposed by Chew19 in 2004 for use in identifying patients with inade-
quate or marginal health literacy.

Data collection and analysis

The 26-item survey was administered to participants while they were waiting to be seen by clini-
cians at the individual practices. A student researcher trained in the procedure for conducting the 
survey recruited a convenience sample of participants by approaching parents/caregivers in the 
practice waiting rooms after they had checked in for their child’s appointment. Parents/caregivers 
received a brief introduction to the study and instructions for completing the survey; they were 
encouraged to take the survey with them to the examination rooms to complete the survey while 
waiting if necessary. The surveys were collected as participants checked out. Participants’ time was 
compensated by a US$15 gift card for a local store.

Data from the 270 usable surveys were entered manually into SurveyMonkey for subsequent 
analysis. The data were collected anonymously, and only descriptive statistics are presented here. 
Relationships between the responses to several different pairs of questions were correlated using 
SPSS but nothing of statistical significance was found.
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Since some respondents did not answer all questions or selected more than one choice, not all 
variables total 100.

Results

Study participants

Demographic data of the participants are summarized in Table 1. As shown, the majority of the 
participants were women of child-bearing age. This is consistent with the nature of the population, 
that is, parents and caregivers of paediatric patients. The number of White and African-Americans 
was nearly equal, at 41 per cent White and 38 per cent African American. Close to 25 per cent of 
participants had income levels of less than US$24,999, and 36 per cent had completed no more 
than a high school education or its equivalent (GED). This suggested that a number of study par-
ticipants might have health literacy issues. A profile of the study participants appears in Table 1.

Table 1.  Demographics of sample (n = 270).

Variable %

Age (years)
  21–29 28.6
  30–39 32.3
  40–49 23.0
  50–64 11.2
  65+ 2.2
Gender  
  Female 80.4
  Male 19.6
Race/ethnicity
  American Indian/Alaska Native 1.5
  Asian 1.9
  Black/African American 38.1
  Hispanic/Latino 13.7
  Native Hawaiian/Pacific Islander 0.4
  White 40.7
  More than one race/ethnicity 4.4
  Other 1.5
Education
  Some high school 6.7
  High school grad/GED 29.4
  Some college 22.3
  College grad (AS/BS/tech) 30.5
  Graduate school 9.3
Household income
  >US$24,999 24.8
  US$25,000 to US$49,999 28.9
  US$50,000 to US$100,000 27.0
  <US$100,000 15.6

GED: General Educational Development.
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Internet access

Because successful implementation of patient portals depends on users having Internet access, sev-
eral questions were designed to capture various aspects of Internet access and use. In total, 94 per cent 
of respondents reported having access to the Internet. Methods of access are displayed in Table 2, 
indicating that while computers (including laptops) were used by over half of those surveyed, mobile 
devices, including tablets, and mobile phones accounted for more than a third of access. Since some 
respondents checked more than one mode of access, totals sum to more than 100 per cent.

Over 80 per cent of respondents reported using the Internet several times a day, and fewer than 
3 per cent reported using the Internet less than once a week. Of the respondents, 83 per cent reported 
that they were either ‘comfortable’ or ‘very comfortable’ using the Internet. These findings indicate 
a well-connected population of parents and caregivers.

Health information seeking

Of the respondents, 85 per cent reported using the Internet to look for general information, although 
only 42 per cent reported using the Internet specifically to look for health-related information as we 
noted in our previous study.17 Only about 11.5 per cent of respondents use the Internet daily to look 
for some type of health-related information. Table 3 displays the frequency of health information–
seeking activity.

Nearly 75 per cent of respondents reported that they ‘usually’ or ‘always’ found the health-
related information that they were seeking; more than 52 per cent of respondents were confident 
that the information they found was accurate. Respondents had various ways of determining 
whether to trust information that they found on the Internet. Table 4 displays the reasons for trust-
ing health information on the Internet.

In addition to looking for health information on the Internet, respondents indicated that they 
used other sources of information. Table 5 displays the most frequently used sources of health 
information.

Health literacy of participants

The survey instrument used the three screening questions proposed by Chew et al.19 to identify 
patients with marginal or inadequate health literacy in the population served at the five clinical 
practices. Table 6 indicates that a substantial portion of the respondents may have marginal or 
inadequate health literacy. More than a quarter of the participants indicated that they ‘sometimes’ 
had difficulty reading health materials, and fully one-third indicated that they ‘sometimes’ needed 
help reading health materials. These results are consistent with those found in the population at 
large, according to the NAAL, cited above.

Table 2.  Access to the Internet.

Method of Internet access %

Computer or laptop 57.8
Cell phone/other mobile device 36.9
Smartphone 21.3
iPad or tablet 11.4
Other/error/no access 10.6
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Attitudes towards portal adoption

The final set of questions in the survey queried participants about their interest in using the Internet 
for administrative tasks such as making appointments, or for viewing personal clinical data, and 
accessing their medical records. Table 7 shows that a majority of respondents would use a portal if 
it were available from their healthcare provider.

Discussion

This study was conducted during the early implementation stage of a patient portal designed by a 
leading paediatric health organization. As part of the investigation, our research team, guided by 
a hospital clinician, explored how the parents and caregivers of paediatric patients access and use 

Table 3.  Frequency of health information–seeking activity.

How often do you use the Internet to look for 
information about you or your family’s healthcare?

%

Several times a day 6.0
About once a day 5.6
3–5 times a week 5.6
1–2 times a week 15.1
Every few weeks 29.4
Less often 30.5
Never 2.2
Don’t know or N/A 8.9

Table 4.  Reasons for trusting health information.

I trust/believe health information I find on the Internet if it 
(please check all that apply)

%

Comes from my healthcare system 61.6
Comes from a government website 46.3
Has a doctor’s or nurse’s name on it 19.0
The website comes up on the first page of Google 16.9
Looks like it was written for people who have questions 
similar to mine

16.1

The website is recommended to me by a friend 14.5
Don’t know or N/A 7.9

Table 5.  Sources of health information.

Where do you go most often for health information? %

I ask a nurse or doctor 63.2
I look things up on the Internet 35.7
I ask somebody in my family 20.4
Other (books/magazines, TV, friend, library) <6.0
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Table 6.  Health literacy questions.

How often do you have someone help you read health-related materials?

Never 55.6%
Sometimes 33.0%
Usually 8.2%
Always 3.0%

How often do you have problems learning about medical conditions because of difficulty reading health-
related materials?

Never 68.9%
Sometimes 26.3%
Usually 2.2%
Always 1.8%

How confident are you in filling out medical forms by yourself?

Very comfortable 59.6%
Comfortable 25.2%
Ok 10.4%
Not very comfortable 2.6%
I don’t fill out medical forms by myself 0.7%

Table 7.  Portal-related questions.

If your healthcare provider (had a portal that) allowed you to do administrative tasks online, (how often) 
would you use it?

Never 9.7%
Sometimes 29.4%
Usually 15.3%
Mostly 21.0%
Always 23.8%

If your healthcare provider (had a portal that) allowed you to view personal clinical things online, (how 
often) would you use it?

Never 11.3%
Sometimes 28.6%
Usually 11.7%
Mostly 16.1%
Always 31.5%

If your healthcare provider put your medical records on a secure Internet website that only you could 
access, (how often) would you use it?

Never 10.5%
Sometimes 25.0%
Usually 10.5%
Mostly 19.0%
Always 33.5%
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the Internet. We were interested in learning how parents/caregivers look for health information 
and in understanding more about their information-seeking patterns and preferences. The research 
yielded pertinent descriptive data about the ways in which parents and caregivers seek and use 
information. The results showed that the overwhelming majority of parents/caregivers surveyed 
were connected to the Internet through a variety of devices. This finding suggests that Internet 
access is not a barrier to portal implementation, at least among the population being served at the 
clinics where the study took place. The study also confirms findings from our previous research 
indicating that mobile devices such as smartphones were often the means by which patients con-
nect to the Internet.17

While 85 per cent of the respondents to the survey reported that they use the Internet to look for 
general information, only 42 per cent indicated that looking for health information was among their 
most frequent information-seeking activities. The picture that emerged from our investigation sug-
gests that although parents/caregivers may often use the Internet to look for health information, 
their preferred source of health information remains a nurse or doctor. This finding suggests that as 
health organizations begin developing patient portals, care should be taken to involve clinicians in 
selecting health resources as users put a high value on materials associated with their doctor and 
healthcare team. Furthermore, when asked whether they would go online to do various administra-
tive tasks and/or to view their medical records on a secure website (i.e. a portal), the response was 
positive. When combined with the findings from previous research indicating the positive effect of 
having health information tailored to specific users, the portal idea seems powerful indeed.20

As clinics and hospitals look into deploying patient portals, they will need to include efforts to 
understand their users and the factors that are likely to influence their use of the Internet to meet 
their healthcare information needs. As patients and caregivers depend more on mobile devices for 
Internet access, the ways in which health information is presented will evolve to include resources 
that are optimized for mobile use. Clinicians and designers of health information resources are 
advised to take this into account to ensure that health information is provided in the most appropri-
ate ways. Digital literacy and health literacy are also key considerations in establishing effective 
ways to increase health information access and use. (After the completion of this study, the organi-
zation implemented a mobile version of the patient portal.)

Future studies may wish to focus on patient and family education, specifically directed at increas-
ing portal use in the ways that their patients access the portal. Respondents’ positive responses to 
using the Internet for administrative tasks and for viewing clinical items bode well for clinics and 
hospitals in the United States because they must meet the ‘Meaningful Use’ requirements mandated 
by the Federal government. These regulations require providers who received Federal funding to 
implement HIT and to demonstrate that they are using this technology ‘meaningfully’. That is, they 
must work towards achieving specific goals such as installing a patient portal that will inform and 
engage patients. The next step will be to explore different use patterns to examine whether users will 
limit their use of mobile devices to accessing their personal health information or whether they will 
engage in more complicated tasks such as searching for health information.21

Our findings indicate that providers must also consider the health literacy of those expected to 
use their portal. Almost all of the respondents to our survey reported having a high school educa-
tion or above, but a quarter to a third admitted having difficulty with reading health materials. This 
finding aligns with the perception that low health literacy is widespread across the US population. 
Calls for making health information more understandable and accessible are especially relevant to 
the designers of patient portals. As patient portals are enhanced with educational and informational 
resources, care must be exercised to create materials at appropriate levels and are tailored to the 
needs, preferences, and abilities of the intended users so that they can be read, understood, and 
followed.
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Limitations

Our sample was a convenience sample of parents and caregivers in five paediatric clinics in a 
single metropolitan area; respondents may not have had the same characteristics as non-responders. 
Further study is needed to assess the generalizability of these findings to other types of clinics 
with adult populations. In addition, participants’ education and income were generally higher than 
the city average, which may indicate some response bias to the survey. If patients had limited 
health literacy, they may have been less likely to respond to the survey, in which case our findings 
may overestimate patient interest in using the Internet for health information seeking and possible 
portal usage. As a result, the lessons learned from these experiences may not be generalizable to 
all communities.

Conclusion

This study looked at a population of parents and caregivers in five urban and suburban/rural pae-
diatric practices to understand their health information–seeking patterns and preferences and to 
assess their capabilities and habits in order to gauge the potential for portal use. We found that a 
majority of patients cared for by these practices had access to the Internet and were interested in 
using a patient portal as a way to manage their care. Their preference for nurse- or doctor-provided 
information may be a factor that influences portal adoption among this population. Our findings 
lead us to recommend that organizations such as hospital and clinics that are contemplating the 
implementation of a patient portal should conduct a similar survey to understand more about their 
potential users. Digital technology is rapidly expanding in the healthcare arena, along with calls for 
greater involvement of patients. Our data suggest that these are welcome changes that could result 
in more informed and engaged patients and families. At the same time, it is critically important to 
identify communities where access to resources is limited and therefore may not be able to access 
use the resources. Low health literacy remains a serious problem among the general population, 
and it is a potential barrier to portal adoption within target populations. With simple survey tech-
niques such as those described here, providers can be confident that their investment in a patient 
portal will have the intended results. Only by taking the time to survey potential users and assess 
their health literacy and their patterns and preferences for digital technology will portal designers 
and implementers have the confidence that they are truly advancing the goals of Healthy People 
2020.
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Abstract
As a chronic disease, diabetes mellitus has emerged as a worldwide epidemic. The aim of this study is 
to classify diabetes disease by developing an intelligence system using machine learning techniques. Our 
method is developed through clustering, noise removal and classification approaches. Accordingly, we 
use expectation maximization, principal component analysis and support vector machine for clustering, 
noise removal and classification tasks, respectively. We also develop the proposed method for incremental 
situation by applying the incremental principal component analysis and incremental support vector machine 
for incremental learning of data. Experimental results on Pima Indian Diabetes dataset show that proposed 
method remarkably improves the accuracy of prediction and reduces computation time in relation to the 
non-incremental approaches. The hybrid intelligent system can assist medical practitioners in the healthcare 
practice as a decision support system.

Keywords
clustering, diabetes disease diagnosis, incremental principal component analysis, incremental support 
vector machine, machine learning

Introduction

Diabetes has been one of the leading health problems in the United States.1 It has attained the dubi-
ous distinction of becoming the fifth leading cause of disease-related death.2 Diabetes is a chronic 
endocrine disorder affecting the body’s metabolism and resulting in structural changes affecting 
the organs of the vascular system.3,4 Generally, diabetes is characterized as existing in two major 
forms: (a) insulin-dependent (Type I)5 and (b) noninsulin-dependent (Type II).6 The latter appears 
to be the more common, accounting for 80 percent of all cases.2 The Pima is one of the most 
studied populations regarding diabetes, not only among American Indians, but in the world.7 The 
most studied populations regarding diabetes is Pima, not only among American Indians but also in 
the world.7 The samples of studied populations regarding diabetes refer to discrete Type-2 positive 
and negative instances.
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The only way for the diabetes patient to live with this disease is to keep the blood sugar as nor-
mal as possible without serious high or low blood sugars, and this is achieved when the patient uses 
a correct management (therapy) which may include diet and exercising, taking oral diabetes medi-
cation or using some form of insulin.2 However, treating the diabetes disease is also a difficult, an 
expensive and a complex task for the medical staff.8 There are a number of important things to 
record about the patient and disease that help the doctors to make an optimal decision about the 
patient to make his or her life better.

Machine learning deals with the development of technologies which allow machines to learn. 
The challenge is to create algorithms that can take a group of patterns (on a broader range, the 
existing knowledge) and automatically make new inferences from the initial information, with or 
without human intervention.

From the machine learning perspective, classification is the problem of identifying a set of 
observations into several categories, based on the training result of a subset of observations whose 
belonging category is known. The unsupervised learning is defined as cluster analysis. It is also 
called clustering. Clustering is a process of putting a set of observations into several reasonable 
groups according to certain measures of similarity within each group. The clustering problem has 
been addressed in many disease diagnosis systems.9–11 This reflects its broad appeal and usefulness 
as one of the steps in exploratory health data analysis.

There is a vast sea of different techniques and algorithms used in data mining, especially for 
supervised machine learning techniques; therefore, selecting the appropriate technique has been a 
challenge among researchers in developing the diabetes disease diagnosis systems.12,13 In addition, 
although these data mining methods can be used to classify the diabetes disease through a set of 
real-world datasets, most of the methods developed by supervised methods in the previous 
researches do not support the incremental approaches for diabetes disease prediction. Furthermore, 
standard supervised methods usually cannot be performed in incremental situation and therefore 
they require to recompute all the training data to construct the classification model. Hence, in order 
to improve predictive accuracy and computation time of diabetes disease classification, a new 
method is proposed by applying noise removal, classification and clustering techniques. To the 
best of the authors’ knowledge, there is no implementation of classification method (support vector 
machine (SVM)), clustering method (expectation maximization (EM)) and noise removal method 
(principal component analysis (PCA)) for diabetes disease diagnosis from the real-world dataset. 
In addition, since in medical datasets constantly new information is available, it is desirable to 
incrementally update the once trained models to reduce computation time in classifying the data. 
The proposed method in the study at hand supports incremental updates and re-learning of data and 
is more efficient in memory requirement.

Our study at hand is organized as follows. In section “Related work,” we present the related 
work. In section “Methodology of research,” the research methodology and all techniques 
incorporated to the proposed method are explained. In section “Results of methods,” the evalu-
ations of methods are presented. Finally, we conclude our work in section “Conclusion and 
future work.”

Related work

Polat et al.14 used discriminant analysis and SVM for diabetes classification. Using 10-fold cross-
validation, they achieved 82.05 percent of accuracy on Pima diabetes dataset. Kayaer and 
Yıldırım15 developed a method using general regression neural network (GRNN) for diabetes 
classification. The method was tested on Pima Indian Diabetes (PID) and achieved 80.21 percent 
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accuracy for classification. Aslam et al.16 proposed a method using genetic programming (GP) for 
diabetes classification. The method includes three stages: features selection, features generation 
and testing. Two classifiers, the k-nearest neighbor (k-NN) and SVM, were used for evaluating the 
selected features. The authors tested the performance of method using Pima Indians diabetes 
dataset. A hybrid intelligent system was developed by Kahramanli and Allahverdi12 using fuzzy 
neural network (FNN) and artificial neural network (ANN). They evaluated the method on two 
public medical datasets, Pima Indians diabetes and Cleveland heart disease. Using k-fold cross-
validation, the method obtained classification accuracies of 84.24 and 86.8 percent for Pima 
Indians diabetes dataset and Cleveland heart disease dataset, respectively. An intelligent system 
was proposed by Erkaymaz and Ozer13 for diagnosis of diabetes. The method was based on the 
small-world feed forward artificial neural network (SW-FFANN). The accuracy of the method 
was 91.66 percent. Ganji and Abadeh17 developed a method, FCS-ANTMINER, by ant colony 
optimization (ACO). They extracted a set of fuzzy rules to classify the diabetes disease. The 
obtained classification accuracy was 84.24 percent. An intelligent diagnosis system, linear discri-
minant analysis–adaptive neuro-fuzzy inference system (LDA-ANFIS), was developed by 
Dogantekin et al.18 for diabetes using LDA classification method and neuro-fuzzy (ANFIS) sys-
tem. The classification accuracy of LDA-ANFIS was about 84.61 percent. A comparative study 
of diabetes disease on Pima Indian diabetes disease was conducted by Temurtas et al.19 They used 
multilayer NN which was trained by Levenberg–Marquardt (LM) algorithm and probabilistic 
NN. An automatic diagnosis system, linear discriminant analysis–Morlet wavelet support vector 
machine (LDA–MWSVM), was developed for diabetes by Çalişir and Doğantekin.20 They used 
Morlet wavelet support vector machine (MWSVM) classifier and LDA. Their method classifica-
tion accuracy was about 89.74 percent.

From the literature on diabetes disease diagnosis from experiments with Long Beach and 
Cleveland Clinic Foundation, we found that at the moment there are no implementations of PCA, 
Gaussian mixture model with EM and SVM method for distinguishing between presence and 
absence of diabetes disease in patients. This research accordingly tries to develop a diabetes dis-
ease diagnosis intelligent system based on these methods. Overall, in comparison with research 
efforts found in the literature, in this research

•• EM is used for data clustering. The clustering problem has been addressed in many disease 
diagnosis systems.9–11 This reflects its broad appeal and usefulness as one of the steps in 
exploratory health data analysis. In this study, EM clustering is used as an unsupervised 
classification method to cluster the data of experimental dataset into similar groups.

•• SVM is used for data classification. SVM is widely employed in diagnosis of diseases for 
their efficiency and robustness. It is a promising classification approach which has been 
used in many researches on diseases classification.21–24

•• PCA is used for dimensionality reduction and dealing with the multi-collinearity problem in 
the experimental data. This technique has been used in developing in many disease diagno-
sis systems to eliminate the redundant information in the original health data.25

•• Incremental techniques, incremental support vector machine (ISVM) and incremental prin-
cipal component analysis (IPCA), are used for incremental learning. Incremental techniques 
have been used in many disease diagnosis systems23,26,27 to enhance the predictive accuracy 
and decrease the computation time of classification.

By combination of EM, PCA and SVM, a hybrid intelligent system is proposed to increase the 
predictive accuracy and decrease the computation time of diabetes disease.
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Methodology of research

Focusing on the prediction and classification of diseases, this study uses PCA, EM and classifica-
tion (SVM) methods. We also develop the method for incremental situation using incremental 
noise removal method (IPCA) and incremental classification (ISVM) method. The general frame-
work of proposed model is shown in Figure 1. We propose to rely on classification methods to learn 
the classification functions. Additionally, PCA is employed for dimensionality reduction and to 
overcome the multi-collinearity problem of the datasets. In addition, since in medical datasets the 
data are constantly collected from the new observations, it is beneficial to incrementally update 
previous model of classification by considering only new arrived data to reduce the computation 
time in classification tasks. The proposed method therefore supports incremental updates using 
IPCA and ISVM to re-learn the medical data which can be more efficient in memory requirement. 
These methodologies are addressed in the following sections.

Dataset for the experiments

The Pima aboriginals diabetes dataset is provided at the courtesy of National Institute of Diabetes 
and Digestive and Kidney Diseases and Vincent Sigillito of the Applied Physics Laboratory of the 
Johns Hopkins University who was the original donor of the dataset. The actual data itself are 
obtained by the author of this research from the website of the UCI (University of California, 
Irvine).28 These data have been used in the past by the researchers to investigate possible vital signs 
that may be used to indicate the presence of diabetes within patients according to World Health 
Organization (WHO) standards. There are a total of 768 training instances included in this dataset. 

Figure 1.  Proposed method for the diabetes diseases diagnosis.
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Each training instance has eight features and a class variable that provides the label for that training 
instance (see Table 1). The features are number of times pregnant, plasma glucose concentration, 
diabetes pedigree function, triceps skin fold thickness (mm), diastolic blood pressure (mmHg), 2-h 
serum insulin (mU/mL), body mass index (kg/m2) and years of age. The class variable takes on the 
binary value of 0 or 1, with 0 indicating a healthy person and 1 indicating a patient with diabetes.

EM clustering

One of the commonly used model-based clustering approaches is mixture-approach EM algo-
rithm, which was first officially proposed by Dempster et al.29 Later, Wu30 has corrected a flawed 
convergence analysis in the method. The EM algorithm is widely used because of its simplicity, 
easy implementation and its efficient iterative procedure in computing the maximum likelihood 
(ML).31–34

Since it is not easy to maximize the log-likelihood directly, EM algorithm maximizes the 
expectation of complete log-likelihood instead. The complete data in EM algorithm are consid-
ered to be (x, z). z is the missing data indicating the mixture component origin label of each obser-
vation. z = (z1, …, zn) where zi = k when xi belongs to the component k. The complete log-likelihood 
takes the form
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k

K

k

K

( , | ) log ( ( ; )Φ =
==
∑∑ π θ
11

	 (1)

EM algorithm starts from the initial parameter θ 0, then computes the expectation step (E step) 
and the maximization step (M step) iteratively:

E step. In this step, the expected value of the complete log-likelihood function is calculated. The 
calculation is with respect to the conditional distribution of z given x under the current estimate 
of the parameters Φ

	 Q E Pq( , ) [ ]( )Φ Φ = 	 (2)
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that is, calculate the posterior probabilities tik
q( )  of xi belonging to the kth component as

Table 1.  Description of the features of Pima Indian Diabetes dataset.

Feature label Variable type Range

Number of times pregnant Integer 0–17
Plasma glucose concentration in a 2 
h oral glucose tolerance test

Real 0–199

Diastolic blood pressure Real 0–122
Triceps skin fold thickness Real 0–99
2 h serum insulin Real 0–846
Body mass index Real 0–67.1
Diabetes pedigree function Real 0.078–2.42
Age Integer 21–81
Class Binary Tested positive for diabetes = 1
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M step. In this step, the parameter Φ( )q+1  is found that maximizes the expectation
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PCA

PCA is a statistical technique for multivariate analysis and is used as a dimensionality reduction 
technique in data compression to retain the essential information and is easy to display.35 The 
method identifies patterns in data and represents the data in a way that highlights similarities and 
differences. The central idea is to reduce the number of dimensions of the data while preserving as 
much as possible the variations in the original dataset.36 PCA has four goals. The first goal is to 
extract the most information from the data. The second goal is to compress the data by only keep-
ing the most characterizing information. The third goal is to simplify the description of the data and 
the fourth goal is to enable analysis of the structure of the observations. The analysis enables con-
clusions to be drawn regarding the used variables and their relations. The analysis is performed 
through transforming the data to a new set of variables, called the principal components (PCs).37 
The PCs are uncorrelated and ordered so that the first few PCs retain most of the variations of the 
total dataset.38,39 The first PC describes the dimension in which the data have the biggest variation 
(variance) and the second component describes the dimension in which it has the second largest 
variation (variance).

PCA is chosen for this study because the method exemplifies a category of analysis methods. If 
the data have linear relations and are correlated, as data often are in medical datasets, the method 
will give a compression that maintains a high amount of the information in the original dataset. The 
described solution saves a compact summary of the data, which is derived by applying ideas from 
statistics to enable an analysis while preserving its characteristics. In this study, we use an algo-
rithm for IPCA proposed by Hall et al.40 that updates eigenvalues and eigenvectors incrementally.

ISVM

SVMs are large-margin classifiers which have found successful applications in many scientific 
fields such as engineering41 and disease classification,21 information retrieval,38 finance and 
business42 among many others. An important and crucial point in the SVM formulation is that it 
can provide a good generalization independent of the training set’s distribution by making use of 
the principle of structural risk minimization. This principle provides a trade-off between the com-
plexity of the classifier (accuracy in the training set) and the quality of fitting the training data 
(generalization-empirical error). Therefore, the SVMs belong to a class of algorithms which are 
known as maximum-margin classifiers. The size of the gap is decided upon the training samples 
which are between the margins. These samples are the so-called support vectors (SVs).

Classical SVMs method has been originally developed as offline classification algorithms that 
are trained with a pre-determined dataset before they can be used for classification problems. 
Cauwenberghs and Poggio43 proposed ISVM by analyzing the changes of the Karush–Kuhn–
Tucker (KKT) conditions for online learning when a new (incremental) sample was added into the 
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old samples. Employing a partition of the dataset, ISVM trains an SVM which reserves only the 
SVs at each step of training the samples and creates the training set for the next step using these 
SVs. Hence, the key of ISVM is to preserve the KKT conditions on all existing training data while 
adiabatically adding a new vector. In this project, the MATLAB scripts of incremental learning are 
created based on Cauwenberghs and Poggio’s43 work.

Suppose the current working set is X  and the incremental set is I . First, X  is clustered by 
EM; thus, X  is clustered to { }, , , , ,X X X Xb M1 2    ( b M=1, , ; M  is the number of clusters). 
Then, each Xb is trained by SVM, respectively, and its corresponding training functions f x( )  can 
be obtained. For each sample ( ),x yc c  in I  (new sample), its distance to each cluster is first calcu-
lated (Euclidean distance between the observation and the cluster center), and after performing 
IPCA, incremental learning is carried out using ISVM.

Cross-validation

Cross-validation is a statistical method that, in this research, is used for the performance evaluation 
of learning algorithms and performance of a predictive model on an unknown dataset. For this 
reason, using cross-validation, the datasets used in the research are divided into several equally 
sized subsets (see Figure 2). The learning model is then trained on some subsets known as training 
sets. After training process, the model is tested on the remaining subsets, known as test sets. 
According to the number of subsets partitioned, researcher tests k-fold cross-validation. For 10-fold 
cross-validation, researchers use 10 result of 10-fold cross-validation. In the experiments of this 
research, for the training of models, it is considered to test different 10 for 10-fold cross-validation, 
so that researchers can make sure that there are enough training instances to learn the models.44

Results of methods

The experimental results of the proposed method on real-world datasets are explained in this sec-
tion. Here, the results of applying all incorporated methods in the proposed system are discussed.

Clustering with EM algorithm

In this research, EM algorithm is applied on experimental dataset. As far we know, in any clus-
tering algorithm, the right number selection of the clusters is an important task. The selection of 

Figure 2.  k-fold cross-validation.
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number needs to be performed to provide the best quality for clustering. In EM algorithm, the 
maximization of likelihood is important for the Gaussian mixture model. Akaike information 
criterion (AIC), as a model selection approach, can be used for the maximization of likelihood.45 
Accordingly, for the dataset used in this study, we have applied resubstitution AIC to select the 
value optimal number of clusters in EM algorithm. Additionally, 10-fold cross-validation was 
applied in the clustering procedure to obtain unbiased results. Hence, as we used resubstitution 
AIC estimate to choose the value optimal number of clusters, we need to test the number of 
clusters from n = 1 to n = m, in which for n > m, the criterion value be always increased. From 
the results, we found the minimum criterion value for n < 10 and, accordingly, we decided m = 
10 for obtaining optimal criterion value. The results of clustering by EM is presented in Figure 
3 where based on chosen criterion, the various numbers of clusters are shown to select the best 
cluster for the datasets.

In addition, from Table 2, it can be seen that the best criterion value (37577.854250) is obtained 
when EM generates six clusters. For visualizing clusters of EM for each dataset in scatter plot, we 
use two PCs of PCA in order to obtain a two-dimensional (2D) representation. In Figure 4, the 
clusters (six clusters) generated by EM are visualized. As can be seen, we project the observations 
in the first two dimensions generated by PCA.

PCA evaluation

As PCA generates PCs instead of original factors, choosing the right number selection of these 
PCA is an important task. If we select too many factors, we include noise from the sampling fluc-
tuations in the analysis. If we choose too few factors, we lose relevant information, and the analysis 
is incomplete. As we know that the eigenvalue associated to a factor corresponds to its variance, 
the eigenvalue indicates the importance of the factor. The higher the value, the higher the impor-
tance of the factor. The eigenvalues for each factor can be indicators for its importance. In this 
study, we have applied the rule proposed by Cattell.46 Accordingly, we create “scree” plots that 
show the eigenvalues of the factors. In the “scree” plots, we can simply detect “elbows” to decide 
the number of PCAs to be used in the classification process.

Figure 3.  Best cluster using EM algorithm for PID dataset.
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We employed the PCA technique for the clusters of experimental dataset obtained by EM algo-
rithm. Based on the rule proposed by Cattell,46 in PID, for Cluster 1, we included the elbow into 
the selection, that is, we selected k = 2 factors. Indeed, the eigenvalues associated with the second 
factor was high. In addition, three PCs for Clusters 2 and 4 and four PCs for Clusters 3, 5 and 6 
were chosen.

Performance evaluation of ISVM

This section provides the experimental results of diabetes disease classification with non-incre-
mental and incremental SVM classifiers based on PID. In addition, comparison experiments with 
other methods in the literature are performed using non-incremental and incremental SVM based 
on the same dataset.

As far we know the classical SVM, it can be used as offline classification and prediction meth-
ods which are trained with a pre-determined dataset before they can be used for the disease clas-
sification and prediction. In addition, the capability of classical SVM is limited by fixed number of 
training samples. Therefore, there was a need for a classifier that be able to augment itself with new 

Table 2.  Best cluster using EM algorithm for PID dataset.

Number of clusters Criterion

1 46092.154901
2 44644.787691
3 39507.303442
4 38080.146803
5 39121.694768
6 37577.854250
7 41783.431618
8 38675.813840
9 40309.951994
10 47894.584548

EM: expectation maximization; PID: Pima Indian Diabetes.
The boldface in the table indicates the best criterion value.

Figure 4.  Clusters visualization of PID dataset.
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data constantly. Accordingly, we have implemented ISVM to overcome this issue by taking their 
ability in learning incrementally.

The models of classification were trained under a 4 GHz processor PC and Microsoft Windows 
7 running MATLAB 7.10 (R2010a). We applied ISVM with radial basis function (RBF) kernel on 
experimental dataset clustered by EM algorithm. To show the predictive accuracy of the proposed 
method, we use area under the curve (AUC) of receiver operating characteristic (ROC) chart. ROC 
is a graphical display that provides the measure of classification accuracy of the model using sen-
sitivity and specificity.24 For predicting events, sensitivity in ROC can be used as a measure of 
accuracy which can be calculated by dividing the true positive over total actual positive. For pre-
dicting nonevents, specificity can be used as a measure of accuracy which can be calculated by 
dividing true negative over the total actual negative of a classifier for a range of cutoffs.

As we have selected RBF kernel for SVM classifier, there are two parameters, C and γ , which 
are unknown and we need to set a best value for them. Hence, some kind of model selection methods 
are required to find an optimal value for C and γ . The aim of this task is to find good parameters for 
RBF kernel so that SVM classifier can provide good classification models and accurately predict the 
unknown classes in testing data. To do so, we used k-fold cross-validation (k = 10) as a statistical 
model selection method. Using 10-fold cross-validation, the data used in the research were divided 
into 10 equally sized subsets. Accordingly, a single subsample was retained as the test data and the 
remaining nine subsamples were used as the training data. The learning models were then trained on 
nine subsamples. After training process, the model was tested on the single subset and the 10 results 
from each of the folds could be averaged to produce a single generalization estimation. By trying 
several values for the parameters C and γ ,47 we then set the value of penalty parameter C and γ  in 
RBF kernel equal to the optimal one determined via 10-fold cross-validation.

In order to experimentally demonstrate the effectiveness of EM clustering, IPCA and ISVM, we 
divide the data in the clusters into two categories. The first category is considered as initial cluster-
ing and the second one is considered for incremental phase that is incrementally added to the initial 
clusters data. The aim is to calculate the classification prediction time method after adding the 
second category data incrementally. We perform this procedure on all clusters and present the aver-
age computation time. The general procedure of this evaluation is demonstrated in Figure 5.

For evaluating the ISVM, we initially considered 20 percent of data in any cluster for test set, 
20 percent for initial data clusters and 60 percent for incremental set which is incrementally added 
to the clusters, initial data.

The increment ratio is considered 10 percent of incremental set and added to training set and 
calculated computation time. Specifically, we consider six measurement points add the 10 percent 
of data to the initial clusters in each measurement point. In that direction, for different measure-
ment points, the average computation time and accuracy were calculated for all clusters.

To experimentally show the effectiveness of EM and incremental approach (ISVM), we conduct 
the experiments on the public PID dataset and compare with the methods of the non-incremental 
learning for computation time. It should be noted that the kernel parameters and penalty parameter 
C have been determined by 10-fold cross-validation.

In Figure 6(a), the classification accuracy of ISVM measured by ROC in each cluster for PID is 
presented. From all plots in Figure 6(a), we can see the influence of using ISVM on accuracy is 
significant and the incremental update has provided a good classification accuracy measured by 
ROC in each cluster. The average accuracy obtained by the proposed method is about 97.95 per-
cent for all clusters. It should be noted that the increment ratio for ISVM is considered 10 percent 
of incremental set and added to training set, and we calculated accuracy in each fold of 10-fold 
cross-validation.
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Figure 6(b) presents the computation time results of our experiments for the proposed method 
in the incremental situation. The computation time is plotted as a function of the incremental data 
percentage. Note that in the comparative experiments, the non-incremental SVM and ISVM were 
tested with a 10-fold cross-validation. From all curves in Figure 6(b), we can see that the incremen-
tal method has significantly reduced the computation time in relation to the non-incremental one. 
In addition, as the figure shows, non-incremental methods perform poor with respect to time for 
PID dataset. From the curves as shown in the figures, it can be also observed that by increasing the 
number of incremental data, the computation time is slightly raised. A possible explanation could 
be that, since the non-incremental method cannot learn in the incremental situation, it requires to 
recompute all the training data to build the classification and prediction models. In addition, the 
non-incremental SVM method can be used as an offline method and is trained with a pre-
determined dataset before it can be used for the disease classification. Thus, the capability of non-
incremental SVM is limited by fixed number of training samples in each cluster, and it is not be 

Figure 5.  ISVM evaluation procedure.

Figure 6.  Incremental SVM evaluation for (a) accuracy and (b) computation time.
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able to augment itself with new data constantly. In other words, those medical records in the exper-
imental dataset, which have been incrementally added, need to be retained along with the previous 
data in each cluster through non-incremental SVM. However, the methods that use ISVM reduce 
computation time results as it needs to train only the data which have been added incrementally. 
Finally, the method that combines clustering, IPCA and ISVM lead to the computation time reduc-
tion results. Overall, the results showed that the main practical advantage of using ISVM as a train-
ing method is a great saving in computation time.

We compare the accuracy of our proposed method with the classification accuracy of the  
methods GRNN,15 General Discriminant Analysis and Least Square Support Vector Machine 
(GDA-LSSVM),14 MWSVM20 and SW-FFANN13 for PID. The performance of the classifiers that 
were compared with our method is shown in Table 3. From the results shown in this table, our 
proposed method proves to have a better accuracy (0.9795) in relation to the other classification 
systems. Compared to GRNN (80.21%), GDA-LSSVM (79.16%), MWSVM (89.74%) and 
SW-FFANN (91.66%), our classification, clustering and noise removal techniques help to improve 
the classification accuracy of diabetes disease by more than 17, 18, 8 and 6 percent, respectively. 
This shows the effectiveness of incorporating the clustering and PCA techniques for the classifi-
cation accuracy of diabetes disease.

Conclusion and future work

In this article, we propose a new hybrid intelligent system for diabetes disease classification using 
machine learning techniques. We applied EM clustering algorithm to cluster the experimental dia-
betes disease dataset and SVM for classification of disease types. In addition, PCA was used for 
dimensionality reduction and to address multi-collinearity in the dataset. Furthermore, since new 
information is constantly available in medical datasets, it is desirable to incrementally update the 
trained models to reduce the computation time. The proposed method in this study at hand then 
supports incremental updates that were more efficient in memory requirement. In order to analyze 
the effectiveness of the proposed method and validate the system, several experiments were con-
ducted on PID. The dataset was taken from Data Mining Repository of the UCI. The results indi-
cated that the method which combines clustering, IPCA and ISVM obtains good classification 
accuracy and significantly reduces the computation time in relation to the non-incremental meth-
ods. All of the approaches used in this study may also be applicable to other classification problems 
within the medical domain. However, there is still plenty of work in conducting researches on 
incremental algorithms for disease diagnosis in order to exploit all their potential and usefulness. 
In the future work, more attention should be paid to the datasets for disease classification and pre-
diction using the incremental machine learning approaches. Hence, in our future study, we plan to 

Table 3.  Comparison of proposed method with other classifiers for PID.

Method Reference Accuracy

General regression neural network Kayaer and Yıldırım15 80.21%
GDA-LSSVM Polat et al.14 79.16%
MWSVM Çalişir and Doğantekin20 89.74%
SW-FFANN Erkaymaz and Ozer13 91.66%
IPCA-EM-ISVM This study 97.95%

PID: Pima Indian Diabetes; MWSVM: Morlet wavelet support vector machine; SW-FFANN: small-world feed forward 
artificial neural network; IPCA-EM-ISVM: incremental principal component analysis–expectation–maximization– 
incremental support vector machine.
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evaluate the proposed method on additional datasets and in particular on large datasets to show the 
effectiveness of the incremental methods on computation time of large data in relation to the non-
incremental ones.
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Abstract
Chronic obstructive pulmonary disease is a heterogeneous disease. In this retrospective study, we 
hypothesize that it is possible to identify clinically relevant phenotypes by applying clustering methods to 
electronic medical records. We included all the patients >40 years with a diagnosis of chronic obstructive 
pulmonary disease admitted to the University of New Mexico Hospital between 1 January 2011 and  
1 May 2014. We collected admissions, demographics, comorbidities, severity markers and treatments. A 
total of 3144 patients met the inclusion criteria: 46 percent were >65 years and 52 percent were males. 
The median Charlson score was 2 (interquartile range: 1–4) and the most frequent comorbidities were 
depression (36%), congestive heart failure (25%), obesity (19%), cancer (19%) and mild liver disease (18%).
Using the sphere exclusion method, nine clusters were obtained: depression–chronic obstructive pulmonary 
disease, coronary artery disease–chronic obstructive pulmonary disease, cerebrovascular disease–chronic 
obstructive pulmonary disease, malignancy–chronic obstructive pulmonary disease, advanced malignancy–
chronic obstructive pulmonary disease, diabetes mellitus–chronic kidney disease–chronic obstructive 
pulmonary disease, young age–few comorbidities–high readmission rates–chronic obstructive pulmonary 
disease, atopy–chronic obstructive pulmonary disease, and advanced disease–chronic obstructive pulmonary 
disease. These clusters will need to be validated prospectively.

Keywords
asthma, comorbidity, chronic obstructive pulmonary disease, epidemiology, factor analysis, phenotype

Introduction

Chronic obstructive pulmonary disease (COPD) is a heterogeneous disease characterized by per-
sistent airflow limitation. It is caused by the inhalation of cigarette smoke and other noxious parti-
cles and gases. Mortality rates are 40.8 per 100,000 United States inhabitants every year, and as of 
2010, chronic respiratory diseases were the fourth leading cause of death in the United States and 
are projected to be the third by 2020.1,2
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Until recently, international guidelines were basing specific treatment recommendations solely 
on airway obstruction, quality of life, number of exacerbations and exercise capacity oversimplify-
ing in practice a very heterogeneous group of patients. This approach has resulted in improved 
symptoms and decreased number of COPD exacerbations, but its impact on survival has been 
disappointing.1 Main causes of death in patients with respiratory conditions are related to cardio-
vascular disease and cancer3,4 with other comorbidities also playing an important role.5 Therefore, 
in its latest revision, the Global Initiative for Obstructive Lung Disease started providing guidance 
for the management of common comorbidities. However, their recommendations are limited by the 
lack of disease-specific outcome studies.1

Several studies have attempted to capture the heterogeneity of COPD patients using clustering 
techniques in order to describe phenotypes, provide more personalized therapies and pencil pos-
sible pathophysiology links.6–13 However, most of them have had restrictive inclusion criteria, 
small sample sizes, have relied on highly specialized measurements and have rarely included 
United States subjects. The motivation of our study is to fill the gap left by previous similar studies 
by adding clinically relevant COPD phenotype categories14 using cluster analyses on readily avail-
able electronic medical record data. This can constitute the first step toward stratified treatment in 
patients with COPD.15

Materials and methods

Study location and patient population

This retrospective analysis included all the patients older than 40 years, admitted to the University 
of New Mexico Hospital, a 580-bed University tertiary hospital, between 1 January 2011 and 1 
May 2014 and carrying a diagnosis of COPD (ICD9 codes: 490, 491, 492 or 496), regardless of 
their primary admission diagnosis.16

This study was conducted in accordance with the amended Declaration of Helsinki. The 
University of New Mexico Health Science Center review board approved the protocol and waived 
the need for informed consent, protocol number: 14-312.

Study design and data collection

We used i2b2, a de-identified replica of our hospital medical records system that includes data on 
diagnoses, procedures, prescriptions, hospital admissions and laboratory results.17

Our data collection included the following: demographics, comorbidities included in Charlson’s 
comorbidity index, presence of atopy, obesity, number of admissions, prescriptions for inhalers 
grouped as short acting beta-agonist, long-acting beta-agonist, anticholinergics, steroids and their 
combinations, prescriptions for oral steroids, beta-blockers and statins. We collected comorbidities 
according to previously validated methods.18 I2b2 does not include pulmonary function tests. To 
capture the severity of disease, we included weight loss19 and elevated plasma bicarbonate20 among 
the variables collected. All the variables, including age (40–65 years and >65 years) and number of 
admissions (one admission and ⩾two admissions), were coded as binary for the analysis. The 
denominator for the number of admissions was the duration of the study.

Data analysis

Cluster analysis is a set of methodologies that group objects (e.g. patients) based on their charac-
teristics. We used the sphere exclusion method with applications in cheminformatics, bioinformat-
ics and pattern recognition.21,22 It is a disjoint, similarity-based method; that is, a patient can belong 
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to only one cluster, and the measure used for grouping is similarity. In a multidimensional space 
with as many dimensions as variables, a distance metric between individuals is dissimilarity, which 
is complementary to similarity (1: similarity). By definition, similarity can have a value between 0 
if all the variables are different and 1 if they are equal.

In sphere exclusion, the only input needed from the analyst is a similarity threshold. The algo-
rithm first computes the similarity between all individuals. It then chooses the individual with the 
most “neighbors” within the specified similarity cut-off. These individuals form the first cluster are 
excluded from further analysis. The process is then repeated iteratively until the only individuals 
left are singletons—individuals without neighbors.21–23

To choose the optimal similarity threshold, the clustering algorithm is run over a range of 
similarity thresholds without excluding individuals at any step. In this case, each subject can 
belong to more than one cluster. For this data set, we found the optimal balance between num-
ber of clusters and clustering overlap to be at similarity threshold of 0.62.23 Plotting the Dunn 
index24 and correlation coefficient25 for different similarity thresholds provided consistent 
results (Figure 1).

All the collected variables were candidates for the clustering algorithm. Number of admissions 
was also included given the clinical relevance of the frequent exacerbation phenotype.1

After applying factor analysis to exclude inter-correlated variables, 24 common variables (out 
of 40 candidate variables) were selected with 10 latent variables, p = 0.54 (H0 model with 10 latent 
variables). The relevant variables were as follows: age, ICD9-CM codes 496 and 490, congestive 
heart failure, cerebrovascular disease, myocardial infarction, diabetes mellitus (DM) with compli-
cations, chronic kidney disease (CKD), obesity, depression, dementia, severe liver disease, plegias, 
rheumatologic disease, atopy, diagnosis of cancer, prescription for anticholinergic bronchodilators, 
prescription for fluticasone–salmeterol, prescription for albuterol–ipratropium, prescription for 
non-cardio selective beta-blocker, prescription for salmeterol, bicarbonate level >30 mEq/L, weight 
loss and number of admissions ⩾2 (Appendix 1).

Figure 1.  Dunn index and clustering coefficient against similarity.
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Analyses were computed using STATA/SE 13.1 (StataCorp LP, College Station, TX, USA) and 
MATLAB with the statistical toolbox installed (MATLAB version 8.3.0.532 (R2014a), Natick, 
MA, USA: The MathWorks Inc., 2014).

Results

A total of 3144 patients met the inclusion criteria. Of these, 1436 (46%) were older than 65 years, 
1636 (52%) were males and 1745 (55.5%) had the ICD9 code 496. The median Charlson score 
was 2 (interquartile range (IQR): 1–4) With the most frequent comorbidities being depression 
(36%), congestive heart failure (25%), obesity (19%), cancer (19%) and mild liver disease (18%) 
(Table 1).

We obtained nine clusters with 189 patients remaining as outliers (Figure 2). The characteristics 
of each one of the clusters as compared to the rest are detailed below.

The largest cluster, cluster 1 contains 1748 patients and is characterized by a large proportion of 
patients older than 65 years and by depression. The patients have relatively few comorbidities, 
without a clear pattern and a Charlson score of 2 (IQR: 1–3).

We found two “malignancy” clusters: cluster 2 with 312 patients, few comorbidities and low 
number of readmissions and cluster 5 with 144 patients, signs of advanced disease and frequent 
readmissions.

We also identified two “cardiovascular” clusters: cluster 3 with 291 patients with a significant 
proportion of patients older than 65 years and predominantly coronary artery disease and conges-
tive heart failure and Cluster 6, respectively, with 120 patients, higher proportion of patients 
younger than 65 years and predominantly cerebrovascular disease.

The remaining clusters were cluster 4 with 152 patients, most of them younger than 65 years, 
with few comorbidities, the highest number of prescriptions for bronchodilators and also with fre-
quent readmissions. Cluster 7 includes 81 patients, the majority younger than 65 years, with 
asthma/atopy and many readmissions. Cluster 8 has 64 patients, younger than 65 years, who suffer 
from CKD or diabetes and with few readmissions. Cluster 9 with 41 patients includes patients with 
a high prevalence of signs of advanced disease and frequent readmissions. A classification rule 

Table 1.  Demographics and general descriptors.

All subjects (n = 3144)

Age less than 65 years 1436 (45.7%)
Male (%) 1636 (52%)
COPD ICD9 code
ICD9 = 490 421 (13.4%)
ICD9 = 491 671 (21.3%)
ICD9 = 492 307 (9.8%)
ICD9 = 496 1745 (55.5%)
Number of comorbidities 2.4 ± 1.7
Charlson, median (IQR) 2 (1–4)
Admission ⩾2 1603 (51%)
Advanced disease
Weight loss 413 (13.1%)
Bicarbonate > 30 mEq/L 300 (9.5%)

IQR: interquartile range; COPD: chronic obstructive pulmonary disease.
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Figure 2.  Grayscale heat map with the results of cluster analysis (white = 0%, black = 100%). Clusters 
are represented in the horizontal axis: 1: depression–COPD, 2: malignancy–COPD, 3: coronary artery 
disease–COPD, 4: young age–low comorbidity–high readmission–COPD, 5: advanced malignancy–
COPD, 6: cerebrovascular disease–COPD, 7: atopy–COPD, 8: DM–CKD–COPD and 9: advanced 
disease–COPD.
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consisting of a series of decisions that replicates the clustering algorithm can be found in Appendix 1 
and Tables 3 and 4.

Discussion

In this study, we showed that patients with a diagnosis of COPD admitted to our hospital can be 
divided into clinically relevant phenotypes. Based on readily available data and using cluster anal-
ysis methodology, we obtained nine phenotypes, with only 6 percent of the patients as outliers. We 
also derived a classification rule for use in future validation and clinical practice. Most of our 
phenotypes confirm few previously known phenotypes obtained using different methodologies 
(Figure 2, Table 5). Given our sample size and more inclusive criteria, we observed new phenotype 
categories not previously described that may further stratify the COPD patient population.

The development of this classification scheme for patients with COPD can be used to generate 
new phenotype-specific outcomes and interventions.

The first and largest cluster describes the COPD-depression phenotype. Due to similar symp-
toms, regular screening tools that differentiate depression in COPD have limited validity.26 In 
pulmonary practices, the prevalence of depression in COPD patients is estimated at 40 percent, and 
this increases with the severity of ventilatory obstruction as measured by the forced expiratory 
volume in first second (FEV1).27 The relationship between depression and COPD is complex, as 
depression can further impact the social isolation, mobility impairment and quality of life in COPD 
patients. There are data suggesting that COPD precedes depression. In a prospective cohort study, 
the relative risk for developing depression 2 years after a new diagnosis of COPD was estimated at 
2.21 (95% confidence interval: 1.64–2.97).28 It is also known that there is a primary association 
between depressive symptoms and smoking and that depression severely limits the effectiveness of 
any smoking cessation intervention.28 Understanding the COPD, depression phenotype could help 
develop COPD-specific depression screening tools and evaluate the effectiveness of preventive 
and therapeutic strategies.

Very relevant from a clinical perspective are the COPD—cardiovascular disease phenotypes. 
One is dominated by cerebrovascular disease, while the other by coronary artery disease. Both 
phenotypes have different secondary prevention strategies and therapeutic needs making the dis-
tinction clinically relevant.29 The strong association between COPD and cardiovascular disease 
has been observed using different methodologies. In the Lung Health Study, a prospective cohort, 
more than 30 percent of the deaths were related to cardiovascular disease.4 In terms of chronology, 
members of our study group described trajectories of disease in a population wide data registry 
with 6.2 million individuals. They found that all the trajectories starting with a diagnosis of ath-
erosclerosis were followed by the diagnosis of COPD supporting a pathophysiological link and a 
temporal relationship.30 Five other studies using either only comorbidities or more complex data 
sets have each identified at least one cluster characterized by the presence of cardiovascular dis-
ease.6–8,10,11 This pattern has generated a great interest in discovering the underlying pathophysiol-
ogy that leads to COPD after onset of atherosclerosis, and so far, the common link is attributed to 
inflammation.

Another phenotype previously described in the literature and confirmed in our cohort is the 
COPD–asthma overlap. Using a different set of variables, at least three studies that employed clus-
ter analysis identified this phenotype.6,12,31 COPD–asthma phenotype is of special interest as it 
highlights a subpopulation of patients usually excluded from therapeutic clinical trials, which have 
a poor quality of life and consume a disproportionate amount of healthcare resources.1

Our analysis also revealed five phenotypes, not previously described using cluster analysis, and 
we feel these phenotypes are very common and relevant in clinical practice. All of them highlight 
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the disconnection between most COPD studies and the real-life COPD spectrum seen in hospital 
wards and outpatient clinics. One of the malignancy clusters incorporates patients with signs of 
more advanced disease (number 5), whereas cluster number 2 includes patients who rarely neces-
sitate hospital readmission despite a diagnosis of cancer. The link between malignancy and COPD 
has been well established, expanding over lung cancers but also extra-pulmonary cancers.3,4 In the 
Danish health registry, the overall risk for cancer was elevated in COPD, independent of comor-
bidities suggesting a different pathogenesis than, for example, cardiovascular disease.32 Regarding 
the biological basis for these malignancy phenotypes, it has been noted that smokers overexpress 
repair genes and oncogenes and underexpress tumor suppression genes.33 Although the expression 
of repair genes returns to normal several years after smoking cessation, oncogenes and tumor sup-
pression genes continue to be altered decades later. To what extent the differential expression of 
these genes is deranged may determine which individuals develop cancer versus other comorbidi-
ties.34 From a therapeutic perspective, COPD patients with malignancies tend to receive limited 
treatment. Grouping them into a more homogeneous phenotype and access to care in integrated 
clinics may lead to better outcomes. This model of healthcare delivery has been successfully used 
in other pulmonary diseases such as cystic fibrosis.35

A third phenotype of patients not previously reported in the literature is the chronic kidney 
disease–diabetes mellitus (CKD-DM)–COPD cluster. We note the low readmission rates of this 
phenotype. Interestingly, in previous studies, both CKD and DM have been associated with hospi-
tal readmissions in patients admitted with any diagnosis, but this does not hold true for COPD 
patients.36 To which extent this characteristic is attributable to their model of care or to common 
underlying mechanism of disease is unknown. For example, DM targets the lung with reduction in 
carbon monoxide diffusion capacity, FEV1 and forced vital capacity (FVC) that show a dose 
response effect to fasting plasma glucose.37 Furthermore, recently, a study reported improved 
asthma control in patients treated with thiazolidinediones.38

Another new phenotype described in our cohort is the “advanced COPD phenotype,” repre-
sented by cluster 9. These patients who have more advanced disease based on the frequency of 
weight loss and elevated serum bicarbonate are also readmitted frequently.19 One potential inter-
vention would be initiation of end-of-life discussions especially if higher mortality is associated 
with this phenotype.

Finally, cluster number 4 can intuitively be labeled as “COPD Resistant to Treatment” or 
“COPD Non-Compliant.”39,40 Although these patients receive the highest number of prescriptions, 
they accrue very frequent readmissions. Since information on compliance was not available in our 
database, we were unable to differentiate between the two possible explanations.

Eight other studies have used similar clustering techniques to group COPD patients into pheno-
types. They differ in the number and selection of individuals, the choice and number of variables 
and in the clustering techniques utilized. Choices at each of these levels can be expected to influ-
ence the results. This is reflected in Table 2 with each study describing phenotypes according to the 
variables selected for analysis.

Clustering techniques are most valuable when the phenotypes obtained describe the etiology, 
pathogenesis or clinical characteristics of the patients. Studies clustering detailed physiologic data 
and biomarkers with clinical characteristics may be better suited to investigate the pathogenesis 
and etiology of the different phenotypes, for example, Fens et al.,9 chronic bronchitis and inflam-
matory eNose profile. Studies based on readily available data like ours6,10 can also generate hypoth-
eses about pathogenesis as detailed above, but more importantly, they can describe phenotypes 
outside of the research setting. They can help organize care and generate clinical research with 
phenotype-specific interventions.41 For example, psycho-social interventions for the “Non-
Compliant” phenotype or palliative care options for the advanced disease phenotype.
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Table 2.  Previous articles with >100 patients using cluster analysis and phenotypes as described by the 
authors.

Number of 
patients

Population, country Variables used for 
clustering

Clusters obtained

Baty et al.6 340,948 Population based Comorbidities 1. Asthma/COPD
  Sweden 2. Anxiety/depression
  3. Malignancy
  4. Heart failure
  5. Coronary artery disease

Burgel et al.7 322 Pulmonary units Age, smoking, airflow 
obstruction, exacerbations, 
BMI, QoL, anxiety, 
depression, MMRC

1. Young severe respiratory disease
  France 2. Older, mild respiratory disease, 

mild comorbidities
  3. Young, severe disease, mildly 

symptomatic
  4. Older, severe respiratory disease, 

severe comorbidities
Burgel et al.8 527 COPD clinics + NELSONa Comorbidities, COPD 

physiologic data
1. Low mortality, low comorbidities

  Belgium, Netherlands 2. Young, severe emphysema, low 
BMI, low comorbidities

  3. Older, less severe disease, high 
BMI, comorbidities

Fens et al.9 157 NELSONa pbFEV1, FEV1 reversibility, 
chronic bronchitis, 
coronary artery disease, 
BMI, dyspnea at rest, 
packs year, LABA, eNose 
signature, emphysema 
score

1. Mild COPD, minimal symptoms, 
good QoL

  Netherlands 2. Poor lung function, emphysema 
or chronic bronchitis and eNOSE

  3. Emphysema, preserved lung 
function

  4. Severe symptoms, mild lung 
disease

Vanfleteren 
et al.10

213 Pulmonary rehabilitation Comorbidities 1. Less comorbidities

  Netherlands 2. Cardiovascular
  3. Cachectic
  4. Metabolic
  5. Psychological
Garcia Aymerich 
et al.11

342 COPD admissions Symptoms, sputum 
microbiology, QoL, 
radiological emphysema 
score, PFT, nutrition, 
inflammation biomarkers 
total of 224 variables

1. Severe airflow limitation and 
poor respiratory performance

  Spain 2. Mild airflow limitation
  3. Mild airflow limitation and high 

BMI

Weatherall 
et al.12

175 Population based pbFEV1/FVC %, pbFEV1%, 
FEV1 change %, FRC%, 
DLCO%, IgE serum, mean 
FeNO, sputum production 
and smoking history

1. Severe airflow obstruction, low 
QoL, overlap of asthma, emphysema 
and chronic bronchitis

  New Zealand 2. Emphysema
  3. Asthma with eosinophilic airway 

inflammation
  4. Mild airflow obstruction
  5. Chronic bronchitis non-smokers
Renard et al.13 2164 Pulmonary clinics Demographic

Symptoms
Biochemical
Clinical/functional

1. Moderate—quasi stable
North America and Europe 2. Functional emphysema

3. Mixed
4. Exacerbator emphysema
5. Inflamed comorbid

BMI: body mass index; QoL: quality of life; MMRC: Modified Medical Research Council dyspnea scale; COPD: chronic obstructive 
pulmonary disease; pb: pre-bronchodilator; FEV1: forced expiratory volume in first second; FVC: forced vital capacity; LABA: long-acting 
beta-agonist inhaler; FRC: functional residual capacity; DLCO: carbon monoxide lung diffusion capacity; FeNO: fraction of exhaled nitric 
oxide; PFT: pulmonary function test.
aNELSON: population-based cancer-screening trial in heavy smokers and ex-smokers.
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Our results are similar to the studies that used only comorbidities for clustering.6,10 The larger 
number of clusters found in our study can be explained by its sample size, our inclusion criteria and 
the variable selection which also included severity of disease markers and medications. Baty et al.6 
described a malignancy cluster; we were able to detail further, describing two malignancy clusters, 
one with signs of advanced disease and frequent readmissions and one without.

Another pre-requisite to make phenotyping useful is providing the classification rules for use in 
future validation and clinical practice42 (Appendix 1, Tables 3 and 4).

Previous cohort studies and industry-sponsored randomized controlled trials have had stringent 
enrollment criteria excluding many clinically relevant and common COPD subpopulations. One 
strength of our study was including all adult patients (>40 years) with a diagnosis of COPD. As 
stated above, these lax criteria have helped us to recognize a larger number of phenotypes than pre-
vious studies. This is also the largest US COPD population is analyzed with this methodology.13

Another strength of our study is the use of the sphere exclusion method for clustering. It does 
not require a priori determination of the number of clusters, and using homogeneity measures to 
determine the optimal similarity threshold automatically (Figure 1) makes the clustering algorithm 
autonomous and minimizes the risk of bias.

Our study has several limitations. First, the proposed clusters rely on the available variables.21 
We lacked data on spirometry, 6-min walk test, mortality and quality of life questionnaires. In their 
absence, our ability to detect some clinically relevant phenotypes may have been limited; for 
example, the previously described upper lobe–predominant emphysema with poor exercise perfor-
mance was not observed.43 We also had to use alternative measures of severity of disease (sodium 
bicarbonate and weight loss), which may not apply to all the phenotypes. However, under normal 
clinical settings, such information is rarely available. In a recent report, only 32 percent of newly 
diagnosed COPD patients had undergone spirometry testing,44 and thus, relying on these data to 
clinically classify patients beyond the pulmonary office is, as of today’s practice, of limited value. 
Furthermore, even in the absence of these variables, we were able to detect clinically relevant phe-
notypes with plausibly different underlying pathogenesis. Our methodology can only describe co-
occurrence of diseases and not cause effect relationships.

Another limitation of the study is single center study design. People from New Mexico may 
have different distribution of risk factors than patients in other areas of the United States. They 
have a higher exposure to biomass fuels, and the Hispanic population has also been found to be 
particularly resistant to the development of this disease.45,46

The main impact of our study is the development of a classification scheme for patients with 
COPD that can be used to generate new phenotype-specific outcomes and interventions. While 
other studies have mainly focused on mortality and readmission rates, it is debatable whether these 
are the most or only relevant outcomes. For instance, two phenotypes can have the same mortality 
and hospitalization rate for very different reasons thus requiring different therapeutic approaches. 
Phenotype-specific outcomes such as time to myocardial infarction, depression recurrence or 
improved compliance along with mortality and readmission rates may offer an extra dimension to 
better differentiate between and within subpopulations of COPD patients.

Conclusion

Moving from generalized to stratified medicine, clustering studies are needed to both discover 
pathophysiology links and group patients with clinically similar phenotypes allowing for more 
personalized and integrated care. Our study confirms previous COPD phenotypes and adds new 
ones to better understand the interplay between COPD and comorbidities. The use of readily 
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available data in defining our clusters makes this methodology appealing for validation and imple-
mentation at other centers.
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Appendix 1

Factor analysis

Factor analysis was carried out using factoran function in MATLAB version 2014a.
H0 (null hypothesis) was tested against alternative hypothesis that more than N latent variables 

are required to explain variance of the whole data set.
Number of latent variables (common factors) was selected by iteratively setting the number of 

latent variables parameters to factoran until H0 was not rejected, 10 latent variables are required to 
explain the variance of the data set in our analysis. Observed variables from initial data set were 
eliminated based on observed specific variance, and observed variables with specific variance 
close to 0 were eliminated based on the fact that these would be almost entirely determined by 
latent variables which are linear combinations of the observed variables, see list below.

Observed variables (40) list is as follows:

Age > 65

Gender

History of cancer

Congestive heart failure

Chronic kidney disease

Cerebrovascular disease

Dementia

Depression

Diabetes with complications

Drug user

Human immunodeficiency virus infection

Mild liver disease

Metastatic cancer

Obesity

Alcoholism

Plegias

Peptic ulcer disease

Rheumatologic disease

Cirrhosis

Gout

History of myocardial infarction

Weight loss
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Atopy

Treatment with albuterol–ipratropium

Treatment with albuterol

Treatment with long-acting antimuscarinic antagonists

Treatment with budesonide–formoterol

Treatment with fluticasone–salmeterol

Treatment with salmeterol

Treatment with statins

Treatment with steroids

Treatment with non-cardio selective beta-blockers

Treatment with cardio-selective beta-blockers

Plasma bicarbonate greater than 30

Number of admissions

ICD9 490

ICD9 491

ICD9 492

ICD9 496

COPD other than emphysema

Observed variables selected with specific variance > 0 (24), these variables form the following 
10 latent variables:

Atopy

Age > 65 years

Treatment with albuterol–ipratropium

Treatment with long-acting anticholinergics

Plasma bicarbonate > 30 mEq/mL

History of cancer

Congestive heart failure

Chronic kidney disease

ICD9 490

ICD9 496

Cerebrovascular disease

Dementia

Depression

Diabetes mellitus with complications

Treatment with fluticasone–salmeterol

History of myocardial infarction

Treatment with non-cardio-selective beta-blockers
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Obesity

Plegias

History of rheumatological disease

Treatment with salmeterol

Cirrhosis

Number of admissions

Weight loss

Sensitivity analysis

We used factor analysis to eliminative variables not contributing to latent variables (0 specific vari-
ance); this means that any perturbation of any remaining variables will lead to different clustering 
results. Scoring rules (1–9) are derived from sensitivity analysis where we analyzed systematically 
how observed variables change across clusters. Each of the equations has to be calculated sequen-
tially; the variables are scored as 1 if present/true and 0 if not present/false. The procedure stops 
once the result of one of the equations is ⩾0.32, and the patient is allocated to that cluster (e.g. if 
score ⩾0.32, then patient is allocated to cluster 3):

Equation 1 = (Age > 65 + depression + anticholinergic bronchodilator + admission ⩾2 + ICD9: 
496)/[(Σ all variables) + 5 − (age > 65 + depression + anticholinergic bronchodilator + admission 
⩾2 + ICD9 = 496)]

Equation 2 = (Age > 65 + malignancy + admission ⩾2 + ICD9: 490)/[(Σ all variables) + 4 −  
(age > 65 + malignancy + admission ⩾2 + ICD9 = 490)]

Equation 3 = (Age > 65 + CHF + CKD + obesity + anticholinergic bronchodilator + bicarbonate >  
30 + myocardial infarction + ICD9: 496)/[(Σ all variables) + 8 − (age > 65 + CHF + CKD + 
 obesity + anticholinergic bronchodilators + bicarbonate > 30 + myocardial infarction + ICD9: 496)]

Equation 4 = (Anticholinergic bronchodilator + fluticasone–salmeterol)/[(Σ all variables) + 2 −  
(anticholinergic bronchodilators + fluticasone–salmeterol)]

Equation 5 = (Cancer + weight loss + ICD9:496)/[(Σ all variables) + 3 − (cancer + weight loss +  
ICD9:496)]

Equation 6 = (CH + CVD + obesity + non-cardioselective beta blockers + admissions ⩾2 + ICD9: 
496)/[(Σ all variables) + 6 − (CH + CVD + obesity + non-cardioselective beta blockers + admis-
sions ⩾2 + ICD9: 496)

Equation 7 = (Depression + anticholinergic bronchodilators + ICD9:490 + atopy)/[(Σ all varia-
bles) + 4 − (depression + anticholinergic bronchodilators + ICD9: 496 + atopy)]

Equation 8 = (CKD + DM + admissions ⩾2)/[(Σ all variables) + 3 − (CKD + DM + admissions ⩾2)

Equation 9 = (Malignancy + CVD + depression + weight loss + albuterol–ipratropium + anticholiner-
gic bronchodilators + bicarbonate > 30)/[(Σ all variables) + 7 − (malignancy + CVD + depres-
sion + weight loss + albuterol–ipratropium + anticholinergic bronchodilators + bicarbonate > 30)
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Table 3.  Comparison of rule assignments with clusters from cluster analysis values are the number of 
patients from each cluster where score ⩾0.32.

Total Cluster ID 1 2 3 4 5 6 7 8 9

1748 1 99.66% 0% 0% 0% 0% 0% 0% 0% 0%
312 2 0% 100% 0% 0% 0% 0% 0% 0% 0%
291 3 0% 0% 100% 0% 0% 0% 0% 0% 0%
152 4 0% 0% 0% 100% 0% 0% 0% 0% 0%
144 5 0% 0% 0% 0% 100% 0% 0% 0% 0%
120 6 0% 0% 0% 0% 0% 97.50% 0% 0% 0%
81 7 0% 0% 0% 0% 0% 0% 100% 0% 0%
64 8 0% 0% 0% 0% 0% 0% 0% 100% 0%
43 9 0% 0% 0% 0% 0% 0% 0% 0% 100%
189 Outlier 0% 0% 0% 0% 0% 0% 0% 0% 0%

The first column contains the number of patients assigned to each cluster using the sphere exclusion method. To the 
right a matrix with the percent of correct patients assignments using the derived classification rule sequentially.

Table 4.  Sensitivity analysis.

Total Cluster ID 1 2 3 4 5 6 7 8 9

1748 1 99.66% 22.43% 27.69% 8.81% 9.44% 23.28% 4.81% 3.49% 7.95%
312 2 0% 100% 5.45% 0.64% 15.38% 4.49% 21.79% 9.29% 2.24%
291 3 0% 0% 100% 7.56% 4.47% 24.05% 1.72% 5.84% 11.68%
152 4 0% 0% 0% 100% 2.63% 0% 9.21% 1.32% 14.47%
144 5 0% 0% 0% 0% 100% 6.94% 0% 1.39% 17.36%
120 6 0% 0% 0% 0% 0% 97.50% 2.50% 11.67% 3.33%
81 7 0% 0% 0% 0% 0% 0% 58.02% 0% 28.40%
64 8 0% 0% 0% 0% 0% 0% 4.69% 100% 0%
43 9 0% 0% 0% 0% 0% 0% 4.65% 0% 100%
189 Outlier 0% 0% 0% 0% 0% 0% 8.99% 0% 0%

The first column contains the number of patients assigned to each cluster using the sphere exclusion method. To the 
right a matrix with percentage of patients assigned to each cluster when the derived classification rule is not applied 
sequentially.
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Abstract
Falls play a critical role in older people’s life as it is an important source of morbidity and mortality in elders. 
In this article, elders fall risk is predicted based on a physiological profile approach using a multilayer neural 
network with back-propagation learning algorithm. The personal physiological profile of 200 elders was 
collected through a questionnaire and used as the experimental data for learning and testing the neural 
network. The profile contains a series of simple factors putting elders at risk for falls such as vision abilities, 
muscle forces, and some other daily activities and grouped into two sets: psychological factors and public 
factors. The experimental data were investigated to select factors with high impact using principal component 
analysis. The experimental results show an accuracy of ≈90 percent and ≈87.5 percent for fall prediction 
among the psychological and public factors, respectively. Furthermore, combining these two datasets yield 
an accuracy of ≈91 percent that is better than the accuracy of single datasets. The proposed method suggests 
a set of valid and reliable measurements that can be employed in a range of health care systems and physical 
therapy to distinguish people who are at risk for falls.
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Introduction

Due to rapidly growing elderly population, today, societies are threatened to provide their life 
expectancy such as public health, medical, and social services. Based on World Health Organization 
estimation, by 2050, more than 2 billion people will be over 60 years, 80 percent of which will be 
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from developing countries.1 This growth leads governments to urgently provide technical facilities 
for health care requirements of elderly.

Falls among older people remain as a major problem in public health care issues. Among elderly 
living in the community, one in three people likely to fall at least one time in a year, and this falling 
rate is even increasing in older adults living in nursing home cares.2,3 Falling is important in older 
people life due to making several mental, economical, and social issues. It is the most frequent 
reason for accidental death4,5 and the third reason for inability6 among elders. Fear of falling for the 
second time is caused by falling and makes limitations in the elder’s daily activities.7 Therefore, 
researchers are highly interested to find technical solutions to prevent falling events in elders.

The primary step to prevent falling events is determining elders potentially subjected to this 
risk. Many researches have been done to propose efficient tools for identifying people with high 
probability of falling risk.8–10 The methods work based on different schemes varying from simple 
clinical tests to complex ones.11 The attempts were to identify factors that highly affect the fall risk. 
Among these factors, older people (more than 65 years old) having multiple chronic illness has the 
highest risk of falls, and stroke, Parkinson disease, a history of falls, the presence of impaired gait, 
muscle weakness, arthritis, foot problems, impaired cognition, abnormal neurological signs, and 
the taking of psychoactive medications and multiple medications are the critical factors in fall 
prediction.2 However, it is important to measure the degree of risk among these factors. A compre-
hensive review on the proposed tools for fall prediction has been presented by Oliver et al.12 and 
Hassankhani et al.13

In recent years, machine learning-based methods have been widely used in diagnosis and pre-
diction applications. These methods are also used in fall risk prediction where the system needs to 
learn from previous experiences in the prediction phase. In 2012, Marschollek et al.14 proposed a 
classification tree model using the C4.5 algorithm as well as a logistic regression model and evalu-
ated their predictive performance. In 2013, Rose15 proposed an ensemble machine learning 
approach that combines multiple algorithms into a single algorithm and returns a prediction func-
tion with the best cross-validated mean squared error. Artificial neural networks (ANN) have 
received an increasing interest over the recent years, and its superior performance in different 
machine learning applications as diverse as engineering, medicine, finance, and many other areas 
have established it as an accepted model for a wide variety of scientific problems. They constitute 
a set of models inspired by biological neural systems that we call brain. The structure of ANNs 
generally is constructed from a set of neurons which exchange signals with others via an intercon-
nected network. Each connection has a numeric weight that can be adjusted during training of the 
network, making the network adaptive to input patterns and capable of learning. ANNs have 
remarkable capabilities to solve a wide variety of tasks that are difficult to solve by ordinary rule-
based algorithms.

In this article, we describe the development of a neural network to predict elderly fall risk based 
on their physiological profile. In section “ANNs,” a summary on the structure of neural networks 
and their learning procedure is described. In section “PCA,” the principal component analysis 
(PCA) approach for dimensionality reduction is introduced. In section “Materials and methods,” 
methods and materials of the study are explained. In section “Results and discussion,” results of the 
experimental study are discussed. In section “Conclusion,” the conclusion of this study is drawn.

ANNs

ANNs propose a methodology for extracting knowledge from raw data.16 Feedforward neural net-
work is a typical type of ANNs constructed from at least three layers of artificial neurons 
(Figure 1) including input layer, output layer, and one or more hidden layers. The neurons in input 



412	 Health Informatics Journal 24(4)

and output layers represent variables of predictor and predictand. The hidden layer is arranged 
between input and output layers including a number of neurons that is determined empirically to 
obtain an optimized performance for a particular problem.16 The neurons in the hidden and output 
layers get their input from their previous layer via weighted connections and feed their output to 
the next layer. A weighted sum is calculated in each neuron of hidden layer via the following acti-
vation formula

a w xi

j

M

ij j i= +
=
∑
1

θ

where θ  is a certain threshold to fire a neuron. The output of each neuron is computed as a function 
of the activation value by

y f ai= ( )

that is a predefined function such as binary or linear threshold, sigmoid, hyperbolic tan, and Gaussian. 
A similar computation is done in the output layer neurons to produce output of network.

In the training phase of the above neural network, back-propagation learning algorithm is 
mostly used to adjust weights of synaptic connections. For each training sample, input signals are 
propagated through the network, and output of the network is produced. The error signals are cal-
culated at the output layer and propagated backward to the hidden layer at iteration p via the 
formula

e p y p y pk d k k( ) = ( ) − ( ),

where y pd k, ( )  is the desired output of the neuron k. The synaptic weights are updated using the 
formula

Figure 1.  A three-layer feedforward neural network.



Razmara et al.	 413

w p w p w pjk jk jk+( ) = ( ) + ∆ ( )1

where ∆w pjk ( )  is the correction value and calculated by

∆ ( ) = × ( )× ( )w p y p pjk j kα δ

where α  is the learning rate and δk p( )  is the error at neuron k. The network training phase runs 
iteratively until the defined error criterion is satisfied.

The standard method to develop a prediction system based on ANNs is training the network 
with a set of known samples according to the above procedure. After training, the network can be 
used to predict output for an unknown sample.

PCA

In machine learning problems, when input patterns are multidimensional, the use of all features 
may increase computational complexity and decrease the generalization ability of the model. To 
overcome these problems, one should look for the subset of features which decrease the learning 
ability of the model and increase the complexity of the algorithm and then remove this subset from 
feature set. Generally, these solutions fall in the dimensionality reduction methods and are widely 
used in pattern recognition and classification algorithms.

PCA17,18 is a well-known statistical technique used for dimension reduction. The technique 
transforms a set of correlated variables into a set of uncorrelated variables by mapping data into its 
eigenspace. PCA chooses top K eigenvectors to reflect directions with maximum variability. The 
major advantage of PCA is the ability to determine degree of similarities among data.

To conduct PCA for a given set of d-dimensional input samples X, m principal axes T1, T2, …, 
Tm (1 ⩽ m ⩽ d) are defined as orthonormal with a maximum preserved variance in the new space. 
In general, matrix T is created by the m prominent eigenvectors from the covariance matrix of 
samples

S
N

x x
i

N

i
T

i= −( ) −( )
=
∑1
1

µ µ

where x Xi ∈  and µ is the mean of samples. Therefore, we have

ST l Ti i i=

for i = 1, 2, …, m, where li  is the ith largest eigenvalue of S. For a given input vector x, the m 
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The m principal components of x  is used in the new space instead of the input vector.

Materials and methods

Dataset

Data used in this study were collected through a questionnaire designed by a group of experts in 
old adults. The questionnaires were filled out by 200 old members of the Tabriz pension center 
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having age more than 60 years. The questionnaire contains a series of simple factors putting elders 
at risk for falls and grouped into two sets: psychological factors and public factors. Table 1 shows 
the items in these two sets. For each item, four choices were considered indicating the degree for 
solicitous where score 1 shows the lowest degree and score 4 shows the highest degree.

The neural network for fall prediction

A feedforward neural network with back-propagation learning algorithm was used to predict fall-
ing risk based on the personal profile of older adults. The number of neurons in the input layer is 
decided by the number of input features for each sample. To determine the number of neurons in 
the hidden layer, a set of experiments was arranged using different numbers of neurons ranging 
from 10 to 50 as represented in Figure 2(a) for psychological factors and Figure 2(b) for public 
factors. As can be seen from this figure, the network obtains the highest accuracy with 20 neurons 
in the hidden layer. The output layer contains one neuron representing the falling risk with a value 
between 0 and 1 where a higher value indicates a higher risk. The input data were normalized such 
that the features are zero-mean and unit variance. For adaption of the network weights in the train-
ing phase, training samples were given to network expecting an output of 0 (no fall containing) and 
1 (fall containing), and back-propagation learning algorithm was used to adjust network weights.

Dimensionality reduction by PCA

Dimension reduction is considered as an important step in classification and pattern recognition 
problems. The aim in this step is to filter out redundant information and choose the essential fea-
tures from high-dimensional data. In this study, we note that the input data have relatively high 
dimensionality and generally contains some redundancy. Accordingly, the PCA was applied to 
remove redundant information and extract intrinsic features from the original data. Based on the 
resulting covariance matrix, the components with eigenvalue higher than 1 were chosen as the 
effective features for training the network.

Table 1.  Physiological profile used in questionnaire.

Psychological factors Public factors

1 Cleaning the house Age
2 Create a simple meal Sex
3 Go to the store Education
4 Go up or down the stairs Employment
5 Getting hands above head Living conditions
6 Walking on slippery surfaces Life independency
7 Walking in a crowded places Fear of falling
8 Go up or down the slope Use of drug
9 Dressing or undressing Needs to help for movement
10 Bathing or showering Financial condition
11 Sit down or get up from the chair Chronic diseases
12 Walking Cardiovascular diseases
13 Answering phone Muscular diseases
14 Go to visit friends or family Respiratory diseases
15 Walking on an uneven surface Metabolic diseases
16 Going out to gathering Neurological diseases



Razmara et al.	 415

Results and discussion

Experimental setup

The above-proposed scheme was implemented using MATLAB software package on a Pentium 
desktop computer with 2.99-GHz central processing unit (CPU) and 4-GB main memory. In the 
first experiment, we trained the ANN using whole features of the dataset. The collected dataset 
through questionnaires was first normalized to be in the same range for all features. The dataset 
was divided into two training (75% or 150 samples) and testing samples (25% or 50 samples). For 
both psychological and public factors, training of the network was run independently using the 
training set and then benchmarked using testing set.

In the second experiment, we used PCA to reduce dimensionality among data before training 
the network. The analysis on the covariance matrix of both psychological and public factors shows 
that there are five components having eigenvalue greater than 1. The validity of the principal com-
ponents was examined by scree graph of eigenvalues over the training samples as shown in Figure 
3. The graph in this figure represents eigenvalues in descending order versus the number of the 
components. It can be visually observed from the graph that five components have the most vari-
ability within the feature set.

Results of the ANN models

A various number of architectures were examined by varying the activation function, number of hid-
den layers and their neurons, and the learning algorithms. Finally, we chose multilayer perceptron 
(MLP) with one hidden layer having 20 neurons, logistic activation function, and back-propagation 
learning algorithm. The chosen architecture produced the best accuracy rate on the validation set and 
used in our experiments.

To illustrate the performance of our prediction system, we plot the receiver operating character-
istic (ROC) curve. The curve plots the true-positive rate (TPR) known as sensitivity against the 
false-positive rate (FPR) that can be calculated as 1 − specificity. Generally, ROC curve analysis 
facilitates to compare and select the optimal model with a rational performance. The optimal 

Figure 2.  Mean square error (MSE) obtained by the neural network with different numbers of neurons in 
the hidden layer for (a) psychological and (b) public factors.



416	 Health Informatics Journal 24(4)

prediction model in this curve obtains a point in the upper left corner of the plot where the value of 
the TPR reaches 1 or very near value to 1 for a very small value of FPR.

Figure 4 shows the ROC plots of the trained ANN models using different datasets including 
psychological and public factors before and after dimension reduction. As can be observed from 
this figure, the best result belongs to psychological factors where its curve quickly climbs to high 
TPR values at low FPR values. Based on the ROC curves, the performance of the ANN model over 
the psychological factors is expectedly decreased after dimension reduction. Furthermore, similar 
observations can be seen from this figure for the public factors before and after dimension reduc-
tion. However, the overall performance of the ANN models over public factors is generally lower 
than that of psychological factors. We arranged another experiment to train the ANN model using 
both psychological and public factors after dimension reduction. From this figure, the ROC curve 
of this model shows a better performance in comparison with the results produced by the trained 
models using single datasets.

Comparing the results obtained from the ANN models over different datasets (Table 2) reveals 
that psychological factors provide the best evidence for fall prediction among the physiological 
profile of elderly adults (accuracy ≈90%). Performance of the models has been decreased when 
dimensionality of the datasets was decreased by PCA. However, combining two psychological and 
public factors produces the highest accuracy among the proposed models (accuracy ≈91%). 
Furthermore, this combined dataset after dimension reduction yields a performance relatively near 
to the best results produced by psychological factors. Considering the higher efficiency of the 
combined dataset with reduced dimensions in terms of training time of the ANN, the minor decrease 
in the accuracy of this model can be ignored.

Extraction of the key features for fall risk prediction

We performed another study to extract features that are the most important among the features to 
predict falling risk in elderly adults based on the PCA. According to the PCA on psychological 

Figure 3.  Scree plot of the principal component eigenvalues over the training samples.
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factors, the most effective factors among psychological features of elderly was go up or down the 
slope, walking on slippery surfaces, walking in a crowded places, bathing or showering, and walk-
ing on an uneven surfaces, respectively. Based on the PCA on the public factors, use of drug, fear 
of falling, metabolic diseases, cardiovascular diseases, and employment are five most important 
factors with a high impact on the risk of elderly falling.

Conclusion

In this study, we used an ANN model to predict fall risk among elderly adults. Based on the 
experimental outcomes, the proposed model obtained a fruitful result based on physiological 
profile of people. The analysis of the physiological profile of the older people revealed that the 
protection against falling can be maximized by utilizing intelligent prediction tools. The tool can 
be used as a complement for the medical assessment and management of elders who are at risk for 
falling. Furthermore, the tool provides useful analysis to identify the critical factors for falling in 
older people.

Figure 4.  Receiver operating characteristic (ROC) plots produced by the ANN models for different datasets.

Table 2.  Comparing the results obtained from the ANN models using different datasets.

Accuracy (%)

  Training samples Testing samples

Psychological + public factors 95.7 91.3
Psychological + public factors (dimension reduced) 93.8 89.7
Psychological factors 95.1 90.2
Psychological factors (dimension reduced) 92.3 88.5
Public factors 90.8 87.5
Public factors (dimension reduced) 88.1 83.4
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platforms for medical or behavioral interventions in cancer care. Overall, the results demonstrate the need 
for high user involvement in the development of such interventions and early testing of intervention designs.

Keywords
Internet, IT design and development methodologies, pilot test, virtual environment, young cancer patients

Introduction

The virtual space, independent of its technological shape, is characterized by the possibility to 
navigate the borderlands between the actual and the potential. In the context of cancer therapy, 
this may carry a prospect of new forms of behavioral intervention. New online social technologies 
are creating novel opportunities for therapeutic and behavioral intervention with a positive impact 
on patient empowerment, knowledge, self-efficacy and pain control.1–7 Virtually mediated com-
munication has the potential to transform our approach to patient education and interaction with 
the healthcare sector.8–11 This may offer new ways to approach the psychosocial support of ado-
lescent and young adult (AYA) cancer patients.

Cancer is the leading disease-related cause of death in AYAs.12 Each year, nearly 70,000 people 
in the United States between the ages of 15 and 39 are diagnosed with cancer.12 In Denmark, 
where this pilot study was conducted, approximately 1500 people (in a population of 5.2 million 
people) between 15 and 39 years of age are diagnosed with cancer each year.13 Even though 
increased survival has been documented among AYA cancer patients,14,15 a number of studies sug-
gest that the survival of AYA patients still seems to be significantly lower than the survival of 
children with biologically similar cancer diagnoses.14–17 Likewise, the survival of AYA patients is 
lower than that of adults above 40 years of age.18,19 Several factors are believed to contribute to 
this disparity, including delay in diagnosis, suboptimal treatment adherence and physiological 
differences.16,17,20–22

AYA cancer patients are a particularly vulnerable group of patients as they are in transition 
between dependent childhood and independent young adulthood.23 They fall in between pediatric 
and adult treatment protocols and have different social, psychological, biological and physiologi-
cal needs and challenges than other cancer patients.12,24 Cancer profoundly disrupts the everyday 
and social life of the AYA patients and the availability of sufficient, appropriate support becomes 
crucial. However, studies have shown that the social support of AYA cancer patients is challenged 
by many different factors during treatment.25,26 Keeping up everyday life with regular activities 
such as school, sports and friends is difficult and in some periods impossible for patients in active 
treatment, as the very intense treatment protocols require frequent hospitalizations.

Computer games and other interactive, multi-media tools have been shown in previous studies 
to positively affect and change behavior in patients with chronic illness, increasing treatment 
adherence and self-efficacy, as well as relieving stressful aspects of the experience of illness.27–32 
Social identification of self and other via avatars in virtual environments has been found to affect 
both virtual and real-life behavior, indicating that the vicarious reinforcement and identification 
with avatars can motivate behavior change that could have an impact on health.33–35 The avatar is 
in this study a graphical representation of the patient or user in a three-dimensional (3D) form. The 
simulation of events and effects found in computer games and virtual technologies make these 
technologies particularly suitable as educational tools to affect health and treatment behavior, 
beyond the traditional didactic methods.10,32,36 A virtual environment has the possibility of mediat-
ing the difference between the actual circumstances of a patient (e.g. a state of illness or pain) and 
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a potentially new situation, demonstrating to the patient an opportunity to perform actions and 
engage in social interactions that are not possible within the actual everyday frame.2,4

At the same time, AYAs are very active and skilled users of media, both as consumers and as 
creators of content,37 which makes it suitable to develop and assess media-based interventions to 
this group of patients.

As described, the social challenges facing AYA patients are significant. Finding ways to  
alleviate social isolation and sustain social interaction with peers in AYA cancer patients during 
treatments is of critical importance to assist their re-integration into everyday life after treatments. 
Bringing virtual environments into cancer support may offer a particular potential to engage AYA 
cancer patients and facilitate such a process.

The goal of this article is to present the results of a pilot study that tested an early prototype of 
an online virtual environment for psychosocial support of AYA cancer patients, focusing on areas 
for further development of the environment. The pilot study did not include or evaluate an actual 
intervention component at this time.

Methods, design and development

Setting

In February and March 2011, 12 young Danish cancer patients were recruited from the Youth Unit 
(YU) at the Department of Oncology at Aarhus University Hospital to test the feasibility of an early 
prototype of the online environment. The oncology department is one of five oncology treatment 
centers in Denmark that undertakes non-surgical cancer treatment and outpatient follow-up. The 
YU is part of an adult ward and comprises two 2-bedded rooms and a “youth corner” in the sitting 
room area. A small group of nurses are dedicated to the care of the YU patients. On average, the 
YU admits 8–10 new patients per year between 15 and 22 years of age.23

Participants and procedures

Patients were recruited for the study by two of the researchers (M.T.H and P.R.O) following a 
weekly review through the 8 weeks of the planned patient flow in the YU. All patients eligible 
for treatment in the YU were also eligible for the study. All participants were in active treatment 
for their cancer. However, the status of each patient was assessed by the researcher (M.T.H) and 
clinical nurse specialist (P.R.O) and the YU nursing staff to protect the patients considered too 
vulnerable for participation. In the course of the 8 weeks, 16 patients were available for recruit-
ment to the study. Four patients did not wish to participate. All participants were informed of the 
objectives and procedures of the study and their right to terminate participation at any time. All 
participants provided written informed consent to the study. The study was approved by the 
Danish Data Protection Agency and the Danish Regional Committee of Southern Denmark on 
Biomedical Research Ethics (S-20110037).

An appointment was made between the research team and the young patients as they were 
recruited for the study to introduce them to the virtual environment during the same hospital admis-
sion period in which they were recruited. Two participants were recruited and introduced to the 
virtual environment during an outpatient follow-up visit to the department. All patients received 
one session with a researcher. In one instance, two patients preferred to attend this researcher ses-
sion together. The young patients were provided with a personal log-in to the virtual environment 
during this session and, if necessary, assisted to upgrade their browser software. The young patients 
were asked to test the basic features of the virtual environment, such as logging in, moving around 
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their avatar and chatting with other patients’ in-world, if others were simultaneously online. 
Participants accessed the virtual environment using their own laptop or a laptop provided by the 
research team.

This served as part of a collaborative development process, where the young patients were 
encouraged to provide feedback on the use of the virtual environment to optimize and target the 
intervention to their needs and behavior. An interdisciplinary group of programmers, graphic art-
ists and researchers with different social science and health backgrounds collaborated to integrate 
the responses of the young patients in the further development.

Design and development

This study used a web-based online multi-user 3D environment developed for the project between 
October 2010 and February 2011. The environment was designed with the low technical require-
ment of a modern web browser on the patient’s computer. The core idea was removing the friction 
of having to install a separate client or additional graphics drivers to participate, which tradition-
ally had been a barrier to participation in 3D multi-user environments for non-technical users. The 
patient’s web browser acted as a client and contacted a single server administered by one of the 
researchers (E.C.P) to interact with the environment, similar to the design of many multiplayer 
games but all it would take to enter this environment was the click on a link on a webpage.

Through a standard web interface, patients could log in to their accounts, edit their profile 
information and enter the virtual environment. Patient profiles included options to customize their 
appearance through a set of pre-configured avatars. All user data, administrative data and logs 
were stored in the encrypted, password-protected database. The virtual world server, built upon 
existing open-source software for creating multi-user 3D virtual environments,38 simulated the 
environment and allowed the users to interact.

To run within a web browser, the client software leveraged new browser technologies for graph-
ics and networking. Interactive 3D graphics were enabled by WebGL, a system that provides access 
to the same graphics hardware used by games. To efficiently send and receive a constant stream of 
updates about the world, the client used WebSockets to access low-level networking functionality 
normally accessible only to standalone software. At the time of development, both technologies 
were still under active development but available in stable versions of the Google Chrome and 
Mozilla Firefox web browsers.

Theoretical and conceptual approach

Our thinking about developing a virtual environment for AYA patients took theoretical outset in 
an understanding of the virtual space as a space between the actual and the potential.39 A space 
carrying a possibility to mediate the difference between the actual circumstances of a patient (e.g. 
a state of illness or pain) and a potentially new situation in the virtual environment, where the 
patient has the opportunity to perform actions that may not be possible within the actual everyday 
frame (reference 2–4), such as engaging peers in conversation or games. Taking an existential 
approach to the social interaction in the virtual environment, we drew on the thoughts of Arendt 
emphasizing the crucial role of being heard and seen by others for ensuring and maintaining 
“humanness.”40 While undergoing cancer treatment, the AYA patients lose their ability to take part 
in social interaction with peers, to some extent depriving them of relationships with and recogni-
tion from others. The stories and interactions shared in a virtual environment are seen and heard 
by others and thereby constitute a common reality. Storytelling in this sense restores the viability 
of people’s relationship with others.41 We become visible to others through our stories and 
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position ourselves in the world. By focusing on the potential of the virtual environment in this 
study to create a sense of presence and social interaction between the AYA patients testing the 
features, we sought to be able to evaluate the potential of the virtual environment as a way to 
alleviate the social isolation that is often a consequence of cancer.

Data collection and measures

The endpoint for the study reported here was to evaluate additional technological and clinical areas 
for development of the virtual environment.

This study employed a combination of ethnographic observation and an online survey.  
The young patients completed an online questionnaire at enrollment in the study comprising 
socio-demographic questions as well as questions on diagnosis, medical adherence, use of the 
Internet and social network and support. No post-test measures were used, as the focus was not 
intervention outcome but the explorative endpoints described above. The data source for this 
study was the baseline questionnaire, completed by 10 of 12 participants and the ethnographic 
observations conducted with all participants.

An ethnographic approach42 was taken to the interaction with the young patients in the 
researcher sessions. A researcher (M.T.H.) was present with the patient, observing in the actual 
physical space the use of and interaction with the virtual environment and taking notes of their 
immediate reactions to moving around in the virtual environment as well as their suggestions for 
alterations and improvements. In these sessions, a researcher avatar was further employed to 
interact with the young patients in-world. The same researcher who did the observation controlled 
this researcher avatar (Figure 1). The sessions were documented through fieldnotes.43,44

To test how a small virtual community might be created, we asked the young patients to par-
ticipate in a professionally facilitated group within the environment to connect with each other 
and the research team at four specific times, from wherever they might physically be present  
at the scheduled meeting time. These in-world group sessions were offered in addition to and 
following the initial researcher session.

Figure 1.  Screen shot of the virtual environment developed for the study. The avatars in this photo 
represent researchers working on the project in a testing situation.
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Data analysis

Simple, descriptive analyses were conducted on the online questionnaire data, as the population 
size did not permit more advanced analysis. The ethnographic data were read and organized by 
categorical indexing45 to disclose patterns of use and social interaction in the virtual environment.

Results

The young patients tested basic features of the virtual environment and conducted brief in-world 
interactions with fellow patients during hospitalization. They had no reservations about using the 
technology, and they shared their ideas about its use during the sessions with the research team.

Participant characteristics

Socio-demographic characteristics.  The AYA cancer patients in this study were between 16 and 
27 years of age and had been diagnosed with either bone sarcoma or a brain tumor. Two of the 12 
participants recruited did not complete the questionnaire. These two however did engage in a ses-
sion with the research team, testing the virtual environment. Both genders were represented in the 
group of participants, comprising seven young men and five young women.

The majority (80%) of participants were living with their parents at the time of study. A few 
indicated that they had temporarily moved back in with their parents during cancer treatments. A 
third of the participants were enrolled in school. From this group, however, only one was attending 
classes part-time during treatment, while the rest were on leave from classes. The majority (70%) 
of participants had full-time or after-school employment, but all were on leave from their jobs at 
the time of study (Table 1).

Furthermore, the AYA patients reported to have a comprehensive social network of family and 
friends that they felt able to ask for assistance in matters of practical challenges as well as to talk 
about their concerns with social and emotional issues of cancer.

Characteristics of Internet usage.  All AYA patients reported to use the Internet, and 80 percent used 
it daily. Their main use of the Internet was to stay in touch with their social network (70%) and 
communication in online social media networks was the main task performed while online (80%). 
Furthermore, the main online tasks performed by participants were web browsing for information 
and writing email. None of the participants, however, participated in Internet discussion groups on 
cancer (Table 2). During the research sessions, several participants shared that they tried to research 
the Internet for information on their cancer but often found it very confusing and hard to under-
stand and were generally not sure what to make of it. They had not found Internet sites dedicated 
to informing about cancer to their age group or with a focus on their special challenges and needs.

Interacting in the virtual environment

Most sessions were carried out with participants and the researcher (M.T.H) all physically located 
in the youth corner of the hospital ward sitting room. A few sessions were carried out at the bedside 
of the patient in the YU. No participants had problems understanding how to enter or navigate the 
virtual environment.

During sessions with the research team, participants engaged with the virtual environment and 
tested the functions of the avatar and the virtual space. After logging in, they moved around their 
avatar and interacted with the researcher avatar in-world. On three occasions, AYA participants 
interacted with each other in-world when more participants were admitted and present at the 
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hospital ward at the same time. Those sessions were more playful and of longer duration than the 
interactions with the researcher avatar, as the AYA participants on those occasions took more 

Table 1.  Socio-demographic characteristics of 10 AYA cancer patients in the virtual environment pilot study.

Characteristics Men, N = 6 (100%) Women, N = 4 (100%)

Age
  16–20 years 2 (33) 2 (50)
  21–27 years 4 (67) 2 (50)
Diagnosis
  Brain tumor 2 (33) 0 (0)
  Bone sarcomas 4 (67) 4 (100)
Current dwelling status
  Living alone 0 (0) 1 (25)
  Living with parents 6 (100) 2 (50)
  Living with partner 0 (0) 1 (25)
School (high school, college, university) 2 (33) 2 (50)
  Currently attending (part-time) 0 (0)a 1 (50)a

  Currently on leave 2 (100)a 1 (50)a

Employment 4 (67) 3 (75)
  Full-time 2 (50)b 1 (33)b

  Part-time 0 (0)b 0 (0)b

  After school job 2 (50)b 2 (67)b

Work status (if employed)
  Working 0 (0) 0 (0)
  Currently on leave 4 (100) 3 (100)

AYA: adolescent and young adult.
aPercentage of the number of participants attending school.
bPercentage of the number of participants with employment.

Table 2.  Reported Internet use of 10 AYA cancer patients in the virtual environment pilot study.

Internet use characteristics AYA patients, N = 10 (100%)

Overall Internet use 10 (100)
  Daily 8 (80)
  Several times a week 2 (20)
  Less 0 (0)
Main use of time online
  Staying in touch with social network 7 (70)
  Research and gathering information 3 (30)
  Games, movies and music 0 (0)
Online tasks (several options)
  Email 5 (50)
  Online games 1 (10)
  Social media networks 8 (80)
  Online discussion groups 0 (0)
  Blogging 0 (0)
  Browsing for information 6 (60)

AYA: adolescent and young adult.



426	 Health Informatics Journal 24(4)

control of the interaction. The few sessions engaging more participants provided a suggestion of 
the feasibility of the platform as a site for social interaction between AYA patients. The immediate 
feedback and response of participants were positive. They liked the idea of having access to a  
virtual space of their own, where they could engage with other AYA cancer patients.

To test the creation of a community in the virtual environment, as described above, the AYA 
cancer patients were asked to connect with each other and the research team and with a cancer 
counselor as facilitator within the virtual environment at four specific times from their actual 
location in or out of hospital. Meeting times were scheduled for late afternoons or evenings, as 
this would avoid interference with treatment appointments. However, these virtual meet-ups were 
not successful. Only two participants showed up, but not in the same session. Reflecting on their 
absence in later follow-up responses to the research team, the AYA patients conveyed that they 
had not had the energy to participate or it had interfered with other appointments they had had 
with friends or family.

Adverse effects of the use of the virtual environment

We did not register any adverse reactions to the engagement within the virtual environment.

Future directions for development of the virtual environment

The AYA patients made numerous suggestions to the further development of the virtual environ-
ment. The key issues of use that emerged from the interactions were concerned with integration 
with mobile platforms. Most AYA patients had brought a personal laptop to the hospital; however, 
the device that was always present with them was their mobile phone. Some participants suggested 
that accessibility would be higher if the virtual environment offered a mobile integration.

Also, participants suggested that a further development of the avatar animations would make 
it more engaging to move around. In particular, they would be interested in funny animations that 
would allow for jumping, hugging and dancing.

Exploring the types of interactions favored by the AYA cancer patients for future developments 
of the virtual environment, participants suggested mundane interactive games over more advanced 
educational or informational games. Well-known board games (like backgammon or chess) brought 
in-world were perceived as possible site-s of action to share and meet around, providing an opportu-
nity to talk while playing, but not demanding continuous talking to share meaningful interactions. 
A few participants also suggested in-world poster boards for sharing photos, notes or poems.

Discussion

The AYA cancer patients in this study were strongly engaged with online media as part of their 
everyday activity and embraced the potential of an online virtual environment for social interaction 
when introduced to the idea and testing the virtual environment. The platform, however, did not 
integrate with the online spaces where the young patients were already present and interacted, such 
as Facebook. This may have limited the perceived accessibility. Also, it was accessible only 
through a web browser and did not support a mobile integration. Our observations revealed that the 
device constantly present with the young patients were their mobile phones, which suggests that a 
mobile platform may speak more to their use of technology. A future integration with Internet sites 
that already channel activity from the AYA patients may help drive more activity to a platform like 
the virtual environment. With the high demand on time and energy made by cancer treatment on 
the AYA patients, we found that they required additional motivation to check in on the virtual 
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environment. Feedback from the patients suggests that additional information or entertainment 
might attract them to visit the environment more consistently.

Communication in the virtual environment was strictly synchronous, meaning that it only facili-
tated communication between users who were present in the environment at the same time. The 
suggestions made by AYA patients, to include features in a future development that would allow for 
posting images or poems, are clearly requests for other asynchronous methods of interaction. Such 
options would make it easier to build up a community within the virtual environment and achieve 
the critical mass necessary for a virtual environment to be dynamic, as it sustains an imagination of 
community without requiring simultaneous presence. The integration of asynchronous interactions 
could increase the success of future group meetings in-world, for example, by developing long-lived 
connections to the platform and notification services, where a user is still connected though not actu-
ally present and can be notified to log in when something happens. Such reminders and services 
might drive further participation and ensure co-presence in-world.

A crucial point for future design and successful implementation of virtual environment on 
browser-based platforms and applications is the support of the various devices and operating 
systems that different patients use. This is an extremely complicated task and a big barrier to 
applications like these. However, the limitation to a single device or operating system will limit 
the accessibility and use, as the request for mobile integration in our AYA population suggests.

Most existing studies of the online use and interaction of cancer patients have focused on the 
Internet use of adult cancer patients,1,46–50 documenting an extensive use of online cancer support 
groups in the adult cancer population. Although it is not possible to generalize on the Internet use 
of the AYA cancer population based on our study, it is interesting to note that no participants in 
this study reported to use Internet cancer support groups, which may suggest that other types of 
web-based interventions are more suitable for engaging this group of patients.

The generalizability of this study is limited by the small test population and the specific envi-
ronment of testing. Also, the AYA patients in this study may have been a selected group of patients 
with more comprehensive social networks than the general population of AYA patients, if we 
compare them to reports in the literature.24,51 This may have affected their lack of perceived need 
for the social interaction offered in the four in-world group sessions. However, the study provides 
a first step in the development of the virtual environment technologies to target and serve the 
particular and specific needs of the AYA cancer population. It is to the best of our knowledge the 
first study to test the use of online 3D virtual environments with AYA patients. In this sense, this 
study offers a valuable first step in the use and design of virtual environments for personalized 
therapeutic treatments.

As was documented by Tsangaris et al.51 in a study of the supportive care needs of AYA cancer 
patients, the social needs of patients are often not well met. Participants in this study in general 
reported to have comprehensive social networks and the majority was living with their parents. It may 
however be difficult for the AYA patients to sustain such a network and its support throughout treat-
ment, as shown by Zebrack et al.24 Systematic work with network-focused nursing to facilitate the 
involvement of the social network of AYA patients has been shown in previous studies to strengthen 
the AYA patient’s sense of self and help them navigate their interactions with family and friends.23,25

Although our pilot study was not successful to drive activity to in-world group sessions,  
the one-on-one researcher test sessions with AYA patients suggested a potential for further devel-
oping and using virtual environments in behavioral interventions with AYA patients. Such inter-
ventions could benefit from how the virtual environment makes it possible to simulate certain 
interactions in cancer treatment. This could increase knowledge and understanding in the indi-
vidual patient of his or her situation, possibly affecting adherence, as has been documented in 
game-based interventions.32 Furthermore, the AYA patients were highly motivated by thinking of 
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social interaction features that would make it possible to just hang out and play together in-world. 
A supplementary approach to strengthening the social network and support of AYA patients may 
be a further development of the potential of the virtual environment interactions that may serve as 
a platform for alleviating social isolation by interacting with peers. The importance of such social 
integration has previously been documented in text-based Internet interactions.1,52–56 The continu-
ous input from AYA patients to further and future development of such technologies is crucial to 
ensure they are perceived to be useful in terms of providing spaces for social interaction.

The user-test of the online virtual environment in this study encourages further work with simi-
lar types of virtual platforms and interventions as personalized treatment options. This may help to 
meet the needs of the AYA patients and strengthen their involvement in their care and follow-up.  
A particular focus point for such development may be to use in-world simulations as personalized 
intervention strategies to engage patients and increase their adherence to treatment.

It is an important finding of this study that AYA patients are motivated and eager to participate in 
the testing and development of interventions and technologies, which will serve to increase and 
ensure that they meet the needs of this particular patient population, as has also been argued in previ-
ous e-health development projects.57 Online virtual environments may offer a particular potential in 
the future development of comprehensive healthcare programs that address such needs for personal-
ized medicine and care, holding a particular potential for engagement and social interaction.

Conclusion

Our pilot test identified a number of areas of development for virtual environment applications as 
platforms for medical or behavioral interventions in personalized cancer therapies. Overall, the 
results demonstrate that engaging the user in the development and early testing helps identify the 
needs of the intended population, pointing to additional technological areas for development, 
such as integration with a mobile platform and asynchronous methods of interaction.

Moving toward-s employing such virtual environments in cancer care, issues concerning design, 
presence and usability are important to consider, as they situate and affect utilization and potential 
future health outcomes.
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Introduction

Medical informatics is an interdisciplinary research field that applies information technology 
(IT) to the medical field for creating and analyzing data, information, and knowledge to 
improve healthcare and medicine.1–3 Despite the recently heightened interest, medical infor-
matics is not a new field. Rather, it has been a long-running endeavor of applying IT to medi-
cal research for creating and processing data, information, and knowledge. According to 
Masic,4 the bulk of the related research activity within this field began in the 1950s due to the 
rise of information communication technology (ICT). Masic noted that the first medical infor-
matics article was authored by Ledley and Lusted in 1959, and it was the medical application 
of the electronic computer in diagnostics and therapy which established medical decision-
making. Masic further claimed that the falling price of computers in the 1980s opened the door 
for an extensive development of health information technology (HIT) at all levels of the 
healthcare systems. He states that in the 1990s, medical/health research on the improvement 
of methods and techniques of artificial intelligence was actively conducted. The development 
and application of expert systems in medical diagnostics and therapy was also widely 
researched during this period. As such, the discussion of medical informatics cannot be sepa-
rated from the development of technology.

Recently, the development of technology which enabled the healthcare industry to collect mas-
sive data and analyze for quality care and cost-effectiveness has prompted a big stream of research, 
which is data mining using electronic medical/health records (EMR/EHR).5,6 Because of the hope 
of what data mining can offer to the healthcare industry, President Bush called for nationwide use 
of EMR by 2014, and the Department of Health and Human Services (HHS) is involved in various 
aspects of achieving this goal.7 Accordingly, the Administration and Congress have both been 
requiring the adoption, connectivity, and interoperability of HIT.7 This effort will increase the 
adoption of EMR/EHR and is expected to increase research using the collected data. As such, it is 
not surprising to observe that this field grew very fast and became a mature independent field of 
study.1 In fact, medical informatics is now the fastest growing field based on the number of publi-
cations in PubMed.8

Couple with the policy and the advancement of technology, the academia observed the rapidly 
growing research interests, and scholars have attempted to understand a boundary for the field, but 
it is limited to a specific topic area9 or a specific journal.10 Although existing review studies assist 
in the understanding of the field of medical informatics, they were written before the wide spread 
of the EMR/EHR deployment or narrowly focused.1,11 Because EMR-related medical informatics 
articles have recently seen a rapid increase, and because those articles are the most cited in the 
field,10,12 it is important to investigate how these recent governmental efforts to adopt EMR/EHR 
and emerging technological capabilities to store and analyze big data have changed the field, and 
how they impact medical informatics as an academic discipline. As such, the purpose of this article 
is to comprehensively investigate the major subject areas over the last decade, as well as how those 
subject areas have changed and where they are heading.

In order to achieve the research objective, we identified the top 23 journal publications in the 
field of Medical Informatics within the past 12 years. Journals are identified based on the Institute 
for Scientific Information’s (ISI) Web of Knowledge Journal Citation Report (JCR) 2012. These 
journals are considered to be leading and shaping the field of study because of their impacts. The 
total number of articles amounts to 26,307 articles. With such a large number of articles, if one 
attempted to discover the trends of the field by manual means, it would be an overwhelming, if not 
impossible, task to process and categorize this vast quantity of articles in order to identify the 
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trends of major subject areas in general and in a time-series by year. Even if it is possible, the out-
come could be inaccurate or incomplete. The recent advances in data mining technologies and 
related software development efforts enable researchers to discover underlying patterns and trends 
from massive quantities of documents, as is the case in this study. Text mining is the automated or 
partially automated processing of text. It involves imposing meaningful structure upon text so that 
relevant information can be extracted from it.13–15 In this study, following the general guidelines 
presented in Delen and Crossland’s article from 2008, we used a hybrid methodology (text mining 
followed by data mining) to apply semi-automated text categorization to organize available 
research abstracts into logical categories (or topic clusters) by published years in order to observe 
the trends of each subject area over time.

The rest of the article is organized as follows: in section “Materials and methods,” we will dis-
cuss research methods that include how we identified the articles, the analytical techniques used, 
and the processes of those techniques. Section “Results” reports the findings followed by an inter-
pretation of the findings in section “Discussion.” We conclude this article with some recommenda-
tions and future research directions.

Materials and methods

This section offers explanations on how sample articles are identified, searched, and finalized. The 
second part of this section deals with text mining techniques that were used for this article. We 
offered detailed explanations on the text mining process that we used for this manuscript in order 
to introduce the emerging technique to the field.

Data acquisition and preprocessing

The sample journals are identified using the ISI’s Web of Knowledge JCR 2012 in the field of 
medical informatics. This method is chosen because it is commonly used in academia as an indica-
tor to assess journal rankings across disciplines. Scholars and publishers perceive highly ranked 
JCRs as prestigious or of such an esteemed quality that they commonly use them as their own 
research outlet.16 As such, those journals shape and guide the directions of the field. Following the 
practice, we used all journals listed in JCR 2012 in the medical informatics area as our journal 
sample, and the criteria produced 23 journals shown in Table 1.

The dates of the included journals range between 2002 and 2013. The beginning year, 2002, was 
chosen because the application of HIT to the medical field became widely utilized in the time-
frame. This was due to the demands for decreasing paperwork through the adoption of HIT and 
preventing medical errors via evidence-based treatments.17–21 Despite the popular application of 
HIT to medical informatics, sparse research has been conducted after this timeframe. The ending 
timeframe, 2013, was set because many of the journals’ summaries for 2014 were unavailable 
when we searched the articles in March 2014 as PubMed does not make journal articles available 
until 1 year after publication.

Based on the 23 journals, we went through each journal in the PubMed website and retrieved 
the title, abstract, publication date, and journal name.22 Two of the journals began included in 
PubMed after 2002. More specifically, Health Informatics Journal recorded in PubMed from 2006 
and Informatics for Health and Social Care started from 2008. Those two journals are searched 
from their inclusion years in PubMed.

After going through each journal’s search process, 26,307 articles were identified. Among them, 
editor’s notes, book reviews, and commentaries were excluded from the dataset as the purpose of 
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this project was to cluster the words in the abstract of research papers. Also, the above items are not 
research papers, and thus they are not peer reviewed. Furthermore, they do not have abstracts. After 
removing those items, the data sample was reduced to 21,464. All searched articles were directly 
transferred from the PubMed website to EndNote and then to an Excel file in order to analyze 
clusters in SAS Enterprise.

Text mining methodology

Text mining is the semi-automated process of extracting patterns to discover knowledge from large 
amounts of unstructured data sources.23 Text mining is closely related to data mining in that it has 
the same purpose and uses the same processes, but with text mining, the input to the process is a 
collection of unstructured text files such as Word documents, PDF files, text excerpts, and XML 
files. The benefits of text mining are in areas where large amounts of textual data are being gener-
ated, such as academic research literature (the one that is used in this study), finance (quarterly 
reports, media commentaries), medicine (discharge summaries, doctor notes), law (court orders), 
biology (molecular interactions), technology (patent files), and marketing (customer comments).

Text mining process

In order to succeed, text mining studies should follow a sound methodology based on lessons 
learned and best practices. A standardized process, such as CRoss Industry Standard Process for 
Data Mining (CRISP-DM), is also needed for text mining. At a very high level, the text mining 

Table 1.  List of journals included in the study.

Journal name 2012 total cites Impact factor 5-year impact factor

J Med Internet Res 2421 3.768 4.728
J Am Med Inform Assn 5012 3.571 3.959
Med Decis Making 3335 2.890 3.190
IEEE Eng Med Biol 1508 2.727 1.526
Stat Methods Med Res 2044 2.364 3.142
J Biomed Inform 1899 2.131 2.434
Int J Med Inform 2411 2.061 2.700
Stat Med 15,994 2.044 2.789
IEEE T Inf Technol B 2232 1.978 2.327
Med Biol Eng Comput 3889 1.790 1.986
J Med Syst 1412 1.783 1.863
BMC Med Inform Decis 966 1.603 2.185
Method Inform Med 1341 1.600 1.402
Comput Meth Prog Bio 2461 1.555 1.589
Int J Technol Assess 1637 1.551 1.806
J Eval Clin Pract 2093 1.508 1.642
Artif Intell Med 1281 1.355 1.767
Inform Health Soc Ca 112 1.273 1.493
Biomed Tech 476 1.157 0.871
Health Inform J 212 0.830 N/A
Cin-Comput Inform Nu 388 0.816 0.945
Health Inf Manag J 86 0.704 0.826
Biomed Eng-Biomed Te 13 N/A N/A
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process can be represented with a context diagram where the inputs, output, controls (i.e. con-
straints), and mechanisms (i.e. enablers) are captured as directed arrows as in Figure 1.

The context diagram can be decomposed into three consecutive activities/phases, each of which 
having specific inputs to generate certain outputs (see Figure 2). If, for some reason, the output of 
a task is not that which is expected, a backward redirection to the previous task execution is neces-
sary. Figure 1 provides a graphical presentation.

Phase 1: establish the corpus.  The main purpose of the first task activity is to collect all of the docu-
ments related to the context (domain of interest) being studied. In this specific study, we retrieved 
article summaries of the selected sample from the PubMed website. The collected documents were 
then transformed and organized in a manner in which they are all in the same representational form 
(e.g. ASCII text files) for computer processing.

Phase 2: pre-process the data (create the term-by-document matrix).  Upon the establishment of the 
corpus, the term-by-document matrix (TDM) is created using the corpus. In the TDM, rows repre-
sent the documents and columns represent the terms (Figure 3). The relationships between the 
terms and documents are characterized by indices (i.e. a relational measure that can be as simple as 
the number of occurrences of the term in respective documents). As can be seen in Figure 4, there 
are several consecutive tasks that need to be carried out to create the clusters.

Task 1. The first task generates stop-terms whose terms do not discriminate across documents. 
In this task, the terms appearing in almost every article such as research method, propose, 
author, or findings are removed from the analysis.

Task 2. The term list is created by stemming or lemmatization, which refers to the reduction of 
words/terms to their simplest forms (i.e. roots). An example of stemming is to identify and 
index different grammatical forms or declinations of a verb as the same term. For example, 

Figure 1.  High-level context diagram for text mining of published literature.
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stemming will ensure that model, modeling and modeled will be recognized as the term model. 
In this way, stemming will reduce the number of distinct words/terms and increase the fre-
quency of some terms.

Task 3. Create the TDM. In this task, a numeric two-dimensional matrix representation of the 
corpus is created. Generation of the first form of the TDM includes three steps:

1.	 Specifying all the documents as rows in the matrix;
2.	 Identifying all of the unique terms in the corpus (as its columns), excluding the ones in 

the stop term list;
3.	 Calculating the occurrence count of each term for each document (as its cell values).

Commonly, the corpus includes a rather large number of documents, which is time-consuming 
and, more importantly, it might lead to the extraction of inaccurate patterns. These dangers of large 
matrices and time-consuming operations pose two questions.24 The first question asks how does a 
researcher identify the best representation of the indices for optimal processing by text mining 

Figure 2.  Process for text mining and knowledge discovery.
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algorithms. The most commonly used method for this question is to transform the term frequen-
cies. For this method, the input documents are indexed and the initial word/term frequencies (by 

Figure 3.  Sample term-by-document matrix.

Figure 4.  Decomposition of “pre-processing the data” phase.
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document) are computed in order to summarize and aggregate the extracted information. 
Specifically, terms that occur with greater frequency in a document may be the best descriptors of 
the contents of that document. It is not, however, reasonable to assume that the term counts them-
selves are proportional to their importance as descriptors of the documents. For example, even 
though a term occurs three times more often in document A than in document B, it is not necessar-
ily reasonable to conclude that this term is three times more important as a descriptor for document 
A as it would be for document B.

In order to have a more consistent TDM for further analysis, these raw indices should be 
normalized. In a statistical analysis, normalization consists of dividing multiple sets of data by a 
common value in order to eliminate differing effects of different scales among the data elements 
to be compared. Raw frequency values can be normalized using a number of alternative methods 
that include log frequency, binary frequency, and term frequency (TF) into inverse document 
frequency (IDF).

The most commonly used representation is TF/IDF, which is the one used in this study (Table 
2). It works as follows: a term such as guess may occur frequently in all documents, whereas 
another term, such as software, may appear only a few times. The reason is that one might make 
guesses in various contexts, regardless of the specific topic, whereas software is a more semanti-
cally focused term that is likely to occur only in documents that deal with computer software. A 
common and very useful transformation that reflects both the specificity of terms (relative docu-
ment frequencies) and the overall frequencies of their occurrences (transformed term frequencies) 
is the so-called IDF.25 This transformation for the ith term and jth document can be written as
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where tfij is the normalized frequency of the ith term in the jth document, dfi is the document fre-
quency for the ith term (the number of documents that include this term), and N is the total number 
of documents. You can see that this formula includes both the dampening of the simple-term fre-
quencies via the log function (described above) and a weighting factor that evaluates to 0 if the 
term occurs in all documents (i.e. log(N/N = 1) = 0) and to the maximum value when a term only 
occurs in a single document (i.e. log(N/1) = log(N)). It also shows how this transformation will cre-
ate indices that reflect both the relative frequencies of occurrences of terms, as well as their docu-
ment frequencies representing semantic specificities for a given document. In order to remove the 
high-frequency words, terms are cut out if they appear more than 80 percent across all papers. An 
example using the calculation method stated above is as follows: In this document, Cluster 1 is 
composed of 2253 documents.

Following the formula above, TF for tissue is 1+ (log(1124/484)) = 1.37 and the TF for bone is 
1+ (log(989/243)) = 1.61. IDF for tissue is log(2253/484) = 0.67 and for bone is log(2253/243) = 0.97. 
The TF/IDF for tissue is 1.37*0.67 = 0.92, and for bone, it is 1.61*0.97 = 1.56. As shown in this 

Table 2.  Simple example of TF/IDF.

Word Term frequency Documents with the term

Tissue 1124 484
Bone 989 243
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calculation, although the word tissue appears more frequent than that of bone, because tissue 
appears more frequently in other documents in Cluster 1, its weight is lower (0.67) than that of 
bone (0.97), and thus the relative importance of the term bone is higher in this example.

The second question asks how would a researcher reduce the dimensionality of TDM. Because, 
the TDM is often very large and rather sparse (most of the cells are filled with zeros), this answer 
is more tractable to handle. While several options are available for reducing such matrices to a 
manageable size, singular value decomposition (SVD) is a method of representing a matrix as a 
series of linear approximations that expose the underlying meaning–structure of the matrix. The 
goal of SVD is to find the optimal set of factors that best predict the outcome. This article adopted 
the SVD method.

Task 4. The last task is about simplification of the generated TDM to a computer manageable 
data format. Usually, the TDM is created as a flat file where columns represent the key terms 
and rows represent the document (in this case, the journal articles). Most data mining algorithms 
prefer this type of flat-file format; however, some may require the data to be transposed (col-
umns and rows exchanged) before it can be properly processed.

Phase 3: extract the knowledge.  Using the well-structured TDM, we then extracted patterns, 
which are represented in clusters. Clustering is an unsupervised process, whereby objects or 
events are placed into “natural” groupings. An unsupervised process is one that uses no pattern 
or prior knowledge to guide the clustering process. The unsupervised clustering process groups 
an unlabeled collection of objects (e.g. documents, customer comments, and web pages) into 
meaningful clusters without any prior knowledge. The basic underlying assumption is that rel-
evant documents tend to be more similar to each other than to irrelevant ones. If this assumption 
holds, the clustering of documents based on the similarity of their content improves search 
effectiveness.26

Finding the “optimal” number of clusters is not an easy task, since there is not a mathematical 
formula (a closed-form algorithm) developed for it. It is still an experimental heuristic process 
where the number of clusters are gradually increased from a small number to a large number (or 
decreased the other way around) to reach a point where the number of clusters are the “optimal” 
representation of the underlying multi-dimensional dataset. The optimality is determined by meas-
uring the balance between in-cluster similarities and intro-cluster dissimilarities using the Euclidean 
distance. The Euclidean method is popularly used because of its capability to extract distinct and 
yet meaningful clusters.11 This is the heuristic experimental process that we followed in determin-
ing a six-cluster representation of the dataset.

Results

Figure 5 shows the most frequently surfaced words/terms in each of the six clusters using a word 
cloud representation. The counts and percentages of each cluster over time are provided in Figures 
6 and 7.

The words in Figure 5 are captured using the entire collection of abstracts of each cluster. As 
with other cluster analyses, each word in each cluster is not totally independent. For example, the 
two words of “blood” and “pressure” in Cluster 1 can be two independent words or a combined 
term. Therefore, the multi-word selections are usually identified as a single unit and are called 
terms in text mining. Figure 6 is a graphical presentation of each cluster by the count of each year. 
In order to present the relative growth of each cluster over time, the percentage of each cluster is 
provided in Figure 7.
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Figure 6.  Research trends by count.

Figure 5.  Frequently surfacing words in cluster.
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Cluster 1: biomedical

The most frequently surfaced words in Cluster 1 include tissue, pressure, blood, image, flow, 
device, and signal. Those words propose that medical informatics research in this cluster directly 
deals with utilizing the capability of technology to experiment in order to improve patient treat-
ments. More specifically, the term “tissue” is used in the context of tissue differentiation in frac-
tured vertebra with and without fixation devices, the numerical optimization of gene electrotransfer 
into muscle tissue for minimizing muscle tissue damage, the simulation of tissue differentiation 
and bone regeneration, and a patient-specific tumor and normal tissue for prediction of the response 
to radiotherapy.27–30

The major context of “pressure” is used in conjunction with blood and artery. Included exam-
ples are blood pressure long-term regulation, oscillometric measurement of systolic and diastolic 
blood pressures, a procedure for the evaluation of non-invasive blood pressure simulators, neural 
set points for the control of arterial pressure, the estimation of mean arterial pressure from the 
oscillometric cuff pressure, and the feasibility of measuring coronary blood flow.31–36

The term “image” is mainly used in the context of guiding treatments. Some examples include 
image-guided oral implantology, design of the image-guided biopsy marking system for gastros-
copy, extraction of three-dimensional (3D) information on bone remodeling in the proximity of 
titanium implants in SRmuCT image volumes, 3D patient-specific geometry of the muscles 
involved in knee motion from selected magnetic resonance imaging (MRI) images, and jaw tissues 
segmentation in dental 3D computed tomography (CT) images using fuzzy-connectedness and 
morphological processing.37–41

Other frequently appearing words are “electric,” “device,” and “implant.” This category of 
research includes electromagnetic interference with active implantable devices, electromagnetic 
interference of cardiac rhythmic monitoring devices to radio frequency identification, implantable 
devices for long-term electrical stimulation of denervated muscles, and computer methods for 
automating preoperative dental implant planning.42–45

These results reveal that medical informatics research in this category mainly deals with discov-
ering knowledge and improving the ability to treat patients through experimentation. The research 
by count in this category receives a stable academic interest over time in Figure 5. However, Figure 
7 shows that this type of research had the highest percentage of interest (19.52) in 2002, yet its 

Figure 7.  Research trends by percentage.



Kim and Delen	 443

academic interest has decreased since that time. This was especially the case when it abruptly 
dropped in 2003. In fact, since 2003, the number of publications within this discipline has shown 
to be the lowest among the six categories. This indicates that the recent application of technology 
in the medical field is used for much more than just understanding a patients’ physical body.

Cluster 2: algorithmic

Cluster 2 captures many computer-aided technical languages such as algorithm, image, signal, 
comput [compute, computer], classifier, classify, extract, detect, disease, clinic, record, segment, 
and network. Those clustered words propose that scholars in this cluster use algorithms and neural 
networks to extract images and detect diseases, and the collected images and recorded data are 
further classified in order to better diagnose diseases. For example, an algorithm is used to classify 
images, genes, micro-array data of ovarian cancer, epilepsy diseases, and an effective cardiac 
arrhythmia.46–51 Algorithms are also frequently used to analyze signals.52

Computerized images are also used to diagnose tumors, cancer, bone disease, and dental treat-
ments. Those collected images are further analyzed and classified. Examples are bone disease 
classification using collected 3D image analysis and the artificial intelligence diagnosis of dental 
deformities in cephalometry images using a support vector machine.53,54 Neural networks or com-
puters are used to record and categorize patterns using the collected and recorded information, 
which in turn is the basis for data mining analysis and anomaly detections. Examples are electro-
encephalogram (EEG) recordings for a better description of sleep, automatic classification of long-
term ambulatory electrocardiogram (ECG) records according to type of ischemic heart disease, 
automated detection of neonate EEG sleep stages, epileptic seizure detection in EEGs using time-
frequency analysis, central sleep apnea detection from ECG-derived respiratory signals, a detec-
tion of Alzheimer’s disease using independent component analysis (ICA)-enhanced EEG 
measurements, and epileptic EEG signal detection using time-frequency distributions.55–61

The main subject matter in this cluster is the utilization of algorithms, neural networks, and 
computational technology to group or categorize diagnoses or symptoms so that one can discover 
patterns of symptoms and identify anomalies. Figure 5 shows that the number of publications has 
increased; however, in terms of relative research interests compared to the other clusters in Figure 
6, it shows a stable research interest over time.

Cluster 3: statistical methods

Frequently surfaced words in Cluster 3 are trial, test, random, parameter, regression, standard, 
error, covariate, size, Bayesian, power, risk, and longitudinal. Those clustered words suggest that 
the medical informatics research in this group mainly deals with various statistical methods applied 
to medical trials. This may be the reason that “trial” and “test” appear most frequently in this clus-
ter. Also, terms such as standard, error, covariate, size, and power are all closely related to statisti-
cal analyses. A few example articles derived from Cluster 3 are further discussed below.

Statistical methods applied to medical informatics research are Bayesian strategies for monitor-
ing clinical trial data, Bayesian analysis of multicenter trial outcomes, Bayesian approach to phase 
I cancer trials, techniques for incorporating longitudinal measurements into analyses of survival 
data from clinical trials, estimation and testing based on data subject to measurement errors, regres-
sion analysis for multiple-disease group testing data, power and sample size calculation for log-
rank testing with a time lag in treatment effect, joint modeling of multivariate longitudinal 
measurements and survival data with applications to Parkinson’s disease, and regression analysis 
for the examination of the benefits of group testing.62–69
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The trend of this research group shows an interesting pattern. It steadily increased from around 
12 percent in 2002 to 21 percent in 2008 and then rapidly dropped to about 12 percent in 2009; 
however, the research interest of this group steadily increased since then.

Cluster 4: adoption of HIT

The frequently surfaced words in medical informatics research for Cluster 4 are system, care, tech-
nology, implement, improve, practice, process, medics, and medical. As the frequently surfaced 
words suggest, the research in this cluster mainly deals with the adoption and effectiveness of HIT 
including electronic patient record systems, electronic prescriptions, data sharing, and electronic 
reminders in a healthcare setting. A few examples are the determinants of primary care nurses’ 
intention to adopt an electronic health record in their clinical practice, introduction of eHealth to 
nursing homes, implementation of health information exchange for public health reporting, HIT 
implementation in critical access hospitals, hospital implementation of HIT and quality of care, 
improvement of HIT adoption and implementation through the identification of appropriate bene-
fits, integration of a nationally procured electronic health record system into user work practices, 
and prediction of the influence of the electronic health record on clinical coding practice in 
hospitals.70–77

Another group of frequently surfaced terms are “process” and “improve.” A major context of 
those words is commonly captured with the adoption of HIT: the process of developing technical 
reports for healthcare decision makers, the role of methodologies in improving the efficiency and 
effectiveness of care delivery processes, the measurement of healthcare process quality, and a pro-
cess for the consolidation of redundant documentation forms.78–81 Also examined is the effective-
ness of HIT for patient care delivery, as well as the communications between nurses, physicians, 
and patients.82,83

In sum, this group of research deals with the effective adoption and use of HIT and EMR, and 
the question of whether or not HIT improves quality. Although some fluctuations are observed 
within the sample period, they are within the range of 13–18 percent. As such, this topic shows a 
relatively stable research interest during the research period.

Cluster 5: Internet-enabled research

Cluster 5 is composed of data, medical, intervention, design, decision, system, random, survey, 
cost, trial, Internet, and online. Based on the frequently surfacing words, this group of medical 
informatics research utilizes the Internet or online services to improve quality care, treat patients, 
and use online resources for medical research. More specifically, design and intervention are often 
used in conjunction with research design; however, unlike Cluster 3, this group of research utilizes 
the Internet. A few examples are the design of a website on nutrition and physical activity for ado-
lescents, an Internet-based intervention to promote mental fitness for mildly depressed adults using 
a randomized controlled trial, evaluation of a community-based intervention to enhance breast 
cancer screening practices, and technology-based interventions for mental health in tertiary 
students.84–87

The Internet is also used for interventions to promote seeking treatment for mental health, 
online alcohol intervention, and online intervention for a health behavior change campaign.88,89 
Further examined using the Internet in this cluster is sample randomization. Included examples are 
the accuracy of geographically targeted Internet advertisements on Google AdWords for recruit-
ment in a randomized trial, recruitment to online therapies for depression using a pilot cluster 
randomized controlled trial, comparison of questionnaires via the internet to pen-and-paper in 
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patients with heart failure, and reach, engagement, and retention in an Internet-based weight loss 
program in a multi-site randomized controlled trial.90–93

Based on the research in this cluster, the Internet and the web revolutionized the ways in which 
medical informatics’ research is conducted. This group of research concerns how the healthcare 
industry can better leverage the Internet and the web in order to provide better treatments for 
patients. This group of research consistently increased from 2002 until 2013. Since 2009, it has 
become one of the two clusters which contain the most prominent topics. This may be attributed to 
the general public’s accessibility of the Internet, their skill sets, the demands from the public to 
deliver information online, and cost-saving pressures.

Cluster 6: knowledge representation

Cluster 6 includes medic, record, diseases, computer, electronic, knowledge, technology, and net-
work. As the frequently surfacing words propose, this cluster of research mainly deals with strate-
gic use of collected medical data such as EMR/EHR to improve quality and reduce errors. A few 
commonly appearing subjects are the use of EMR to enhance detection and reporting of vaccine 
adverse events, the use of EMR data for quality improvement in schizophrenia treatment, and the 
discovery of notifiable diseases using EMR.94–97

Text mining is actively utilized to categorize various diseases. Examples are medical text clas-
sification for the Vaccine Adverse Event Reporting System, semantic classification of diseases in 
discharge summaries using a context-aware rule-based classifier, and automated evaluation of 
electronic discharge notes to assess quality of care for cardiovascular diseases using Medical 
Language Extraction and Encoding System (MedLEE).98–100 Also, using EHR clinical notes on 
heart-related symptoms (the Framingham heart failure diagnostic criteria),101 used a text mining 
technique to detect early heart failure and improved the understanding of the early detection of 
heart failure. Data mining is also used for clinical oral health documents to analyze the longevity 
of different restorative materials.102 Some of the articles explicitly use the term knowledge discov-
ery. Examples are knowledge-based biomedical word sense disambiguation using document clas-
sification, the role of domain knowledge in automating medical text report classification, Mayo 
clinical text analysis and knowledge extraction system, a knowledge discovery and reuse pipeline 
for information extraction in clinical notes, and providing concept-oriented views for clinical data 
using a knowledge-based system.103–107

In sum, this cluster of research deals with utilizing EMR/EHR for categorizing or discovering 
treatment-related knowledge. Also, data and text mining is used in order to discover knowledge 
buried within text and data. Like Cluster 1, this group of research strives to find better treatments, 
but this research group utilizes EMR/EHR. This group of research also adopts text and data mining 
techniques to categorize diseases. The academic interest of this cluster is consistently increasing as 
each year goes by and has become one of the two most researched topics since 2008.

Discussion

Interestingly enough, the counts and the percentages of each cluster in Figures 5 and 6 between 
2002 and 2004 did not show notable differences across clusters; however, distinctively different 
patterns among clusters began to emerge in 2005. The most notable publication increases are in the 
clusters, Internet-enabled research and knowledge representation. The clusters, algorithmic, sta-
tistical methods, and adoption of HIT, are somewhat stable in this research time period, and it may 
be because there is no momentum taking place like there is in Internet-enabled research and 
knowledge representation, which are spurred on as a result of the rapid adoption of EMR/EHR and 



446	 Health Informatics Journal 24(4)

a widespread use of the Internet. Furthermore, the research in Internet-enabled research incorpo-
rates the traditional research methods in statistical methods by leveraging the power of the Internet 
and web capabilities. The research in knowledge representation somewhat integrates research in 
biomedical and algorithmic. More specifically, the research in knowledge representation focuses 
on better diagnoses and treatments using collected data, while research in biomedical advances 
medical knowledge via experimentation using individual cases. Adoption of HIT mainly concerns 
the adoption and implementation of HIT whose research interests are now stabilized as HIT in the 
healthcare industry matures. As Internet-enabled research and knowledge representation, which 
are the utilization of Internet and EMR/EHR, have each recently gained a heightened interest 
among medical informatics scholars, the focus of discussion will be given to those two clusters.

Knowledge representation shows the most notable increase in publications in medical informat-
ics. The increasing adoption of EMR/EHR associates with many factors for this increase. First, a 
requirement of adopting EMR/EHR by the American Recovery and Reinvestment Act of 2009 may 
have contributed to the growth of the cluster of knowledge representation. According to the Act, 
healthcare providers should adopt a form of EMR/EHR by 2014 and imposes penalties for non-
compliance.108 As a result, the EMR adoption rate increased by 31 percent over the period from 
2001 to 2005 and by 50 percent over the period from 2005 to 2008.109,110 Most recently, 71.8 per-
cent of office-based physicians reported the adoption of an EHR system in 2012, which is up from 
34.8 percent in 2007.111 The American Recovery and Reinvestment Act laid the foundation for a 
transition to more outcome-based reimbursement (i.e. a “pay-for-performance” model), as opposed 
to the traditional “fee-for-service” model.112 Outcome-based reimbursement is closely related to 
evidence-based reimbursement.113 Massive health data collected from EMR/EHR offers a promis-
ing approach to personalized healthcare and evidence-based treatment.114–116 Because of the recent 
demands (e.g. evidence-based treatment and cost-effectiveness) and the availability of technology 
and medical data, these groups of research are expected to grow.

Internet-enabled research, the adoption and utilization of the Internet and the web, gained great 
academic interest. It may be because the Internet has become a ubiquitous tool for gathering infor-
mation. The Pew Research Internet Project in 2014 reported that Internet usage was 14 percent in 
1995, 61 percent in 2003, and 87 percent in 2014.117 As a result of widespread Internet use, the 
ways that the healthcare industry conducts research and interacts with stakeholders (e.g. patients, 
pharmaceuticals, nurses, and staff) have fundamentally changed. Computer literate individuals 
prefer online communications and gain health benefits from online information delivery sys-
tems.118 As such, the healthcare industry increasingly relies on the Internet as a mode of health-
related communication with their patients, which in turn increases research interests.

Conclusion and future research

This study explored the trends of medical informatics research using articles published between 
2002 and 2013. The main objective of this study was to understand where the field of medical 
informatics has been, where it is heading, and identify a boundary of the field as its subject area has 
matured as an academic field. According to the findings, as with any other field that goes through 
different academic interests in different times, an increase or decrease in medical informatics pub-
lications corresponds to the needs of the field and the opportunities enabled by the capabilities of 
HIT. Despite the advantages, the utilization of EMR/EHR data is still in a nascent stage that is 
necessary for the support of evidence-based medicine,7 and thus we anticipate continual and rapid 
growth of Internet-based and data-driven, evidence-based research.

The purpose of this study was to identify the scope and the trend within this field. In order to 
achieve these research objectives, we focused on big streams of research. As such, for future 
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research, it is recommended to investigate smaller clusters, which can provide insights on emerg-
ing fields of study.

The sample of this study is drawn from the major medical informatics journals provided by the 
ISI’s Web of Knowledge JCR 2012. Because smaller journals often publish innovative or non-
traditional ideas about the field, in future studies, it is recommended to include smaller journals in 
the field and investigate how those journals integrate new emerging ideas, and by doing so, define/
redefine the field.

This study did not include the statistical significance of the changes in publications over the 
study period in order to focus on the identification of the scope and boundary of the field. It will 
be, however, an interesting idea to calculate statistical significances of the publication changes 
over the time period and discover what drives such changes.

This article has some limitations. Because we chose 23 journals as a representative sample, the 
research findings do not collectively represent all medical informatics journals. Therefore, readers 
need to be cautious when they apply these research findings to a bigger sample or a different sam-
ple drawing.
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