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ABSTRACT
Objectives  We involved public and professional 
stakeholders to assess a novel data interrogation tool, the 
Neonatal Health Intelligence Tool, for a National Data Asset, 
the National Neonatal Research Database.
Methods  We recruited parents, preterm adults, data 
managers, clinicians, network managers and researchers 
(trialists and epidemiologists) for consultations 
demonstrating a prototype tool and semi-structured 
discussion. A thematic analysis of consultations is reported 
by stakeholder group.
Results  We held nine on-line consultations (March–
December 2021), with 24 stakeholders: parents (n=8), 
preterm adults (n=2), data managers (n=3), clinicians 
(n=3), network managers (n=2), triallists (n=3) and 
epidemiologists (n=3). We identified four themes from 
parents/preterm adults: struggling to consume information, 
Dads and data, bring data to life and yearning for 
predictions; five themes from data managers/clinicians/
network managers: benchmarking, clinical outcomes, 
transfers and activity, the impact of socioeconomic 
background and ethnicity, and timeliness of updates and 
widening availability; and one theme from researchers: 
interrogating the data.
Discussion  Other patient and public involvement (PPI) 
studies have reported that data tools generate concerns; 
our stakeholders had none. They were unanimously 
supportive and enthusiastic, citing visualisation as the 
tool’s greatest strength. Stakeholders had no criticisms; 
instead, they recognised the tool’s potential and wanted 
more features. Parents saw the tool as an opportunity 
to inform themselves without burdening clinicians, 
while clinicians welcomed an aid to explaining potential 
outcomes to parents.
Conclusion  All stakeholder groups recognised the 
need for the tool, praising its content and format. PPI 
consultations with all key groups, and their synthesis, 
illustrated desire for additional uses from it.

INTRODUCTION
The National Neonatal Research Database
The National Neonatal Research Database 
(NNRD) is a data asset containing detailed 
clinical information, a standard extract from 
the Electronic Patient Records of admissions 

to all NHS neonatal units in England, Wales, 
Scotland and the Isle of Man.1 2 The extract 
(the Neonatal Data Set, an approved NHS 
Information Standard) undergoes quality 
assurance prior to deposition in the NNRD. 
The NNRD is a UK Research Ethics Service–
approved database (10/80803/151) and 
supports national and international neonatal 
research. Access is through the Health 
Data Research UK Gateway (https://www.
imperial.​ac.uk/neonatal-data-analysis-unit/
neonatal-​data-analysis-unit/utilising-the-na-
tional-​neonatal-research-database/).

WHAT IS ALREADY KNOWN ON THIS TOPIC
	⇒ Patient and public involvement provides benefits 
across all aspects of health and social care research 
and should be the gold standard from study incep-
tion to dissemination and evaluation.

	⇒ Data interrogation tools allow for analysis of large-
scale point-of-care data on a nationwide scale.

WHAT THIS STUDY ADDS
	⇒ This study demonstrates the importance of ex-
tending standard patient and public involvement to 
include a wider range of stakeholders and synthe-
sising the contributions of each group to maximise 
the uses and value of data interrogation tools.

	⇒ This study illustrates how qualitative analysis can 
identify connections across differing stakeholder 
groups in the context of a public involvement activity.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

	⇒ An effective and useful data interrogation tool will 
encourage national and international researchers 
to use the health data contained in the National 
Neonatal Research Database.

	⇒ Clinicians will be able to use the tool in their prac-
tice as an aid to explaining neonatal outcomes to 
parents.

	⇒ Interrogation of the data set will enable policy mak-
ers to explore influences on neonatal outcomes.
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In 2020, with the support from Medical Research 
Council, we began developing a Neonatal Health Intelli-
gence Tool (figures 1 and 2; https://www.imperial.ac.uk/​
neonatal-data-analysis-unit/neonatal-data-analysis-unit/​
neonatal-data-visualisations/) that enables interrogation 
of the NNRD3 and viewing of data on babies requiring 
neonatal care from 2008 by neonatal network. The tool 
is an online web-based application using graphs and 
charts that show data and trends on neonatal outcomes, 
such as necrotising enterocolitis and bronchopulmonary 
dysplasia, in a visual, easy-to-use format.

Parent, patient and public involvement
Commonly termed ‘Patient and Public Involvement’ 
(PPI), neonatal medicine uses ‘Parent, Patient and Public 
Involvement’ (PPPI), which focuses on collaborating with 
parents, patients and members of the public to ensure 

those impacted by studies contribute to their design 
and delivery.4–6 Some PPPI work combines the voices of 
parents, patients and the public with those of clinical or 
research staff,7–9 but these consultations are commonly 
reported discretely by individual groups: the public, clini-
cians or researchers.10 11 These consultations’ outputs are 
also typically patient-focused communication materials 
or decision-making tools, rather than data visualisation 
tools.

National Institute of Health and Care Research (NIHR) 
standards of public involvement focus on patients and the 
public as service users, without considering clinician or 
researcher stakeholder roles.12 However, since the NNRD 
data tool benefits a wide range of stakeholders, we applied 
the concepts and methods of public and patient consul-
tations to an exhaustive list of professional stakeholders 

Figure 1  Neonatal Health Intelligence Tool, Overview feature showing birth weight, gestational age trends across the UK.

Figure 2  Neonatal Health Intelligence Tool, Survival feature showing rates of survival against birth weight and gestational age 
variables.

https://www.imperial.ac.uk/neonatal-data-analysis-unit/neonatal-data-analysis-unit/neonatal-data-visualisations/
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who would use these tools to explore neonatal activity 
and outcomes. We therefore term this approach ‘public 
and stakeholder involvement,’ a technique which has 
received support9 but has been applied to few data visu-
alisation tools.

Study objectives
Our objectives for these stakeholder consultations were 
to:

	► Understand what all stakeholder groups need from 
the tool

	► Identify functionality issues
	► Optimise the efficacy of the design process by synthe-

sising all stakeholder views

METHODS
Recruitment
We recruited parents and adults who were born preterm 
(‘preterm adults’) through an existing network of individ-
uals (neoWONDER; https://www.neowonder.org.uk/) 
who consented to be invited to participate in research by 
email,13 and professionals through our contacts and NHS 
network lists, also by email.

Consultation structure
We combined PPPI with qualitative methodologies to 
learn about each stakeholder group’s unique needs.14 15 
Each consultation was attended by one to four partici-
pants; parent and preterm adults were mixed groups, 
and the remaining stakeholders were recruited to attend 
groups based on their specific requirements of the NNRD. 
Each session featured:
1.	 A demonstration of the NNRD Neonatal Health 

Intelligence Tool’s features led by their designer (CB), 
lasting approximately 15 min (figures 1 and 2)

2.	 Stakeholder question-and-answer session in response 
to the demonstration.

3.	 Semi-structured focus group discussion (individual in-
terviews, n=2, used the same topic guide)

Sessions were held by video Zoom meeting. Partici-
pant video was on by default, but to support inclusivity, 
participants were encouraged to have video on or off at 
their discretion. Session lengths averaged 75 min and 
were video recorded with verbal consent. Zoom’s closed 
captioning function was used to create a raw transcript 
which was saved and then edited by the authors for clarity. 
The focus group topic guide incorporated deductive ques-
tions (eg, ‘would this be useful?’) and inductive questions 
(eg, ‘why would this be useful?’), to allow further ideas to 
emerge from discussion.15 A complete list of topic guide 
questions is included in online supplemental appendix 
1. The semi-structured format allowed flexibility to probe 
topics particular to the discussion and the stakeholder 
audience.16 The social context of sharing and discussing 
ideas in a focus group format also allowed for ‘reflection 
and refinement’ of participants’ ideas, which can “deepen 
respondents’ insights into their own circumstances, atti-
tudes or behaviour”.17 We offered participants the chance 

to contribute through the chat function, speak in an 
individual interview and called participants individually 
during meetings to ensure all had a chance to verbalise 
their opinions. We stopped recruiting when we ceased to 
obtain further insights; this is referred to in qualitative 
methodology as data saturation.18 Professional consulta-
tions were chaired by a neonatologist (CG) and parent/
preterm adult consultations by the PPPI Leads (BM, WL).

Analysis
We combine approaches for understanding relationships 
between users and digital tools, reporting thematic anal-
ysis of consultations by stakeholder group.17 19 BM and 
WBL analysed transcripts by individual stakeholder group 
using each using a combination of NVivo V.1.3, NVivo 
V.16 (QSR International) and Microsoft Word. This 
revealed the unique needs of each, while highlighting 
commonalities between them. We reviewed transcripts 
on an individual stakeholder group basis, then created 
thematic codes to identify key subthemes.20 WL then 
conducted a final iterative analysis comparing and synthe-
sising themes across differing stakeholder groups. BM 
and WBL reviewed one another’s analyses throughout 
this process to ensure themes were comprehensively 
captured.21 We report key PPI checklist items in the 
Guidance for Reporting Involvement of Patients and the 
Public 2 (GRIPP2, online supplemental appendix 2).22

RESULTS
We held nine digital consultation groups between March 
and December 2021, with 24 stakeholders: parents (n=8), 
preterm adults (n=2), data managers (n=3), clinicians 
(n=3), network managers (n=2), triallists (n=3), and 
epidemiologists (n=3).

Parents and preterm adults
The tool was enthusiastically received by parents (Mums=6, 
Dads=2) and preterm adults and described as something 
they would use. The visual nature was regarded as helpful 
and easy to grasp. Four salient themes were identified: 
struggling to consume information, Dads and data, 
bringing the data to life and yearning for predictions.

Struggling to consume information
Parents described difficulty with comprehending health 
information due to the emotional strain of their baby 
being on the neonatal unit. Indeed, one felt the amount 
of data featured in the tool was excessive:

‘That is way too much data… I think I would sit down… 
look at that… and say, “Oh my god”, and… panic’ (Mum).

However, while another participant concurred that the 
tool contained a large amount of information, they indi-
cated that some parents desired even more than this. They 
described a complex balance between the volume of data 
required for decision-making and the type or amount of 

https://www.neowonder.org.uk/
https://dx.doi.org/10.1136/bmjhci-2022-100694
https://dx.doi.org/10.1136/bmjhci-2022-100694
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information capable of worsening their distress, particu-
larly when the baby’s survival is precarious:

‘…We had [him at] 23 [weeks]… [the doctors] said: “Baby 
is going to be born. We can either take them away from you 
for… assessment, but by the time we hand him back to you, 
he might already be dead. Or you can give him a cuddle as 
he passes away. We’ll come back in 30 minutes…” It is hor-
rific. A decision needs to be made, ultimately, so you need… 
to know these things…’ (Mum).

Dads and data
Across all parent and preterm adult consultation groups, 
fathers expressed interest in statistics on neonatal condi-
tions and complications, saying: ‘I wanted the stats,’ or: ‘I 
wanted numbers.’ They described a gendered division of 
parental labour, with mothers handling tasks ‘closer’ to 
the baby, such as expressing milk. These fathers regarded 
affinity for data as supporting their baby and combating 
their inability to fulfil stereotypical masculine ideals:

‘They were telling us to stop looking at the machine and look 
at the baby. I couldn’t help [it]. I stood with the machine, I 
was analysing numbers… As a man, you want to try and 
protect them. You want… to try and do something, and it’s 
completely useless’ (Dad).

Bringing the data to life
Several participants desired to have individual case stories 
that represented their experiences; for them, the scale of 
the data muted how they related to the experiences of 
other families:

‘You really need to provide actual stories of patients and par-
ents, so that those statistics are not [just] statistics. So when 
you click on some of those dots, they take you to parent voices, 
interviews – good and bad’ (Preterm Adult Woman).

Yearning for predictions
Many participants expressed a need for, and limited 
access to, clear statements explaining risks, in a format 
such as: ‘X out of 10 000 preterm babies will experience 
this.’ They recognised each baby’s outcomes would 
be ‘different’, complicating prediction. However, they 
believed accessing large-scale data visualisations could 
help alleviate this:

‘I asked for kind of stats because I needed to prepare myself… 
I had four days… so I think being armed with some form of 
stats [would have been helpful] ’ (Dad).

Although the tools were not designed to predict 
outcomes, one parent perceived data—specifically proba-
bility data—as being particularly helpful in navigating the 
swiftly changing risks that neonatal babies face:

‘You think “we’re breezing this”… then it really hits the fan… 
[data] gives you something to hold onto… it allows you to 
manage your expectations… [the consultants’] knowledge 
isn’t going to be anywhere near as broad as the data… the 

conversation I had with them all the time was, “ what are 
the chances of X?” “ I don’t know, all babies are different.” 
“Okay but if you’ve got 10 k of these babies, what are the 
chances?” “We haven’t got that information”’ (Dad).

Parents pointed out that accessing the tool would offer 
an opportunity to reduce encroaching on clinicians’ time 
with requests for detailed explanations.

Data managers, clinicians and network managers
The data managers, clinicians and network managers 
were recruited from the same neonatal network, and some 
regularly worked closely; therefore, the five themes which 
emerged from their consultations are reported together. 
The themes were comparativeness of data across units, 
additional outcomes and transfers, socioeconomic status 
and ethnicity, timeliness of data updates and widening 
availability of the tool.

Comparativeness of data across units
The most salient theme for this group was to understand 
differences between their unit’s outcomes and those of 
other comparable units:

‘Something that allows us to make sure that we’re compar-
ing like for like and that we’re not comparing a cohort of 
babies in… [our network] and thinking we’re doing terribly 
because [another unit is] doing much better… [when] actu-
ally their data is different…’ (Data Manager).

Presently, units define their standards by routinely 
monitoring data and comparing themselves to trends set 
by the collective work of units, but this can be challenging:

‘I can pull things out from [electronic patient record system] 
but it might be very complicated… Rather than me having 
to constantly monitor data… if every year, I’m going to look 
at these lines illustrating differences across units, I know 
where I am heading to and where I need to work’ (Data 
Manager).

‘Allowing us to identify where those differences in practice 
may be occurring, and pointers as to where we can go to ei-
ther to review ourselves compared to peers around the country 
or which units we need to… focus on’ (Data Manager).

This group also focused heavily on the opportunities 
the tool would offer such as direct comparisons with 
other units. They recommended these be made between 
overarching operational delivery networks (ODNs) and 
between individual units within an ODN. One network 
manager reported that they were happy to feed back to 
their wider network, and expressed interest in sharing 
public-facing network-level data if anonymised and pass-
word protected:

‘…I can see this taking off, it’s very detailed and it provides 
a lot of flexibility… there’s room for it to grow and develop… 
there’s lots of things like audit and parent engagement, I can 
imagine they’d like to see this data to kind of reassure them; 
it covers all the bases’ (Network Manager).
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One network manager discussed specific ODN needs:

‘It will certainly aid the standardisation of review… the 
ODNs all have a data manager, but there’s variance… each 
staff member is very different, and the needs of networks are 
quite different: it’s a genuine comparison with like for like… 
a huge step forward’ (Network Manager).

Another agreed, saying:

‘Benchmarking is one of the key things we’ve struggled with 
for such a long time. Locally, we can compare apples with 
apples but my data and other managers’ would be apples 
and pears. That’s where the tools come into their own [sic]’ 
(Network Manager).

Additional outcomes and transfers
Discussion of additional outcomes beyond survival and 
length of stay focused on understanding reasons for 
admission and its variation between units. However, 
participants also expressed the desire for data on a wide 
range of outcomes, including breast feeding, intraven-
tricular haemorrhage, modifiable factors, tube feeding 
in hospital and on discharge, probiotics, necrotising 
enterocolitis, lung disease, ventilator use and transfers. 
Transfers were also discussed as a particularly difficult 
phenomenon to track because of the varying reasons for 
why they occur:

‘…I know there are two units whose babies should be coming 
to me – if they’re not, why? We don’t capture that… so we 
have to rely on audits…. It’s a big exercise capturing that, 
and the focus nationally is on trying to reduce transfers. 
What is their trajectory?’ (Clinician).

Socioeconomic status and ethnicity
Central to comparing units and ODN was identifying 
areas of disproportionate need, particularly how socio-
economic status and ethnicity shape their neonatal unit 
populations and admissions:

‘…Some of the sliders in the tool would filter and say, “Out 
of your population of your 24–26 weekers, view that by eth-
nicity or deprivation”… It can help us understand where the 
maternity drivers need to be and to help some of those mums 
in a more focused and targeted way to understand getting 
better antenatal care…’ (Clinician).

Timeliness of data updates
Updating neonatal data was an integral complexity, 
caused by the length of time before results of clinical 
practice adjustments were observable:

‘ If we made a change, we’re not going to see it for another 
year…. If we’ve been doing the wrong thing, it takes us a 
long time to find out’ (Data Manager).

Participants said the visualisation tool could provide 
‘standardisation’ of and ‘more frequent access to’ data 

on a regular basis, but neonatal care processes cause a 
‘lag’ in data access:

‘Anything we do monthly we’re not going to have any out-
comes unless they died within a few days. We don’t know 
lengths of stay for 3 or 4 months in some cases… Having 
it too quickly is detrimental, we don’t get the true picture…’ 
(Data Manager).

One participant emphasised the solution would lie in 
‘access to timely data but not too timely data.’

Widening availability of the tool
One clinician described themself as a ‘technical dino-
saur’ and, like the parent and preterm adult groups, 
said the visual nature of the tool was helpful. They also 
emphasised the importance of sharing visualisations with 
parents as PDF printouts and expressed strong interest 
in distributing the tool demonstration to data manager 
groups. They added that the inclusion of explanatory 
notes or supplementary material within the tool instead 
of simplifying existing content could support future 
interpretation. The network managers did not anticipate 
parental concerns regarding data use:

‘ …They trust that professionals are doing that judgement 
call. If it’s good valid data, that’s why they’re showing them; 
as opposed to parents questioning data, then questioning 
what the answers are…’ (Network Manager).

The only exception was where there were very low 
numbers, for example, rare congenital anomalies, which 
could, coupled with geographical location or gestational 
age, identify babies. They felt confident they could reas-
sure parents that data were insufficiently fine-grained for 
this.

Researchers (trialists and epidemiologists)
A single theme emerged from the consultations with 
researchers: interrogating the data in the tool.

Interrogating the data
Trialists and epidemiologists enquired about the tool’s 
versatility, praising its usefulness for grants and study 
planning. They asked whether data will be broken down 
by conditions, and if capability exists for cross tabulations 
of more than two variables, such as filters exploring birth 
weight, gestational age and status 1 year later. One said:

‘That would be really helpful for planning any study, not 
just trials, to get down to that level’ (Epidemiologist).

Trialists, like network managers, advocated for supple-
mentary information including a data dictionary, 
suggesting this could be ‘hover and click.’ Like data 
managers, they cautioned against fine-grained attrib-
utes, explaining that, for example, the small number of 
500 g birthweight babies ‘etch themselves on your brain.’ 
Another triallist expressed desire for data categories, 
‘given the data spans ten years’ (Triallist).
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Another broadened this point, emphasising the inclu-
sion of missing data in categories:

‘It is still useful to have categories where there is a lot of miss-
ingness, even if they are not usable in a trial, as an indica-
tion of what is not currently routinely collected’ (Triallist).

DISCUSSION
We conducted consultations with 24 individuals from seven 
different stakeholder groups: parents, preterm adults, 
data managers, clinicians, network managers, trialists and 
epidemiologists. We identified four themes from parents 
and preterm adults: struggling to consume information, 
Dads and data, bringing the data to life and yearning for 
predictions; five themes from data managers, clinicians 
and network managers: comparativeness of data across 
units, additional outcomes and transfers, socioeconomic 
background and ethnicity, timeliness of data updates and 
widening the tool’s availability; and one theme from trial-
ists and epidemiologists: interrogating the data.

PPPI on health data typically focuses on artificial intel-
ligence,23 patient portals24 and decision-making tools25 
and recommend problem solving by understanding 
the relationship between data capabilities and the role 
of patients and the public.23–26 Few involvement activi-
ties have focused specifically on providing public-facing 
data visualisations that are also useful to researchers, 
data professionals and clinicians. Our work contributes 
to the literature by consulting with all relevant stake-
holder groups and synthesising their contributions. This 
enabled us to create and refine a tool which is useful 
to all groups, for a range of purposes specific to each. 
While other studies report that an artificial intelligence 
tool generated concerns,23 our stakeholders reported no 
concerns but were unanimously supportive and enthusi-
astic, citing visualisation functions as its greatest strength. 
Stakeholders had almost no criticisms of the tool, instead 
recognising its potential and desiring additional features. 
Parents saw the tool as an opportunity to inform them-
selves without burdening clinical staff with questions, 
while clinicians welcomed data visualisation as an aid to 
explaining potential outcomes to parents. All stakeholder 
groups engaged strongly with the tool’s potential and 
sought additional features. This suggests a universal need 
among the public, research and academic communities 
for more ways to address the broad, challenging and 
anxiety-inducing uncertainties in neonatal care.

The strength of this study was the inclusion of all seven 
relevant stakeholder groups and the very high level of 
consensus they reached. Study limitations are that partic-
ipants were a self-selecting convenience sample, all were 
English speaking and a large group came from the same 
network, which may mean they are not representative of 
the wider population of stakeholders. Other limitations 
included the disproportionate gender balance in favour 
of mothers in the parent and preterm adult focus groups, 
and the potential for the limited number of fathers to 

have disproportionately affected the results. However, 
given that there is an underrepresentation of fathers in 
research involvement, any findings that such a consulta-
tion can generate are helpful.

We recommend that future health data involvement 
and engagement work should involve all stakeholders to 
form a full picture of perspectives and requirements. We 
intend to investigate the possibility of embedding parent 
and preterm adult narratives in the Neonatal Health 
Intelligence Tool alongside the statistical data, to enrich 
and humanise the experiences embodied by the data.

CONCLUSIONS
All consultation participants united behind a need for 
the tool, praised its content and format, and desired addi-
tional features. Our consultations and qualitative inquiry 
with all groups of key stakeholders has enabled us to 
ensure the tool’s relevance and value to the communities 
it serves.

Twitter William Bishop Lammons @william_lammons
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ABSTRACT
Study objective  The objective of this study was to 
evaluate the accuracy of a new elective surgery clinical 
decision support system, the ‘Patient Tacking List’ (PTL) 
tool (C2-Ai(c)) through receiver operating characteristic 
(ROC) analysis.
Methods  We constructed ROC curves based on risk 
predictions produced by the tool and compared these 
with actual patient outcomes on a retrospective cohort of 
patients awaiting elective surgery.
Results  A total of 11 837 patients were included across 
three National Health Service (NHS) hospitals in England. 
ROC analysis revealed an area under the curve of 0.95 
(95% CI 0.92 to 0.98) for mortality and 0.8 (95% CI 0.78 to 
0.82) for complications.
Discussion  The PTL tool was successfully integrated into 
existing data infrastructures, allowing real-time clinical 
decision support and a low barrier to implementation. 
ROC analysis demonstrated a high level of accuracy 
to predict the risk of mortality and complications after 
elective surgery. As such, it may be a valuable adjunct in 
prioritising patients on surgical waiting lists.
Health systems, such as the NHS in England, must look 
at innovative methods to prioritise patients awaiting 
surgery in order to best use limited resources. Clinical 
decision support tools, such as the PTL tool, can improve 
prioritisation and thus positively impact clinical care and 
patient outcomes.
Conclusions  The high level of accuracy for predicating 
mortality and complications after elective surgery using 
the PTL tool indicates the potential for clinical decision 
support tools to help tackle rising waiting lists and improve 
surgical planning.

INTRODUCTION
Elective waiting lists for surgery in England 
are currently stratified based on a priori-
tisation system produced by the Academy 
of Royal Colleges and endorsed by the 
National Health Service (NHS). The system 
relies on healthcare professionals, typically 
a surgeon, to manually assign a priority 
code (P-code) to each patient listed for 
elective surgery within their domain (P1 
(highest) - P4 (lowest)). Following assign-
ment of a P-code, the patient is expected to 
undergo surgery within a stipulated time 
frame, for example, the assigned code P3 

means the patient must undergo surgery 
within 3 months. Stepping outside of these 
time frames means patients should be 
subjected to a harm review.1

The COVID-19 pandemic has widely 
disrupted the delivery of healthcare 
services, including elective surgery.2 3 As 
a result, the number of patients awaiting 
surgery has sharply risen, which is some-
times referred to as the ‘elective backlog’.4 
The current method to prioritise patients 
is procedure-specific and simplified to 
allow rapid prioritisation. It is not designed 
to manage the priority within a group of 
P-coded patients. Yet, there will be those 
who deteriorate faster than others due to 
their pattern of comorbidities. There is a 
need to improve the accuracy of assessing 
patients listed for elective surgery and 
prioritise based on greater objectivity. As 
such, digital tools to improve this process 
have been proposed, such as the use of 
predictive algorithms and artificial intelli-
gence. These could have a positive impact 
on identifying patients at greatest risk of 
harm from waiting for a procedure and 
thus improve clinical care and outcomes. 
With the electronic management of elec-
tive waiting lists, this potential may now 
be realised; however, active intelligent 
management with clinical decision support 
tools has not been reported outside of 
research settings.5 6

In the field of predicting the risk of 
mortality and complications in surgery, 
the Physiological and Operative Severity 
Score for the enUmeration of Mortality 
and morbidity (POSSUM) scoring system 
is one of the most established and widely 
accepted constructs.7 It has been iterated 
over time and been shown to be highly 
accurate at predicting adverse outcomes 
and death in a range of surgical proce-
dures across specialities.8 The variables 
used to power POSSUM include routinely 
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collected demographic and clinical parameters, which 
can be found in online supplemental file 1.

The Patient Tacking List (PTL) tool (C2-Ai(c)) is a 
clinical decision support tool based on the POSSUM 
Score that can help prioritise patients on an elective 
waiting list. The tool combines POSSUM, the planned 
surgical procedure details and time on the waiting list, 
and applies these to a referential dataset to produce a 
‘matrix score’. The matrix score represents the differ-
ence in mortality and complication rate between the 
procedure being done electively versus waiting for 
the patient to decompensate and present as an emer-
gency. Matrix scores range between 4 and 100, with a 
higher score corresponding to a greater risk of a poor 
outcome if the procedure is not done electively. Users 
of the tool can visualise their waiting list on a bespoke 
user-interface, which orders patients based on matrix 
scores, with options to filter based on demographics, 
clinical specialty and procedure type. These visualisa-
tions give a risk-stratified overview of patients awaiting 
surgery allowing better informed surgical planning.

The PTL tool has the potential to improve the accu-
racy of elective surgical risk-stratification and support 
clinical prioritisation. Furthermore, by including 
objective measures of risk, it may reduce variation, 
and thus improve equity in patient care. However, 
no objective measure of the accuracy of the tool to 
predict mortality and complications has previously 
been undertaken.

This report describes the implementation of the 
PTL tool as a pilot solution at three NHS trusts. The 
tool was used to analyse patients listed for elective 
surgery and produce matrix scores alongside current 
standard practice.

AIMS
The aim of this study is to evaluate the accuracy of the 
PTL tool through receiver operating characteristic 
(ROC) analysis for mortality and complications in a retro-
spective cohort.

METHODS
The tool was deployed in March 2021 and this study 
used data for the subsequent 12 months across three 
NHS Foundation Trusts including St Helens and 
Knowsley, Warrington and Halton and Royal Liver-
pool and Aintree Hospitals. The tool has subsequently 
been integrated within the regional clinical data ware-
house (Combined Intelligence for Population Health 
Action) with the intention to process data and produce 
matrix scores for all patients listed for elective surgery. 
Data on patient comorbidities were accessed using a 
download of 2 years complete Secondary Use Service 
data (NHS digital) in all specialties.

We constructed ROC curves for mortality and compli-
cations based on PTL risk predictions and compared 

these with actual patient outcomes to assess the accu-
racy of the tool. ROC curves are a graphical approach 
to evaluate the connection/trade-off between clinical 
sensitivity and specificity for every possible cut-off for 
a test or a combination of tests. The area under the 
ROC curve describes the potential benefit of using 
the test(s) in question.

RESULTS
A total of 11 837 patients were included in the retro-
spective analysis. The outcomes for patients under-
going surgery between March 2021 and March 2022 
using the predictions from the PTL tool showed an 
area under the ROC curve of 0.95 (95% CI 0.92 to 
0.98) for mortality and 0.8 (95% CI 0.78 to 0.82) for 
overall complications (figure 1). Anecdotally, a 15 min 
saving of surgeon time was reported per patient each 
time the waiting list was reprioritised (P-coded).

DISCUSSION
Principle findings
This study found that the PTL tool accurately predicted 
the risk of mortality and complications for patients 
listed for elective surgery. Matrix scores correlated 
well to potential adverse outcomes and may therefore 
be used to prioritise patients on surgical waiting lists.

Implications for clinical practice
Planning elective surgical waiting lists and prioritising 
patients to optimise the utilisation of resources is a 
complex undertaking. Several tools to support this 
have been reported in the literature. A recent system-
atic review by Dery et al9 identified 34 different tools. 
Most included studies reported on the development 
or clinical validation of the tool—rather than the 
implementation into clinical practice. The authors of 
this review concluded that implementation into clin-
ical practice remains a challenge.9 Our implementer 
report describes the real-world application of a prior-
itisation tool in the NHS. It has demonstrated the 
ability to identify patients at greater risk of adverse 
outcomes and therefore expedite their waiting time 
for surgery. The limited integration required lowered 
the barrier to implementation and demonstrated the 
potential scalability of this tool.

Previous studies have shown that by risk strati-
fying patients, there is an opportunity to personalise 
management, optimise prehabilitation and improve 
postoperative outcomes, such as a reduction in pulmo-
nary complications.10 Patients with higher matrix 
scores identified through the PTL tool may thus be 
selected for prehabilitation, with a view of reducing 
their risk while they wait for surgery. Future studies 
may explore the impact on postoperative outcomes of 
patients with higher matrix who underwent prehabili-
tation to provide a measure of the impact of the tool.
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Given the increasing complexity in healthcare and 
larger number of patients on waiting lists, the tool has 
the potential to lighten the administrative burden and 
reduce costs related to service planning and delivery. 
To achieve maximum impact from such implementa-
tions, the importance of utility must be shared with 
all stakeholders including healthcare professionals, 
administrative staff and patients. This will result in 
the wider cultural change associated with digital trans-
formation. Further work to evaluate the usability of 
the tool is thus warranted, to better understand users’ 
experience, integration into administrative workflows 
and identify areas for improvement.

CONCLUSION
Clinical decision support systems, such as the PTL tool, 
can improve the prioritisation of patients requiring 
elective surgery. This can improve overall mortality 
and complications related to surgical conditions and 
positively impact elective backlog by accurately allo-
cating healthcare resources.
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Figure 1  Receiver operating characteristic curves for mortality and overall complications. FPF, false positive fraction; TPF, true 
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ABSTRACT
Objectives  Survival machine learning (ML) has been 
suggested as a useful approach for forecasting future 
events, but a growing concern exists that ML models 
have the potential to cause racial disparities through the 
data used to train them. This study aims to develop race/
ethnicity-specific survival ML models for Hispanic and 
black women diagnosed with breast cancer to examine 
whether race/ethnicity-specific ML models outperform the 
general models trained with all races/ethnicity data.
Methods  We used the data from the US National Cancer 
Institute’s Surveillance, Epidemiology and End Results 
programme registries. We developed the Hispanic-specific 
and black-specific models and compared them with the 
general model using the Cox proportional-hazards model, 
Gradient Boost Tree, survival tree and survival support 
vector machine.
Results  A total of 322 348 female patients who had 
breast cancer diagnoses between 1 January 2000 and 
31 December 2017 were identified. The race/ethnicity-
specific models for Hispanic and black women consistently 
outperformed the general model when predicting the 
outcomes of specific race/ethnicity.
Discussion  Accurately predicting the survival outcome of 
a patient is critical in determining treatment options and 
providing appropriate cancer care. The high-performing 
models developed in this study can contribute to providing 
individualised oncology care and improving the survival 
outcome of black and Hispanic women.
Conclusion  Predicting the individualised survival outcome 
of breast cancer can provide the evidence necessary for 
determining treatment options and high-quality, patient-
centred cancer care delivery for under-represented 
populations. Also, the race/ethnicity-specific ML models 
can mitigate representation bias and contribute to 
addressing health disparities.

INTRODUCTION
Breast cancer is the second-leading cause 
of cancer-related deaths in women in the 
USA, and it affects every ethnic group of 
women in the USA.1 2 However, there are 
racial and ethnic divides in cancer survival. 
Breast cancer is the most prevalent reason 
for cancer-related death in Hispanic women 
in the USA.3 Also, minority women, especially 

black women, have a higher mortality rate 
(26.8 per 100 000 women) even though white 
women (18.8 per 1 00 000 women) have 
higher cancer incidence.2 4 5 These facts indi-
cate that the cancer survival rates need to be 
improved among Hispanic and black women, 
and various features contributing to breast 
cancer mortality should be understood to 
provide tailored intervention for enhanced 
survival.

Unlike traditional survival models that use a 
standard statistical method, survival machine 
learning (ML) has been suggested as a useful 
approach for learning the patterns from high-
dimensional data and complex feature inter-
actions for forecasting future events.6 This 
approach allows healthcare professionals to 
identify patients at high risk or predict those 
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who need increased utilisation of healthcare services to 
proactively support and provide interventions necessary 
for the patients.7 However, a growing concern exists that 
ML models have the potential to cause racial disparities 
through the data used to train them.8 The ML model 
trained with the data representing general population 
would not contain sufficient number of participants 
from the minority population and is biased, resulting in 
inaccurate predictions for the minority group even if the 
overall accuracy is high.9 If the ML models trained with 
data poorly representative of minority groups are used in 
healthcare, they may exacerbate health disparities.10 To 
address such harmful effects, it is recommended to train 
an ML model with data that resemble the population that 
the model is intended to use.11 12 To the best of our knowl-
edge, no study developed race/ethnicity-specific survival 
ML models for Hispanic and black women diagnosed 
with breast cancer.

Therefore, there is a need for race/ethnicity-specific 
survival ML models trained with the underrepresented 
populations to examine the feasibility of race/ethnicity-
specific ML models that may outperform the general 
model trained with all races/ethnicity. Accurate predic-
tion of the individualised outcome will enable tailored 
healthcare delivery and a better outcome for the under-
represented populations. This study aims to develop 
race/ethnicity-specific survival ML models for Hispanic 
and black women diagnosed with breast cancer to 
examine whether race/ethnicity-specific ML models 
outperform the models trained with the general popu-
lation data when predicting the survival of Hispanic and 
black women diagnosed with breast cancer.

METHODS
Data source
We used the data from the US National Cancer Insti-
tute’s population-based Surveillance, Epidemiology and 
End Results (SEER) programme registries. The SEER 
programme currently collects and publishes cancer inci-
dence and survival data in the USA from population-based 
cancer registries in 22 geographical areas, representing 
approximately 48% of the US population.13 The SEER 
data are considered the gold standard for data quality 
among cancer registries in the USA and globally.14 We 
selected adult female patients’ data (18 or older) from 
SEER who had breast cancer diagnoses between 1 January 
2000 and 31 December 2017. Also, we selected California 
as the geographical location for the diverse characteris-
tics of the patient population. The Hispanic population 
included all races, and the black population was non-
Hispanic. Figure 1 shows the flow chart of data collection.

Predictor and outcome variables
The predictor variables included age at cancer diagnosis, 
marital status at diagnosis, first malignant primary tumour 
indicator, the sequence number of tumours, primary site, 
histology, the total number of in situ/malignant tumours, 

SEER summary stage, derived stage, grade, regional 
lymph nodes examined, regional lymph nodes positive, 
oestrogen receptor status, progesterone receptor status, 
chemotherapy, radiation, sequence of radiation and 
surgery performed, reason no cancer-directed surgery 
and sequence of systemic therapy and surgical proce-
dures. Vital status was recorded as alive/dead at the time 
of the cut-off date (31 December 2017). The sequence 
number of tumours describes the sequence of all report-
able tumours that occurred over a patient’s lifetime.

The outcome variable was the survival months of a 
patient.

Data preprocessing and preparation
Before training the survival models, we preprocessed the 
predictor variables to enhance the ML modelling perfor-
mance. Rows containing missing values were dropped. All 
the categorical features were reencoded using a one-hot-
encoding scheme where each new column represented 
a single category. We applied variance filtering (with the 
threshold of 0.01) to drop the features that were near-
constant or had low variance. Thus, a feature containing 
outliers would appear as a low-variance column and be 
filtered out. Once the preprocessing was completed, 
the final dataset was exported into a new flat file for the 
training. To train an ML model for survival analysis, the 
‘survival months’ variable was used as the target for the 
training. ‘Vital status’ was used for the event.

We took several steps for data preparation to develop 
race/ethnicity-specific models for the Hispanic and black 
populations and compare them with the general model 
that included all races/ethnicity. Figure  2 shows the 
process of data preparation for model development.

First, we split the full dataset into a training set (Tall) 
for model development and a test set (Eall) for evalua-
tion with a 7:3 ratio to randomly sample the populations. 
Each set was used to sample the populations for model 

Figure 1  Flow chart of data collection.
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development randomly. The randomly sampled popu-
lation sets maintained the original ratio of each race/
ethnicity in the full dataset. Second, we extracted the 
Hispanic population from the original training set, Tall 
(Th) to train the Hispanic-specific model (Mh). We also 
extracted the Hispanic population from the original test 
set, Eall (Eh) to test the model, Mh. Then, we randomly 
sampled the populations from the original training set 
(Tall) that included all races/ethnicity (Tall,h), to match 
the exact number of samples used for the Hispanic-
specific model training. We also randomly sampled the 
populations from the original test set (Eall) that included 
all races/ethnicity (Eall,h), to match the exact number of 
samples used for the Hispanic-specific model testing. Tall,h 
was used to develop a model Mall,h. Then, the performance 
of the models Mall,h (a) and Mh (b) were compared with 
the same test set, Eh. Third, we repeated the process of 
Hispanic-specific model development for Black-specific 
model development.

We extracted the black population from the original 
training set, Tall (Tb) to train the black-specific model 
(Mb). We also extracted the black population from the 
original test set, Eall (Eb) to test the model, Mb. Then, we 
randomly sampled the populations from the original 
training set (Tall) that included all races/ethnicity (Tall,b), 
to match the exact number of samples used for the black-
specific model training. We also randomly sampled the 
populations from the original test set (Eall) that included 
all races/ethnicity (Eall,b), to match the exact number of 
samples used for the black-specific model testing. Tall,b was 
used to develop a model Mall,b. Then, the performance of 
the models Mall,b (c) and Mb (d) were compared with the 
same test set, Eb.

Race/ethnicity-specific models
For the survival ML modelling, we developed and 
compared four models: Cox proportional-hazards (PH) 
model (CoxPH), Gradient Boost Tree (GBT), survival 

Figure 2  Data preparation for model development. SEER, Surveillance, Epidemiology and End Results.

Table 1  Description of survival machine learning models

Model Description

Cox PH A standard survival model looking at the effects of a patient’s covariates on the risk of death.26 It is a multivariate 
regression model for survival analysis.27

GBT An ensemble learning method that sequentially combines the outputs from individual decision trees, so each 
new tree can predict and correct the errors of the previous tree.28 It uses Gradient-boosted Cox proportional 
hazard loss with regression trees as base learner.29

ST A model that splits the covariate space into smaller nodes containing observations with homogeneous survival 
outcomes.30 It is a tree-based method for censored survival data.31

SSVM An extension of the standard SVM to maximise the concordance index (C-index) and account for complex, non-
linear relationships between features and survival.32 It is an efficient way of training a kernel SVM.33

GBT, Gradient Boost Tree; PH, proportional hazard; SSVM, survival support vector machine; ST, survival tree.
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tree (ST) and survival support cector machine (SSVM). 
The description of each model is shown in table 1.

Each model’s performance was evaluated using the 
C-index. The C-index is a standard way of measuring the 
performance of survival models. It can be viewed as the 
fraction of all pairs of patients predicted to have correct 
orders over the total number of possible evaluation 
pairs.15

For each race/ethnicity, we trained and compared two 
different models based on the two datasets mentioned 
above—one with a specific race/ethnicity and the other 
one with all races/ethnicity. Our hypothesis was that the 
model trained with specific race/ethnicity would outper-
form the general model trained with all races/ethnicity 
when predicting the breast cancer survival of a specific 
race/ethnicity.

RESULTS
Sample characteristics
A total of 322 348 female patients who had breast cancer 
diagnoses between 1 January 2000 and 31 December 
2017 were identified. Among them, the number of 
Hispanic patients was 59 204 (18.4%), and black was 
20 073 (6.2%). Table  2 shows the detailed characteris-
tics of the study sample, Hispanic, black and all races/
ethnicity.

Compared with all races/ethnicity (15.2%) and 
Hispanic (14.9%) populations, more black population 
was dead (24.4%). Hispanic population’s survival months 
(mean: 80.6, median: 67.0) were lower compared with all 
races/ethnicity (90.4, 79.0) and black (82.9, 69.0) popu-
lations. Hispanic population was younger (mean:55.3, 
median 54.0), compared with all races/ethnicity (59.1, 
59.0) and black (57.8, 57.0) populations. Black (36.6%) 
and Hispanic (39.2%) population had higher percentage 
of poorly differentiated grade III cancer, compared with 
all races/ethnic (32.7%) groups. Black population had 
lower percentages of positive oestrogen receptor status 
(65.6%), compared with all races/ethnicity (77.4%) and 
Hispanic (73.5%) populations. Also, black population 
had lower percentages of positive progesterone receptor 
status (52.1%), compared with all races/ethnicity (65.6%) 
and Hispanic (62.3%) populations.

Lower percentages of Hispanic (51.0%) and black 
(50.0%) populations had chemotherapy compared with 
all races/ethnicity (57.4%). Higher percentages of black 
(57.3%) and Hispanic (55.6%) populations had no radi-
ation and/or cancer-directed surgery, compared with all 
races/ethnicity (52.3%). Higher percentages of overall 
(46.4%) and Hispanic (43.4%) populations had radiation 
after surgery than Black (41.5%) populations.

Figure  3 shows the Kaplan-Meier curves of the 
Hispanic, black and all races/ethnic groups. All races/
ethnic groups had the better survival than the Hispanic 
and black groups.

Data preprocessing and preparation
After data preprocessing and cleaning, the final dataset 
for analysis contained 260 variables. Values in ‘Derived 
stages’ variable were grouped into ‘0’, ‘I’, ‘II’, ‘III’, ‘IV’ 
and ‘unknown’. ‘Regional nodes examined’ and ‘Regional 
nodes positive’ were integer variables which contains 
both numeric and encoded values (90+). Numeric values 
were categorised (ie, 0–9, 11–19, …, 40+), while encoded 
values were mapped to ‘oher’.

Model development
We extracted 59 204 Hispanic populations for each 
training set for Hispanic-specific model (Th) and a 
comparison model with all races/ethnicity (Tall,h). Also, 
we extracted 20 073 black populations for each training 
set for black-specific model (Tb) and a comparison model 
with all races/ethnicity (Tall,b). Once data were prepared, 
we applied variance filtering and dropped the features 
that had low variance. After filtering, the number of 
features we had for the Th was 72, and for the Tall,h was 71 
for Hispanic-specific model training, and the number of 
features we had for the Tb and Tall,b was 72 for the black-
specific model training.

During the training, both training sets (race-specific 
and all races/ethnicity) were further split into actual 
training set and validation set during a cross-validation 
phase when parameter tuning was necessary (GBT and 
ST models). We used random search method to find the 
most optimal parameters for each survival analysis model. 
We used 20 iterations and 5-fold cross validation was used 
for all cases for each training. We used scikit-survival 
package (V.0.17.1) for the modelling (CoxPHSurviva-
lAnalysis class for CoxPH, Gradient Boosting Survival 
Analysis class for GBT, SurvivalTree class for ST and Fast-
KernelSurvivalSVM class for SSVM), scikit-learn (V.1.0.2) 
for the feature selection (VarianceThreshold), hyperopt 
(V.0.2.7) for the hyperparameter search, and pandas 
(V.1.4.1) for general data preprocessing and preparation.

Model evaluations
The model evaluation results are shown in table  3 and 
figure  4 where we compared different combinations of 
modelling methods and input training/test sets.

Hispanic-specific model (Mh) and all races/ethnicity 
model (Mall,h) were evaluated using the same the test 
set (Eh). Hispanic-specific model (Mh) outperformed 
all races/ethnicity model (Mall, h) in three out of four 
approaches, which were Cox PH (0.832 vs 0.828), ST 
(0.772 vs 0.763) and SSVM (0.834 vs 0.790). The GBT 
model showed the same c-index score (0.813) for both 
models.

Black-specific model (Mb) and all races/ethnicity 
model (Mall,b) were evaluated using the same the test 
set (Eb). Black-specific model (Mb) outperformed all 
races/ethnicity model (Mall,b) in all four approaches, Cox 
PH (0.823 vs 0.821), GBT (0.808 vs 0.803), ST (0.804 
vs 0.801) and SSVM (0.824 vs 0.786). In both race/
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Table 2  Sample characteristics

Non-Hispanic (NH) white 199 913 (62.0)

Hispanic (all races) 59 204 (18.4)

NH Asian or Pacific Islander 41 811 (13.0)

NH black 20 073 (6.2)

NH American Indian/Alaska Native 1347 (0.4)

Total 322 348

All races/ethnicity
(N=3 22 348)

  �  Hispanic
  �  (N=59 204)

  �  Black
  �  (N=20 073)

Vital status (n, %)  �   �

 � Alive 273 455 (84.8) 50 382 (85.1) 15 175 (75.6)

 � Dead 48 893 (15.2) 8822 (14.9) 4898 (24.4)

Survival months  �   �

 � Min, Max 0.0, 227.0 0.0, 227.0 0.0, 227.0

 � Mean 90.4 80.6 82.9

 � Median 79.0 67.0 69.0

 � SD 60.9 58.7 59.8

Age  �   �

 � Min, Max 19.0, 100.0 19.0, 99.0 19.0, 100.0

 � Mean 59.1 55.3 57.8

 � Median 59.0 54.0 57.0

 � SD 13.0 12.9 13.0

First malignant primary indicator (n, %)  �   �

 � Y 278 117 (86.3) 53 174 (89.8) 17 240 (85.9)

 � N 44 231 (13.7) 6030 (10.2) 2833 (14.1)

Sequence no of tumours (n, %)  �   �

 � One primary only 236 182 (73.3) 46 956 (79.3) 14 650 (73.0)

 � Second of two or more primaries 44 226 (13.7) 6233 (10.5) 2812 (14.0)

 � First of two or more primaries 34 893 (10.8) 5328 (9.0) 2152 (10.7)

 � Third of three or more primaries 6008 (1.9) 603 (1.0) 397 (2.0)

 � Fourth of four or more primaries 878 (0.3) 75 (0.1) 51 (0.3)

 � Other 161 (0.0) 9 (0.0) 11 (0.1)

Histology (n, %)  �   �

 � Ductal and lobular neoplasms 306 634 (95.1) 56 417 (95.3) 18 904 (94.2)

 � Cystic, mucinous and serous neoplasms 5800 (1.8) 1001 (1.7) 411 (2.0)

 � Adenomas and adenocarcinomas 5063 (1.6) 768 (1.3) 294 (1.5)

 � Epithelial neoplasms, NOS 1343 (0.4) 279 (0.5) 139 (0.7)

 � Complex epithelial neoplasms 1311 (0.4) 258 (0.4) 154 (0.8)

 � Adnexal and skin appendage neoplasms 807 (0.3) 136 (0.2) 65 (0.3)

 � Squamous cell neoplasms 573 (0.2) 116 (0.2) 52 (0.3)

 � Fibroepithelial neoplasms 385 (0.1) 141 (0.2) 19 (0.1)

 � Other 432 (0.1) 88 (0.1) 35 (0.2)

Total no of in situ/malignant tumours (n, %)  �   �

 � 1 239 762 (74.4) 47 536 (80.3) 14 880 (74.1)

 � 2 67 146 (20.8) 10 046 (17.0) 4224 (21.0)

 � 3 12 622 (3.9) 1387 (2.3) 802 (4.0)

 � 4 2276 (0.7) 206 (0.3) 141 (0.7)

Continued
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 � 5+ 542 (0.2) 29 (0.0) 26 (0.1)

Summary stage (n, %)  �   �

 � Localised 205 612 (63.8) 34 061 (57.5) 11 398 (56.8)

 � Regional 102 914 (31.9) 22 292 (37.7) 7291 (36.3)

 � Distant 13 822 (4.3) 2851 (4.8) 1384 (6.9)

Grade (n, %)  �   �

 � Moderately differentiated; grade II 138 937 (43.1) 24 491 (41.4) 9346 (46.6)

 � Poorly differentiated; grade III 105 361 (32.7) 23 237 (39.2) 7350 (36.6)

 � Well differentiated; grade I 73 815 (22.9) 10 607 (17.9) 3012 (15.0)

 � Undifferentiated; anaplastic; grade IV 4235 (1.3) 869 (1.5) 365 (1.8)

Regional lymph nodes examined (n, %)  �   �

 � 0–9 233 642 (72.5) 39 268 (66.3) 13 679 (68.1)

 � 10–19 61 685 (19.1) 13 312 (22.5) 4470 (22.3)

 � 20–29 17 330 (5.4) 4167 (7.0) 1163 (5.8)

 � Other 6275 (1.9) 1547 (2.6) 549 (2.7)

 � 30–39 2837 (0.9) 740 (1.2) 176 (0.9)

 � 40+ 579 (0.2) 170 (0.3) 36 (0.2)

Oestrogen receptor status (n, %)  �   �

 � Positive 249 656 (77.4) 43 494 (73.5) 13 168 (65.6)

 � Negative 56 876 (17.6) 12 575 (21.2) 5941 (29.6)

 � Borderline/unknown 15 071 (4.7) 2925 (4.9) 915 (4.6)

 � N/A 745 (0.2) 210 (0.4) 49 (0.2)

Progesterone receptor status (n, %)  �   �

 � Positive 210 985 (65.5) 36 867 (62.3) 10 463 (52.1)

 � Negative 90 699 (28.1) 18 369 (31.0) 8224 (41.0)

 � Borderline/unknown 19 919 (6.2) 3758 (6.3) 1337 (6.7)

 � N/A 745 (0.2) 210 (0.4) 49 (0.2)

Chemotherapy (n, %)  �   �

 � Y 185 019 (57.4) 30 197 (51.0) 10 038 (50.0)

 � N 137 329 (42.6) 29 007 (49.0) 10 035 (50.0)

Radiation (n, %)  �   �

 � None/unknown 150 350 (46.6) 29 136 (49.2) 9965 (49.6)

 � Beam radiation 147 114 (45.6) 25 651 (43.3) 8429 (42.0)

 � Recommended, unknown if administered 10 290 (3.2) 2532 (4.3) 922 (4.6)

 � Refused 5901 (1.8) 796 (1.3) 403 (2.0)

 � Radioactive implants 5897 (1.8) 645 (1.1) 191 (1.0)

 � Radiation, NOS method or source not specified 2415 (0.7) 367 (0.6) 150 (0.7)

 � Other 381 (0.1) 77 (0.1) 13 (0.1)

Sequence of radiation and surgery performed (n, %)  �   �

 � No radiation and/or cancer-directed surgery 168 694 (52.3) 32 906 (55.6) 11 505 (57.3)

 � Radiation after surgery 149 615 (46.4) 25 718 (43.4) 8340 (41.5)

 � Intraoperative radiation 1839 (0.6) 173 (0.3) 68 (0.3)

 � Radiation prior to surgery 728 (0.2) 168 (0.3) 80 (0.4)

 � Radiation before and after surgery 673 (0.2) 146 (0.2) 40 (0.2)

 � Intraoperative rad with other rad before/after surgery 560 (0.2) 53 (0.1) 28 (0.1)

 � Other 239 (0.1) 40 (0.1) 12 (0.1)

Table 2  Continued

Continued



7Park JI, et al. BMJ Health Care Inform 2023;30:e100666. doi:10.1136/bmjhci-2022-100666

Open access

ethnicity-specific models, Cox PH showed the highest 
c-index score followed by GBT, SSVM and ST.

DISCUSSION
Accurately predicting the survival outcome of a patient is 
critical in determining treatment options and providing 
appropriate cancer care. The ML approaches provide 
a robust way of predicting health outcomes using large 
data points with complex feature interactions. However, 
current ML models are often built with all races/ethnicity 
data, having the potential to have representation bias, 
and not tailored to each minority group. To date, race/
ethnicity-specific survival ML models predicting the 
outcomes of the black and Hispanic women diagnosed 
with breast cancer are lacking. This study developed and 
evaluated race/ethnicity-specific survival ML models 
for black and Hispanic women with breast cancer and 
compared with the general population model. The high 
performing ML models developed in this study will be 
able to contribute to providing individualised oncology 
care and improving the survival outcome of specific 
populations, the black and Hispanic women. Also, it is a 
strength of our model that we used the patient data from 
more than 3 22 348 women in a large, population-based 
dataset from 2000 to 2017, including 59 204 (18.4%) 
Hispanic women and 20 073 (6.2%) Black women.

The sample population in this study showed that the 
black population had the highest death rate followed 
by the Hispanic and all races/ethnicity, supporting the 

findings from other literature.4 5 Also, the survival months 
for the black and Hispanic groups were low and they were 
younger compared with all races/ethnicity. It is congruent 
with the literature that young black women have higher 
breast cancer mortality than young white women,16 17 
and the Latinas have the higher rates of more advanced 
cancer than non-Hispanic Whites.18 Also, breast cancer is 
more aggressive in younger women than older premeno-
pausal women.19 Our study sample also showed that the 
Hispanic and black populations had higher percentage 
of poorly differentiated grade III cancer than overall 
populations. Poorly differentiated tumours lack normal 
features, tend to grow and spread faster and have a worse 
prognosis20; and these tumours expressed lower levels of 
oestrogen receptor.21 Our study sample showed likewise 
that Hispanic and black populations showed the lower 
percentage of oestrogen receptor positive status and 
progesterone receptor positive status than overall popula-
tion. Studies have shown that young age breast cancer has 
more advanced stage at presentation, more grades and 
higher oestrogen receptor negativity.22

The result also showed that lower percentages of 
Hispanic and black populations had chemotherapy. 
Existing literature has shown that African American and 
Hispanic patients tend to experience diagnostic and 
treatment delays, which were related to worse survival 
outcomes.23 24 Perhaps lower percentages of Hispanic and 
black patients receiving chemotherapy were associated 
with the fewer survival months of the Hispanic and black 
populations in this study.

After the race/ethnicity-specific model development 
and evaluation, we observed that the general models 
trained with all races/ethnicity did not perform well 
when tested with specific races/ethnicity. That is, the 
race/ethnicity-specific survival ML models developed in 
this study consistently outperformed the general models 
when predicting the outcomes of specific race/ethnicity, 
addressing bias in ML. Especially, black and Hispanic-
specific survival ML models using the Cox PH approach 
showed the best performance among the four ML 
models tested, showing that this model outperformed the 
other models in predicting the survival of specific race/
ethnicity. Also, the ST model performance showed the 

Reason no cancer-directed surgery (n, %)  �   �

 � Surgery performed 305 404 (94.7) 55 371 (93.5) 18 308 (91.2)

 � Not recommended 13 032 (4.0) 2952 (5.0) 1356 (6.8)

 � Recommended, unknown if performed 1899 (0.6) 568 (1.0) 217 (1.1)

 � Recommended but not performed, patient refused 1364 (0.4) 211 (0.4) 146 (0.7)

 � Not recommended, contraindicated due to other 333 (0.1) 53 (0.1) 22 (0.1)

 � conditions, autopsy only 285 (0.1) 44 (0.1) 22 (0.1)

 � Other 31 (0.0) 5 (0.0) 2 (0.0)

N/A, not available.

Table 2  Continued

Figure 3  Kalplan-Meier survival curves.
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highest difference between the race/ethnicity-specific 
model and the general model. This indicates that the 
ST model tends to overfit to a specific race/ethnicity 
compared with the other models. Our study demon-
strated that a tailored ML model for each race/ethnicity 
is needed to better predict the patient survival than the 
general ML model using all races/ethnicity. By accurately 
forecasting a patient’s survival, healthcare professionals 
will be able to guide individualised treatment decisions 
and provide tailored interventions for the well-being of a 
cancer survivor.

It is worth noting that although the performance of the 
general model is not low, it was trained with the general 
population with an imbalanced portion of the underrep-
resented population, including the Hispanic and black 
populations. It was still meaningful to examine the feasi-
bility of race/ethnicity-specific models since it is recom-
mended to train an ML model with data resembling the 
people the model is intended to use to mitigate repre-
sentation bias. Although the performance difference 
between the models was sometimes marginal depending 
on the algorithms, our race/ethnicity-specific models 
consistently outperformed the general model. It shows 
the potential to accurately predict individualised patient 

outcomes for quality care delivery for underrepresented 
populations and lead to alleviating health disparities.

There are several limitations to this study. The SEER 
database only includes the first course of treatment and 
do not have information on adjuvant therapy.25 This 
causes difficulties comparing the outcomes of the treat-
ment sequence. To overcome this limitation, a compre-
hensive database that has more information on cancer 
treatment can be used as a future work to provide addi-
tional insights on the impact of treatment sequence. 
Also, the dataset did not include the human epidermal 
growth factor 2 receptor status, which is a critical tumour 
marker for breast cancer prognosis. The variable was 
missing because it was collected from 2010, but our data 
were dated from 2000. Incorporating this variable in the 
modelling will be needed in future work to provide more 
accurate predictions for patient outcomes.

CONCLUSION
This study has developed and evaluated accurate race/
ethnicity-specific survival ML models for black and 
Hispanic women diagnosed with breast cancer. Predicting 
the individualised survival outcome of breast cancer can 

Table 3  Model performance comparison using c-index

Hispanic-specific model All races/ethnicity model Black-specific model All races/ethnicity model

Model Mh Mall,h Mb Mall,b

Test Eh Eh Eb Eb

Cox PH 0.832 0.828 0.823 0.821

GBT 0.813 0.813 0.808 0.803

ST 0.772 0.763 0.804 0.801

SSVM 0.834 0.790 0.824 0.786

GBT, Gradient Boost Tree; PH, proportional hazard; SSVM, survival support vector machine; ST, survival tree.

Figure 4  Race/ethnicity-specific model performance comparison using C-index. GBT, Gradient Boost Tree; PH, proportional 
hazards; SSVM, survival support vector machine; ST, survival tree.
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provide the evidence necessary for determining treat-
ment options and high-quality, patient-centred cancer 
care delivery for underrepresented populations. Also, the 
race/ethnicity-specific ML models can mitigate represen-
tation bias and contribute to addressing health disparities.
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ABSTRACT
Background  Command centres have been piloted in 
some hospitals across the developed world in the last 
few years. Their impact on patient safety, however, has 
not been systematically studied. Hence, we aimed to 
investigate this.
Methods  This is a retrospective population-based cohort 
study. Participants were patients who visited Bradford 
Royal Infirmary Hospital and Calderdale & Huddersfield 
hospitals between 1 January 2018 and 31 August 2021. 
A five-phase, interrupted time series, linear regression 
analysis was used.
Results  After introduction of a Command Centre, while 
mortality and readmissions marginally improved, there 
was no statistically significant impact on postoperative 
sepsis. In the intervention hospital, when compared with 
the preintervention period, mortality decreased by 1.4% 
(95% CI 0.8% to 1.9%), 1.5% (95% CI 0.9% to 2.1%), 
1.3% (95% CI 0.7% to 1.8%) and 2.5% (95% CI 1.7% 
to 3.4%) during successive phases of the command 
centre programme, including roll-in and activation of the 
technology and preparatory quality improvement work. 
However, in the control site, compared with the baseline, 
the weekly mortality also decreased by 2.0% (95% CI 0.9 
to 3.1), 2.3% (95% CI 1.1 to 3.5), 1.3% (95% CI 0.2 to 2.4), 
3.1% (95% CI 1.4 to 4.8) for the respective intervention 
phases. No impact on any of the indicators was observed 
when only the software technology part of the Command 
Centre was considered.
Conclusion  Implementation of a hospital Command 
Centre may have a marginal positive impact on patient 
safety when implemented as part of a broader hospital-
wide improvement programme including colocation 
of operations and clinical leads in a central location. 
However, improvement in patient safety indicators was 
also observed for a comparable period in the control site. 
Further evaluative research into the impact of hospital 
command centres on a broader range of patient safety and 
other outcomes is warranted.

INTRODUCTION
Fragmented healthcare is neither cost-
effective nor safe for the delivery of patient 
care.1 2 In most UK National Health Service 
(NHS) hospitals, health service delivery is 
fragmented across multiple departments and 

services with major implications for patient 
safety, efficiency and good patient care. Such 
fragmentation can, however, be minimised 
using health information technology to 
improve the flow of information—between 
and within healthcare providers.3 4 The 
idea of improving communication by using 
digital information systems to centralise 
information to improve situational aware-
ness was pioneered by the National Aero-
nautics and Space Administration (NASA) 
for the purpose managing space flights six 
decades ago.5 This central system, also known 
as ‘command centre’ or ‘mission control’ 
has been widely adopted in retail industries, 
finance and banking, automotive, manufac-
turing and transport industries and to a lesser 
degree within the healthcare sector.

In the last 5 years, a number of hospitals 
in Canada, China, the UK, USA and Saudi 
Arabia have been piloting ‘command centres’ 
for the purpose of patient-flow management. 
Although not from systematically conducted 
studies, preliminary reports suggest that 

WHAT IS ALREADY KNOWN ON THIS TOPIC
	⇒ Although command centres have been introduced in 
hospitals in developed world countries, their impact 
on patient safety remains unknown.

WHAT THIS STUDY ADDS
	⇒ A command centre that includes introduction of both 
technological (data display) elements and organi-
sational components may improve patient safety. 
However, it appears that the majority of the impact 
may result from the processes around the command 
centre itself rather than the technological aspect.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

	⇒ It is a common belief that command centres can 
improve patient safety. However, this has not been 
supported by patient safety metrics examined for 
this study. Hence, further research is warranted.
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command centres have a positive impact on patient 
care delivery process.6–10 For example, in Johns Hopkins 
Hospital USA, patient transfers from other hospitals 
improved by 46%, ambulances dispatches reduced by 43 
min and bed allocation for emergency admission patients 
reduced by 3.5 hours.7

In the UK, there are currently only four NHS hospital 
trusts who are piloting command centres. One of these 
is Bradford Teaching Hospitals NHS Foundation Trust, 
which provides hospital services for around half a million 
people. In 2019, the Trust introduced a command centre 
at its main hospital, Bradford Royal Infirmary (BRI).11 
The command centre is made up of software and display 
screens (also known as ‘tiles’) that provides real-time 
information (updated every 3 min) and alerts for patient 
care and intervention across the hospital site, including: 
overall hospital capacity, emergency department status, 
patient transfers, discharge tasks, care progression and 
patient deterioration. Information is inputted by the staff 
in the departments of the BRI hospital as part of normal 
care processes within the electronic patient record system 
and is automatically reconfigured to be shown in defined 
parameters within each of the tiles.

The Bradford Command Centre aims to provide safer 
care by addressing increasing pressure in the ED and 
associated challenges downstream related to capacity 
and demand, monitoring patients for placement in most 
appropriate care settings and access to real-time informa-
tion required to make decisions. Such command centres 
have the potential to improve future patient flow and 
safety, and research to understand the health service 
delivery, safety and operational factors is considered an 
area of major importance for hospitals. We hypothesised 
that the implementation of an integrated and centralised 
hospital command centre improves patient safety. There-
fore, our study aim was twofold: (1) to investigate the 
impact of Bradford command centre on patient safety 
outcomes in BRI hospital (2) to compare the pattern 
of patient safety outcomes of BRI hospital with Calder-
dale & Huddersfield Hospitals (CHH) which is without a 
command centre.

METHODS
Study population
Participants of the study were patients who visited acci-
dent and emergency and unplanned admissions at the 
intervention site, BRI hospital Trust, where the command 
centre was introduced and a nearby and similar sised 
hospital, CHH, which we used as a control. The study 
period was between 1 January 2018 and 31 August 2021 
and covered the period before, during and after the 
implementation of the command centre at the interven-
tion site.

Study design
This is a retrospective population-based cohort study 
undertaken as part of a mixed method evaluation project 

with a formal evaluation protocol published by the authors 
in January 2022.12 Qualitative study of the command 
centre programme gave rise to two hypothesised inter-
vention timelines, one focusing on the implementation 
and activation of the technological components of the 
command centre and the other ‘complex’ intervention 
model that sought to account for the broader patient 
flow and operational redesign programme in which the 
command centre technology was a part. For the tech-
nology model, a three-phase, interrupted time series 
model was used to reflect incremental implementation 
of the visual displays in the command centre, consisting 
of a preintervention (baseline), first intervention compo-
nent (‘command centre displays roll-in’) and second 
intervention component (‘command centre activation’). 
For the complex intervention model, a five-phase, inter-
rupted time series model was used that consisted of 
preintervention (baseline), first intervention component 
(‘onset of patient flow programme’), second interven-
tion component (‘command centre displays roll-in’), 
third intervention component (‘command centre acti-
vation’) and fourth intervention component (‘hospital 
wide engagement and training’), the latter referring to 
roll-out of remote access to command centre data across 
the hospital. See table 1 for the details of the timeline and 
interrupts.

Data source
UK NHS Digital Secondary Use Services (SUS) data were 
used. These data are secure, patient-level data that is sent 
by both hospitals to NHS England to support national 
tariff policy and secondary analysis. Construction of the 
SUS data was conducted by Connected Bradford, a team 
located at the Bradford Institute for Health Research 
(https://www.bradfordresearch.nhs.uk/our-research-​
teams/connected-bradford/). The team uploaded the 
SUS data onto a Google Cloud Platform where relevant 
data were processed before final outputs were extracted.13

Patient and public involvement and engagement
Public and patient representatives contributed to the 
development of the research protocol and towards selec-
tion of proxy patient safety outcomes. Details of the wider 

Table 1  Project timeline and intervention phases

Date Event

1 January 2018 Start of study

1 July 2018 Onset of patient flow programme

1 May 2019 Command centre displays roll-in

1 December 2019 Command centre activation and 
hospital wide engagement and 
training commences

1 May 2021 Post-COVID-19 resumption of 
hospital wide engagement and 
training

31 August 2021 End of study

https://www.bradfordresearch.nhs.uk/our-research-teams/connected-bradford/
https://www.bradfordresearch.nhs.uk/our-research-teams/connected-bradford/
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project’s patient and public involvement and engagement 
are available in the published protocol.12

Outcome variables
Potential patient safety outcome indicators were listed 
in our published protocol.12 However, due to data avail-
ability, three indicators for the BRI hospital (mortality, 
readmissions within 72 hours and postoperative sepsis) 
and two indicators for the CHH (mortality and readmis-
sions within 72 hours) were analysed.

The proportions of readmissions and mortality in 
hospital were calculated as the total readmissions and 
death among emergency admissions, respectively, divided 
by the total number of emergency admissions. Postopera-
tive sepsis was calculated by dividing the weekly count of 
patients with sepsis diagnostic codes in their records by 
the count of surgical operations conducted in that week. 
The list of surgical operation codes was extracted from 
the UK Health Security Agency published document.14 
Postoperative sepsis occurrences were identified using 
T814 ICD10 code.15

Variables for analysis
Dummy variables were created for each of the interven-
tion components (‘Onset of patient flow programme’, 
‘command centre displays roll-in’, ‘command centre acti-
vation’ and ‘hospital wide engagement and training’), 
COVID-19 pandemic and spikes of COVID-19 pandemic.16 
The components of the intervention were given a value of 
‘1’ starting from the date of its introduction until the intro-
duction of the next component or phase, then a value of 
‘0’ for the rest of the period. ‘COVID-19 pandemic’ was 
given a value of ‘0’ through February 2020 and a value of 
‘1’, thereafter. A spike dummy variable was also added by 
setting ‘1’ for the COVID-19 spike periods based on the 
UK data16 and ‘0’ throughout.

A continuous incremental time variable was coded 
from the start of the time series (eg, 1, 2, 3, 4). The inter-
vention phases were also modelled using five continuous 
time variables with ‘0’ in the preintervention period, ‘1, 
2, 3, 4….’ from the onset of the intervention phase. In 
addition, seasonality was modelled by including dummy 
variables for the number of weeks in the year.

Statistical analysis and software
First, outcome variables were summarised descriptively. 
Then, to assess the impact of the command centre on 
patient safety outcomes, linear regression interrupted 
time series analysis was used.17 Linear time series models 
were fitted to the BRI and CHH data separately. Tests for 
serial autocorrelation of residuals were conducted and all 
tests were non-statistically significant. Hence, regression 
models with autoregressive integrated moving average 
(ARIMA) errors were not used. To compare the changes 
(ie, beta coefficients) of two outcomes (mortality and 
readmissions within 72 hours) in BRI and CHH, the 
difference of the changes (beta coefficient BRI subtracted 
beta coefficient CHH) and total variances (variance 

BRI+variance CHH) were calculated to derive the differ-
ence in changes and their CIs.18

Akaike information criterion19 and Bayesian informa-
tion criterion20 were used to select the best fitting models. 
Analyses were implemented in R (V.4.0.2). We adopted 
5% significance levels and 95% CIs throughout.

A five-phase interrupted time series was used for the 
main analyses. To explore if the command centre acti-
vation alone would have had an impact on outcomes, a 
three-phase interrupted time series model was used for 
sensitivity analyses for the intervention site (BRI hospital), 
including the display roll-in period and activation event.

RESULTS
Descriptive summary
There were a total of 203 807 in-patient emergency admis-
sions and 34 625 operations performed in BRI hospital and 
291 018 in-patient emergency admissions in CHH during 
the study period. The weekly mortality (as a percentage of 
weekly admissions) stayed below 3% and 5% (in BRI and 
CHH, respectively) for most of the study period except 
a sudden increase in March–April 2020 when a spike in 
the hospital admissions associated with COVID-19 was 
reported in the UK.16 The weekly deaths appear to be 
higher for the period after COVID-19 pandemic when 
compared with the prepandemic period. Overall, the 
average mortality throughout the study period was higher 
in CHH than BRI (see figure 1 and table 2).

The weekly readmissions within 72 hours (as a 
percentage of the total emergency admissions) remained 
above 6% and 4% (in BRI and CHH, respectively) for the 
majority of the study period. The average readmissions in 
BRI hospital were just over 8% during the first 6 months 
of the study period and stayed just under 7% for the 
remaining period. On the other hand, the readmissions 
in the CHH were under 3% during the first 16 months, 
then nearly doubled during the rest of the study period. 
The patterns of the weekly readmissions do not appear to 
have been greatly affected by the pandemic. Overall, the 
weekly readmissions were higher in BRI than CHH (see 
figure 1 and table 2).

The weekly postoperative sepsis (as a percentage all 
surgical operations performed) stayed between 1.5% and 
6% for majority of the period with occurrence of spikes 
during January and April 2020 (see figure 1). The overall 
postoperative sepsis ranged between 0.6% and 10%, and 
it was below 5% during the study period on average (see 
figure 1 and table 2).

The effect of intervention
Main analyses (five-phase interrupted time series)
In BRI hospital, when compared with the preintervention 
period, the weekly mortality decreased by 1.4% (95% CI 
0.8% to 1.9%), 1.5% (95% CI 0.9% to 2.1%), 1.3% (95% 
CI 0.8% to 1.9%) and 2.5% (95% CI 1.7% to 3.4%) at 
onset of the first (‘patient flow programme’), second 
(‘command centre display roll-in’), third (‘command 
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centre activation’) and fourth (‘hospital-wide engage-
ment resumption’) intervention periods, respectively. At 
onset of the first, second and third intervention periods, 
the weekly per cent of readmission within 72 hours also 

decreased by 2.7% (95% CI 1.7% to 3.8%), 2.5% (95% 
CI 1.4% to 3.6%), 2.0% (95% CI 1.0% to 3.0%) and 
0.7% (95% CI 2.2% to 0.9%), respectively. The weekly 
postoperative sepsis did not show a significant change 

Figure 1  An overall pattern of patient safety indicators during the study period. BRI, Bradford Royal Infirmary; CHH, 
Calderdale & Huddersfield Hospitals.

Table 2  Summary of patient safety indicators, mean (SD)

Period

Mortality (%)*
Readmissions within 72 
hours (%)*

Post-operative 
sepsis (%)†

BRI CHH BRI CHH BRI

1 January 2018–30 June 2018 (pre-
intervention)

1.5 (0.56) 3.3 (1.1) 8.2 (1.5) 2.5 (0.7) 3.8 (1.2)

1 July 2018–30 April 2019 (patient flow 
programme)

1.1 (0.31) 2.9 (0.78) 6.8 (0.97) 2.9 (1.22) 4.2 (1.6)

1 May 2019–30 November 2019 (command 
centre display roll-in)

1.0 (0.29) 2.5 (0.57) 6.7 (0.62) 5.6 (0.87) 3.2 (1.2)

1 December 2019–30 April 2021 (command 
centre activation)

1.7 (0.94) 4.3 (1.67) 6.8 (1.1) 5.2 (0.93) 3.6 (2.1)

1 May 2021–31 August 2021 (engagement 
resumption)

1.1 (0.38) 2.9 (0.83) 6.9 (0.81) 4.5 (0.84) 2.7 (1.2)

*Values are percentages with respect to weekly counts of in-patient emergency admissions.
†Values are percentages with respect to weekly counts of surgical operations.
BRI, Bradford Royal Infirmary hospital; CHH, Calderdale & Huddersfield Hospitals.
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during the study period, however (see table  3 and 
figure 2).

In CHH, compared with the baseline, the weekly 
mortality decreased by 2.0% (95% CI 3.1 to 0.9), 2.3% 
(95% CI 3.5 to 1.1), 1.3% (95% CI 2.4 to 0.2), 3.1% (95% 
CI 4.8 to 1.4) for the respective intervention phases of 
BRI hospital. However, except for the first intervention 
period, readmissions within 72 hours showed a significant 
increase during the second (change=2.6%, 95% CI 1.6 
to 3.5), third (change=3.6, 95% CI 2.7 to 4.5) and forth 
(change=2.2, 95% CI 0.8 to 3.5), see table 3 and online 
supplemental table 1.

When the BRI hospital and CHH are compared in 
terms of indicator outcome changes during the study 
period, the weekly mortality significantly improved while 
the weekly readmissions showed improvement in BRI 
hospital but not in CHH (see table 3).

Sensitivity analysis (three-phase interrupted time series)
When implementation and activation of the techno-
logical aspects of the command centre were modelled, 
there was no significant difference between the pre and 
postintervention periods in the patient safety indicators. 
For example, mortality did not significantly change after 
the ‘command centre display roll-in’ (change=−0.5%, 
95% CI −1.3 to 0.3) and ‘command centre activa-
tion’ (change=−0.3, 95% CI −1.0 to 0.4) periods when 
compared with the preintervention period (see online 
supplemental table 2).

DISCUSSION
In this preintervention and postintervention comparative 
study using SUS data, the findings indicate that intro-
duction of the Bradford Command Centre may have 
improved patient safety. However, given improvements in 
mortality have also been observed in the CHH (control 
site) during the same period, improvements seen in 
the BRI hospital data may not be entirely due to the 
command centre. In addition, there was no significant 
difference between preintervention and postintervention 
periods linked to only the technological components of 
the command centre system.

Hospital command centres are expected to improve 
the management of patient flow by making use of real-
time monitoring of patients. It is hypothesised that this 
improved patient flow is beneficial for patient safety. 
However, in our related work,21 we found that measures 
of patient flow did not indicate improvements at the BRI 
site during the study period. This suggests that patient 
flow may not be primarily responsible for the improve-
ments. Given also that similar improvements were seen 
at our control site, it could be that the changes observed 
by our measures of patient safety were due to nation-
wide responses to the COVID-19 pandemic or some 
other within-hospital factors that we did not measure. 
The impact of command centres on patient safety in 
complex multiple department hospitals is rarely reported 
in the literature, mainly due to the novelty of this type 
of initiative in acute care. A recent report from Saudi 
National Health Command Centre (NHCC) indicated 

Table 3  Summary results for five-phase models

Outcome Intervention phase
Change in BRI
(95% CI)*

Change in CHH
(95% CI)*

Difference between sites 
(BRI−CHH), 95% CI †

Mortality (%) Pre-intervention Ref. Ref.

Patient flow programme −1.4 (−1.9 to −0.8) −2.0 (−3.1 to −0.9) 0.6 (−0.6 to 1.9)

Command centre display roll-in −1.5 (−2.1 to −0.9) −2.3 (−3.5 to −1.1) 0.8 (−0.6 to 2.2)

Command centre activation −1.3 (−1.82 to −0.7) −1.3 (−2.4 to −0.2) 0.04 (−1.2 to 1.3)

Engagement resumption −2.5 (−3.4 to −1.7) −3.1 (−4.8 to −1.4) 0.6 (−1.4 to 2.5)

Readmissions 
within 72 hours 
(%)

Pre-intervention Ref. Ref.

Patient flow programme −2.7 (−3.8 to −1.7) −0.6 (−1.5 to 0.2) −2.1 (−3.4 to −0.7)

Command centre display roll-in −2.5 (−3.6 to −1.4) 2.6 (1.6 to 3.5) −5.1 (−6.6 to −3.6)

Command centre activation −2.02 (−3.0 to −1.0) 3.6 (2.7 to 4.5) −5.6 (−6.9 to −4.3)

Engagement resumption −0.70 (−2.3 to 0.9) 2.2 (0.8 to 3.5) −2.9 (−4.8 to −0.8)

Post-operative 
sepsis (%)

Pre-intervention Ref. – –

Patient flow programme 0.4 (−1.2 to 2.0) – –

Command centre display roll-in −0.5 (−2.2 to 1.3) – –

Command centre activation 1.31 (−0.3 to 2.9) – –

Engagement resumption −0.2 (−2.7 to 2.2) – –

*Models were adjusted for trend, COVID-19 pandemic (pre-pandemic and post-pandemic) and COVID-19 spikes.
†Calculated as difference in changes (change BRI−change CHH) and total variances (variance BRI+variance CHH).
BRI, Bradford Royal Infirmary hospital; CHH, Calderdale & Huddersfield Hospitals.

https://dx.doi.org/10.1136/bmjhci-2022-100653
https://dx.doi.org/10.1136/bmjhci-2022-100653
https://dx.doi.org/10.1136/bmjhci-2022-100653
https://dx.doi.org/10.1136/bmjhci-2022-100653
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that emergency admissions mortality was below 2%.6 
The mortality rate reported by the authors agrees with 
our findings of this study. What must be noted though is 
that the NHCC is a hub at a national level and its report 
appears to have compared pre-COVID-19 and post-
COVID-19 pandemic data. On the other hand, the Brad-
ford command centre is a single trust hospital and our 
study has compared preintervention period data against 
the multistage postintervention data, which included the 
prepandemic and postpandemic period.

Our study has certain limitations. First, health service 
delivery was significantly affected by the COVID-19 
pandemic resulting in rapid systemwide effects, which 
may have impacted on the population of patients and 
capacity management in both hospitals. Cancellation 
and postponement of surgical operations were common 
due to reallocation of resources during the peaks of the 
pandemic. Although we attempted to control for the 
effects of the pandemic in our time series models, the 
proximity of the activation of the command centre with 
the onset of the pandemic surge makes it difficult to 
isolate the effect of the intervention or control for the 
pandemic without masking potential variation.

Second, apart from the command centre, it has been 
assumed that the intervention site (BRI hospital) and 
control site (CHH) are equivalent in other factors, which 
may not necessarily be the case. The control site showed 
considerably higher initial mortality which might have led 
to subsequent reduction in mortality rates or local inter-
ventions to reduce mortality, acting as a confounding 
factor in attempts to isolate the effect of the command 
centre intervention. Readmission rates additionally 
showed widely different trends between the study and 
control site.

Another potential limitation of the study concerns the 
focus of this quantitative evaluation on a small number 
of outcome indicators for what was a system-wide initia-
tive designed to impact many areas. Although informing 
our intervention models using qualitative research at the 
study site is a strength in our design, qualitative investiga-
tion additionally revealed the complexity of this type of 
intervention and the challenges of implementation within 
a pressured acute care environment. This may have influ-
enced the study outcome in a number of ways. Staff recall of 
the historical implementation timeline was variable (espe-
cially for piloting and roll-in of intervention components, 

Figure 2  Actual values (solid lines) and model estimated values (dashed lines) of outcome indicators. BRI, Bradford Royal 
Infirmary; CHH, Calderdale & Huddersfield Hospitals.
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including organisational in addition to technological 
elements). There were suggestions that colocation of staff 
in the command centre room preceded the roll-in and acti-
vation phase for command centre displays, so the team may 
have already been established and coordinating functions 
sooner than the intervention timeline suggests, leading to 
under specification of our model. When considering the 
challenges observed in implementing the technological 
aspects of the intervention, including data quality, there 
may have been significant time lag between activation of 
components and any impact on patient safety outcomes. 
Given the complexity in our intervention model, we did not 
seek to control for lagged effects of intervention implemen-
tation (the time it takes for an intervention to start to influ-
ence detectable outcomes). Rather, we presumed that the 
effects of the intervention components were instantaneous.

Finally, due to data access limitations, we were not able 
to explore all outcomes identified for analysis in our study 
protocol. Hence, evaluation is needed, across multiple 
healthcare systems and command centre models, to under-
stand how this type of intervention impacts downstream 
patient safety outcomes.

Nonetheless, the strengths of the study are threefold. 
First, we have used a large sample size for the analyses: a 
total of inpatient 203 807 inpatient visits and 34 625 surgical 
operations. Second, the use of electronic health record 
data minimises the inherent biases and errors in other 
types of observational data. Third, we employed a robust 
quasi-experimental design using repeated time series 
measurement.

In conclusion, the results of the study indicate that a 
digital hospital command centre package that includes both 
technological (data display) elements and organisational 
components may have a marginal positive impact on some 
patient safety outcomes. However, patient safety improve-
ments in the control site hospital suggest that it may not 
entirely be due to the introduction of the command centre. 
In addition, when the technology alone was considered 
as the intervention (command centre display roll-in and 
command centre activation), it does not appear to have a 
significant impact on patient safety outcomes. Thus, further 
research using data from other hospital organisations that 
use command centres is warranted.
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