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ABSTRACT
Background Researchers and developers are evaluating 
the use of mammogram readers that use artificial 
intelligence (AI) in clinical settings.
Objectives This study examines the attitudes of women, 
both current and future users of breast screening, towards 
the use of AI in mammogram reading.
Methods We used a cross- sectional, mixed methods 
study design with data from the survey responses and 
focus groups. We researched in four National Health 
Service hospitals in England. There we approached female 
workers over the age of 18 years and their immediate 
friends and family. We collected 4096 responses.
Results Through descriptive statistical analysis, we learnt 
that women of screening age (≥50 years) were less likely 
than women under screening age to use technology apps 
for healthcare advice (likelihood ratio=0.85, 95% CI 0.82 
to 0.89, p<0.001). They were also less likely than women 
under screening age to agree that AI can have a positive 
effect on society (likelihood ratio=0.89, 95% CI 0.84 to 
0.95, p<0.001). However, they were more likely to feel 
positive about AI used to read mammograms (likelihood 
ratio=1.09, 95% CI 1.02 to 1.17, p=0.009).
Discussion and Conclusions Women of screening age 
are ready to accept the use of AI in breast screening but 
are less likely to use other AI- based health applications. 
A large number of women are undecided, or had mixed 
views, about the use of AI generally and they remain to be 
convinced that it can be trusted.

INTRODUCTION
Population breast screening in England 
aims to detect breast cancer earlier, thus 
improving outcomes for women between the 
ages of 50 and 70 years. The National Health 
Service (NHS) Breast Screening Programme 
(NHSBSP) invites more than 2 million 
women for a test every year nationally. In the 
light of the high volume of images to be read, 
artificial intelligence (AI) is focusing on the 
development of image reading technology.1–3 
As studies confirm the diagnostic accuracy of 
AI products in breast cancer diagnosis, there 
is an emerging concern among clinicians 
that AI image reading may not be sufficiently 
focused on patients. ‘Clinically meaningful 

endpoints such as survival, symptoms and 
need for treatment’ could mitigate the risks 
of overtreatment and false positives.4

In a healthcare context, where shared 
decision- making is increasing,5 patients are 
seeking a greater understanding of how 
a diagnosis is arrived at. Regulators of AI 
technology are starting to acknowledge the 
importance of being seen as trustworthy on 
uptake and adoption.6

Public attitudes to the use of AI and 
machine learning in healthcare are evolving. 
Social attitudes to the use of AI to support 
diagnosis are positive but people still want 
human involvement.7–11 Specifically in 
radiology, people want to be fully informed 
about the use of AI and want to retain human 
interaction in the diagnostic process.12 13 
However, they hold positive views about the 
use of such technology to support clinician 
diagnosis and deliver faster, more precise and 
unbiased results.

The public are not passive recipients of 
care. They are essential stakeholders in the 
healthcare system. Their willingness to adopt 
new innovations can enable or constrain 
spread and scale.14 There is a need to under-
stand how acceptable AI is in breast cancer 
screening services as well as the many ethical, 
social and legal implications of its use.15 A 
few qualitative studies, although with small 
sample sizes, have explored public percep-
tion of the use of AI in medicine.16–18 A 
recent survey conducted in the Netherlands 
involving 922 participants examined the 
perception of the use of AI to read mammo-
grams. It found that the women surveyed did 
not support the use of AI without a human 
reader.19 If the benefits of AI are to be deliv-
ered in breast screening and the disbenefits 
minimised, then the public should be actively 
engaged in the design, development and 
monitoring of this technology.20 21
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Our study seeks to address the gap in the research into 
public attitudes towards AI. We did this as part of a wider 
real- world testing of AI tools in the NHSBSP in England. 
The researchers developed a short survey which collected 
both quantitative and qualitative data. The researchers 
followed up with focus group discussions to understand 
the attitudes of a sample of women to the use of AI in 
breast screening. The NHSBSP currently invites women 
between the ages of 50 and 70 years for screening every 
3 years. Mammograms are double read by two human 
readers.

This paper focuses on women’s attitudes to the possible 
future use of an AI second reader in the NHSBSP.

MATERIALS AND METHODS
This study was a prospective mixed method design. The 
study was conducted in four NHS trusts providing acute 
care in the East Midlands of England. All participants 
gave electronic informed consent to participate in the 
survey and focus groups.

Survey tool development and testing
We developed an open e- survey according to good prac-
tice guidelines,22 including the Checklist for Reporting 
Results of Internet E- Surveys.23 This is used for the 
development, administration and reporting of web- 
based surveys. Our research question set out in the study 
protocol was how do the attitudes of women to the use 
of AI in the breast screening process affect the adoption 
and spread of these innovations? We conducted a review 
of the literature on the influence of adopter attitudes 
to AI in general and innovation adoption in healthcare 
specifically. Based on this review, we developed a set of 
open and closed questions. These were tested with a 
small sample group of women (n=10) for question clarity, 
underlying assumptions (bias), question sensitivity, prob-
lems with Likert scale labels, question order and online 
user experience.

The final version of the survey had six sections:
1. Personal attributes, which included age.
2. Experience of breast cancer (direct or indirect).
3. Knowledge and experience of breast screening.
4. Use of AI- based technology in everyday life.
5. Attitudes towards AI- based technology in general.

6. Attitudes towards the use of AI in breast screening 
(figure 1).

The survey tool was submitted for ethical approval 
along with the study protocol.

Data collection
The chosen sampling strategy was non- probability 
sampling. This was chosen because the topic being 
explored was under- researched and the study was explor-
atory rather than testing a hypothesis. The sample size 
for the survey was calculated based on a 1% response 
rate from the ≥18 years female population of the East 
Midlands of England, a confidence level of 95% and 
a margin of error of 2% (n=2435). This was submitted 
to the Health Research Authority as part of the ethical 
approval process. The survey was set up on a dedicated 
General Data Protection Regulation- compliant online 
survey platform and information was shared via a range 
of site communication channels with women over the age 
of 18 years working or volunteering at four acute hospital 
sites in the East Midlands and their friends and relatives. 
As one of the largest and most diverse employers in the 
region, the NHS workforce provided a good proxy for the 
wider population. Respondents were recruited between 4 
December 2019 and 29 February 2020.

Information was gathered on age, ethnicity and 
employment status. This enabled us to identify any repre-
sentation gaps in the sample cohort and guided targeted 
recruitment for the survey and focus groups. Focus group 
participants were recruited from the general population 
with a greater representation of women from black and 
minority ethnic groups since these were slightly under- 
represented in the survey. Due to COVID-19 restrictions, 
focus groups were conducted using a secure online video 
conferencing platform.

Data analysis
The survey responses were analysed using descriptive 
statistics to understand the current status of women’s 
views on AI- based technology generally and in the breast 
screening programme specifically. Likelihood ratios were 
used to determine the significance of differences between 
women under screening age and of screening age.

NVivo (NVivo is a qualitative and mixed methods data 
analysis software tool used by academics and professional 

Figure 1 Survey map: the topic covered in the survey in the order the questions were presented. NHSBSP, NHS Breast 
Screening Programme.
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researchers globally) software (QSR International, UK) 
was used to organise and visualise qualitative data from 
surveys (open- ended questions with free- text responses) 
and focus group transcripts. A hierarchical thematic 
framework was used to classify and organise data according 
to key themes, concepts and emergent categories. This 
approach allows us to explore data in depth while simul-
taneously maintaining an effective and transparent audit 
trail. This enhances the rigour of the analytical processes 
and the credibility of the findings.

RESULTS
Sample
The survey was distributed to a population of 23 332 
men and women working at four NHS trusts in the East 
Midlands. Of the consenting participants (n=4132), 4096 
were identified as women. The respondents (n=4096) 
covered all the age bands targeted, with the largest group 
from the 50–59 years age band. Most women who took 
part were in paid employment (92.8%, 3802/4096) with 

the remainder retired, self- employed, carer of dependents 
or volunteers. The ethnicity profile of the respondents 
was like that of the profile for the East Midlands except 
for Asian/Asian British which was under- represented 
(2.88% in the survey responses as opposed to 6.5% in 
the East Midlands population). This guided the purpo-
sive sampling strategy for the focus groups where 20% of 
women recruited were Asian/Asian British.

The 4096 women were segmented into two groups: 
1747 (42.7%) were or had recently been of screening age 
and 2349 (57.3%) were under screening age (<50 years) 
and, thus, future users of the programme (table 1).

Differences in self-reported technology use
Women of screening age were less likely to use tech-
nology platforms or applications for healthcare advice, 
64.9% (1134/1747), than women under screening age, 
76.2% (1790/2349)–likelihood ratio=0.85, 95% CI 0.82 
to 0.89, p<0.001. Women of screening age were also less 
likely to trust the recommendations of these platforms, 
57% (997/1747), than women under screening age, 61% 
(1449/2349)–likelihood ratio=0.93, 95% CI 0.88 to 0.97, 
p=0.003 (figure 2). These differences replicate the results 
of similar studies of attitudes to technology across whole 
populations.24 25

Differences in attitudes towards the effect of AI on society
Women of screening age were less likely to agree that AI 
can have a positive effect on society, 47.1% (822/1747), 
than women under screening age, 52.9% (1242/2349)—
likelihood ratio=0.89, 95% CI 0.84 to 0.95, p<0.001. 
Women of screening age were also more likely to be 
undecided on the issue, 47.7% (834/1747), than women 
under screening age, 41.3% (969/2349)—likelihood 
ratio=1.16, 95% CI 1.06 to 1.27, p=0.001, 95% CI 1.08 to 
1.24, p<0.001 (figure 3). The likelihood of disagreeing 

Table 1 Age bands of the survey participants

Respondents age profile

Age band (years) No Proportion

18–19 21 0.51%

20–29 606 14.79%

30–39 776 18.95%

40–49 946 23.10%

50–59 1293 31.57%

60–69 372 9.08%

70+ 82 2.00%

Grand total 4096 100%

Figure 2 The self- reported level of trust that women under and of screening age had in everyday artificial intelligence- powered 
applications when seeking health advice.
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that AI can have a positive effect on society was similar 
among women of screening age, 5.2% (91/1747), and 
women under screening age, 5.9% (138/2349)—likeli-
hood ratio=0.89, 95% CI 0.69 to 1.15, p=0.359.

Sentiment analysis of free- text responses on the issue 
of whether AI can have a positive effect on society found 
that many women, who had a negative or mixed view of 
the effect of AI in society, were unsure of why they felt this 
way (n=96). However, they described AI as an inevitable 
part of their lives in the future (n=20). Those who did 
express a view cited:
1. Concern about the reliability and safety of technology 

(n=123).
2. A lack of trust in the technology itself or the systems 

that sit around it (n=65).
3. A fear about a combination of over- reliance on AI and 

job losses that might ensue (n=32).
4. Concern about the absence of the human touch in in-

teractions (n=46).

Differences in attitudes towards the use of AI in breast 
screening
Women’s baseline understanding of the current process 
of reading mammograms was weak. Only 22% of women 
under screening age and 27% of women of screening 
age identified that two human readers blind read all 
screening mammograms in the NHSBSP. Sentiment 
analysis of free- text responses (n=3987) showed that the 
largest proportion of women overall were positive about 
using AI in breast screening, 47.2% (1880/3987). The 
next largest group expressed mixed or undecided views, 
35.9% (1432/3987) and 17.9% (675/3987) expressed a 
negative view. A further 109 women did not provide a free- 
text response, 2.7% of the total 4096 survey respondents 
(figure 4). Women of screening age were more likely to 
feel positive about using AI to read mammograms, 49.5% 

(849/1714), than women under screening age, 45.4% 
(1031/2273)—likelihood ratio=1.09, 95% CI 1.02 to 1.17, 
p=0.009. This finding was confirmed by the finding that 
women of screening age were less likely to have mixed 
or neutral feelings on the issue, 34.1% (584/1714), than 
women under screening age, 37.3% (848/2273)—likeli-
hood ratio=0.91, 95% CI 0.84 to 0.99, p=0.036. Women 
of screening age, 16.0% (281/1714), and women under 
screening age, 17.3% (394/2273), were similarly likely to 
have negative views on the use of AI in breast screening—
likelihood ratio=0.95, 95% CI 0.82 to 1.09, p=0.434.

Thematic analysis of the free- text data focusing on the 
perceived benefits of using AI in the breast screening 
programme showed that women were most likely to say 
that they were not sure what these would be (n=543). 
When they did express a view, the most frequently 
mentioned perceived benefits were:
1. Increased efficiency (n=162).
2. Improved reliability (n=263).
3. Greater safety (n=139).

A significant number of women expressed the view that 
AI in breast screening would and should happen (n=847) 
in the future.

Overall, women of screening age are less likely to use AI 
for health advice in their everyday life or have a positive 
view of its effect on society but are more likely to have a 
positive view on the use of AI in breast screening (table 2).

Detailed understanding of attitudes towards to use of AI in 
breast screening
A total of 25 women took part in six focus groups 
conducted during July 2020. Overall, 19/25 had either 
experienced a breast cancer diagnosis themselves or 
knew someone who had and 18/25 had attended a breast 
cancer screening appointment. Overall, 15/25 of the 
women who took part knew that two readers looked at 

Figure 3 The self- reported level of agreement with the statement ‘artificial intelligence can have a positive effect on society’ for 
women under and of screening age.
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mammograms. Therefore, they were a more informed 
group than the general population surveyed.

Many of the women who took part expressed the view 
that the use of AI in healthcare and specifically in the 
breast screening programme was inevitable. Some saw a 
positive contribution being made by AI generally. They 
identified the following key benefits from using AI in 
breast screening:
1. Increased efficiency.
2. Improved reliability.
3. Improved outcomes and improved safety/fewer errors.

They also hypothesised that introducing AI into the 
breast screening programme might:
1. Release staff for higher value patient- centred activities.
2. Save money for the service.
3. Help to address the workforce shortage within the 

breast screening programme.
The main concerns that were expressed by the women 

were:
1. The absence of the ‘human touch’ in the diagnostic 

process.
2. A lack of clarity on how the AI tools will be governed.
3. Potential discriminatory bias.
4. A lack of clarity on how data privacy will be protected.

When asked what kind of actions they thought would 
mitigate some of their concerns, the women suggested 
that breast screening process would always need to involve 
humans. For some women this meant human oversight of 
the AI technology which undertakes most of the activity 
including decision- making. For others, the human 
role is pre- eminent, with AI used only to augment clin-
ical activity and decision- making. The women assumed 
that this technology would never be used without clear 
evidence of its effectiveness. They expected the impact 

on equity of access to breast screening to be closely moni-
tored through governance processes.

Women were divided on whether or not they would 
want to be informed if AI tools were being used as part 
of the breast screening process. However, they agreed 
overall that women should be given information about 
the role of AI in breast screening as part of the process 
of informed consent when taking part in the breast 
screening programme.

DISCUSSION
As the use of AI in the field of radiology accelerates 
rapidly,26–29 attention has focused on the performance 
and safety of the algorithms being used. Real- world 
deployment of these tools is imminent and a greater 
understanding of radiologist and radiographer attitudes 
to the technology in different countries across the globe 
is needed.30–38

This large- scale study, aimed at understanding the atti-
tudes of healthy users to the use of this technology in diag-
nosis, has shown that women of screening age are open 
to the use of AI in breast screening. However, they are 
less likely than women under screening age to use other 
AI- based health applications. These differences replicate 
the results of similar studies of attitudes to technology 
across whole populations.24 25 There are large propor-
tions of women in both groups who are undecided or 
hold mixed views about the use of AI. They cite a lack of 
understanding and trust in the technology and a desire to 
know more. This bears out the findings of recent smaller 
scale studies.16–18 Women of all ages see human interac-
tion in diagnosis as critical to their experience of high- 
quality care.

Figure 4 The sentiment expressed in free text by women under and of screening age when asked how they felt about artificial 
intelligence being used to read mammograms in breast screening.
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Women of screening age have an immediate interest 
in screening that is as accurate, quick and reliable as 
possible. Previous studies7 11 found that those who are 
identified as ‘patients’ are more likely to perceive positive 
effects of new technology than those who are identified 
as ‘healthy users’.

In this case, women of screening age share ‘patient’ 
attributes as they are currently part of the NHSBSP. The 
openness of women of screening age to the use of AI in 
breast screening is moderated by:
1. A desire to understand more about the technology.39

2. The evidence to support its performance.40

3. Its use to augment and not replace clinical interaction 
and decision- making.13

These moderators are evident in the literature on the 
adoption of digital health technology generally. Clinical 
adoption of novel digital technology, including AI, relies 
on robust evidence of accuracy through high- quality clin-
ical trials.41 There is little evidence yet of a similar direct 
relationship for public adoption of AI in health. This goes 
some way to explain the large number of respondents who 

were equivocal or undecided in their attitudes towards 
the use of AI in breast screening.

Mass media stories and the views of the clinical profes-
sionals they are interacting with are more influential 
than direct exposure to evidence of accuracy.42 43 Several 
women responding to the survey highlighted the positive 
media representation of the Nature article on the perfor-
mance of AI in breast image reading.1 This influenced 
their perception of AI in breast screening positively. 
Women’s views on the importance of retaining human 
interaction in the diagnostic process confirm the findings 
of previous studies.9 12

The response rate to the survey was substantially greater 
than targeted in the study protocol (4096/2435). However, 
women of Asian ethnicity were under- represented (3% in 
survey, 6% in East Midlands’ population). To address this, 
this group was successfully targeted for inclusion in the 
focus groups by design. Women in paid employment were 
also over- represented because NHS employees were used 
as a proxy for the general population. Some of the poten-
tial selection biases introduced by the non- probability 

Table 2 Survey results summary

Topic Metric
Women of 
screening age

Women under 
screening age

Likelihood ratio

Women of 
screening age/
women under 
screening age

Lower 
bound

Upper 
bound P value

Do you use 
healthcare 
apps if you feel 
unwell?

Likelihood of using 
technology platforms 
or applications for 
healthcare advice

64.9% (1134/1747) 76.2% (1790/2349) 0.85 0.82 0.89 >0.001*

Likelihood of trusting 
the recommendations of 
these platforms

57.1% (997/1747) 61.7% (1449/2349) 0.93 0.88 0.97 .003*

Artificial 
intelligence 
(AI) can have a 
positive effect on 
society.

Likelihood of agreeing 
that AI can have a positive 
effect on society

47.1% (822/1747) 52.9% (1242/2349) 0.89 0.84 0.95 >0.001*

Likelihood of being 
undecided on whether AI 
can have a positive effect 
on society

47.7% (834/1747) 41.3% (969/2349) 1.16 1.08 1.24 >0.001*

Likelihood of disagreeing 
that AI can have a positive 
effect on society

5.2% (91/1747) 5.9% (138/2349) 0.89 0.69 1.15 0.359

How would 
you feel about 
AI being 
used to read 
mammograms?

Likelihood of feeling 
positive about the 
use of AI in reading 
mammograms

49.5% (849/1714) 45.4% (1031/2273) 1.09 1.02 1.17 .009*

Likelihood of mixed/
neutral feelings about 
the use of AI in reading 
mammograms

34.1% (584/1714) 37.3% (848/2273) 0.91 0.84 0.99 .036*

Likelihood of negative 
feelings about the 
use of AI in reading 
mammograms

16.4% (281/1714) 17.3% (394/2273) 0.95 0.82 1.09 0.434

*statistically significant at α = 0.05.
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sampling method were addressed by the mixed methods 
design of the wider study and purposive sampling for 
the focus groups. The authors recommend future survey 
administration should use probability sampling. The 
survey itself is not a psychometrically tested tool. This 
limits the generalisability of the findings, although adher-
ence to accepted standards for research survey develop-
ment have minimised this limitation.

Women invited to population breast screening are 
important stakeholders in the service and how it is deliv-
ered.44 This study demonstrates that women of screening 
age are open to the use of AI in breast cancer screening. 
However, there are large proportions of women who are 
undecided or have mixed views about the use of AI and 
remain to be convinced that it can be trusted. Under-
standing their attitudes will be an important factor in 
the acceptance and adoption of the AI- based technology. 
Regulators of health technology are starting to under-
stand this.45 Attitudes change over time in response to 
multiple intrinsic and extrinsic factors. Education and 
dissemination of information about the use of AI in the 
clinical pathway will need to be considered.

Twitter Niamh Lennox- Chhugani @taohealth1
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ABSTRACT
Introduction Telehealth became the most practical option 
for general practice consultations in Aotearoa New Zealand 
(NZ) as a result of the national lockdowns in response 
to the COVID-19 pandemic. What is the consumer 
experience of access to telehealth and how do consumers 
and providers perceive this mode of care delivery going 
forward?
Methods and analysis A national survey of general 
practice consumers and providers who used telehealth 
services since the national lockdowns in 2020 will be 
distributed. It is based on the Unified Theory of Acceptance 
and Use of Technology framework of technology 
acceptance and the access to care framework. The data 
will be statistically analysed to create a foundation for 
in- depth research on the use of telehealth services in 
NZ general practice services, with a specific focus on 
consumer experiences and health outcomes.
Ethics and dissemination Ethics approval was granted 
by the Auckland Health Research Ethics Committee 
on 13/11/2020, reference AH2539. The survey will be 
disseminated online.

BACKGROUND
Primary healthcare is provided from the 
community by a broad range of health profes-
sionals and aims to reduce the causes, devel-
opment and severity of diseases by providing 
treatment and education including the 
promotion of self- care.1 2 Within Aotearoa 
New Zealand (NZ), most primary healthcare 
services and funding models are provided 
by clinicians working within general prac-
tice, such as doctors, nurses and nurse prac-
titioners. The NZ health system is, in the 
majority, tax funded, but most consumers 
are required to make copayments for services 
rendered within general practice.

Telehealth (care at a distance using infor-
mation and communications technolo-
gies)1 became the most practical option for 
general practice consultations in NZ during 
COVID-19 alert levels 3 and 42 after 23 

March 2020. Telehealth was not a frequently 
or routinely used consultation modality in 
primary care, and specifically in general prac-
tice, up to this point in NZ.

Traditional telehealth research highlights 
that, in comparison with in- person consul-
tations, telehealth has lower costs for both 
consumer and provider and that there is no 
difference in service utilisation or disease 
progression for people with long term condi-
tions,3 along with the convenience of phone 
or video consultations. However, the introduc-
tion of video for telehealth (as opposed to the 
phone) has been accompanied by disruption 
in processes, and concerns in clinical quality 
and accountability, and patient privacy.3 4

The priority in NZ, at the onset of the 
pandemic, was to limit exposure to and 
possible spread of COVID-19 while accessing 
and/or providing care. Within days, general 
practices set up telehealth processes (and 
associated software), and patients were triaged 
into video and/or phone appointments or 
in- person appointments, where physical 
examinations of patients were required and 
could be done safely.3

Continuity of care, as a process measure 
of access to care, remained a priority during 
this time. Continuity of care is the longitu-
dinal therapeutic relationship between a 
clinician and patient,5 which is essential for 
patient- centred6 and person- focused care.7 
Consumer experience research describes 
how patients prefer continuity of care with 
the same provider, are unaware when a tele-
health option is available and tend to revert 
to ‘how we’ve always done things’ when under 
pressure.8 Person- focused care recognises the 
longitudinal relationship between clinician 
and patient that incorporates multiple inter-
actions about a combination of long- term 
and short- term health issues over time.7 This 
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approach, in turn, assumes the inclusion of different 
modes of interaction, such as in- person clinic visits, video 
and phone discussions and consultations, email/secure 
message correspondence and patient portal interactions.

Penchansky and Thomas9 describe access to care in 
terms of dimensions of accessibility, availability, afford-
ability, service design, acceptability, implementation and 
design. Saurman10 adds awareness (knowing that a service 
is available) as the final dimension. Telehealth is one way 
to enable access to care but could potentially also become 
a barrier in terms of equity,11 where one assumes the 
availability of technologies and skills to be able to partic-
ipate in, for example, a video consultation. The Inter-
national Covenant on Economic, Social and Cultural 
Rights treaty12 outlines the right to equitable healthcare. 
NZ has an obligation under Te Tiriti o Waitangi (the 
Treaty of Waitangi) to ensure that improved health is 
equitably accessed for both Māori and non- Māori.11 13 
Changes resulting from the introduction of telehealth 
must consider whether the new processes will result in 
improved health outcomes and be accessible equitably. 
With these considerations in mind, upscaling telehealth 
from sudden unplanned emergency use to business as 
usual requires understanding of the consumer experi-
ence in the postemergency COVID-19 period.

The intention of consumers and providers of general 
practice services to use telehealth technology after having 
experienced it is important to understand for future 
adoption of video and/or phone during consultations. 
The Unified Theory of Acceptance and Use of Tech-
nology (UTAUT)14 asserts that if there is perceived ease of 
use, perceived usefulness and positive social norm (peer 
support for adoption), one can predict user acceptance. 
To make sense of the intent to use theory (UTAUT), we 
will contextualise the findings in the theory of access to 
care by Penchansky and Thomas.9

AIM AND OBJECTIVES
In the context of NZ general practice and the COVID-19 
pandemic, our research question is, ‘What is the consumer 
experience of access to telehealth and how do consumers 
perceive this mode of care delivery going forward?’. 
This also includes the providers’ experience because 
telehealth in this context consists of real- time (synchro-
nous) interactions between consumer and provider, that 
is, consultations via video and/or phone (mobile and/or 
landline).

Research aim
To explore the use of video and phone consultations 
in general practice since 23 March 2020 to describe: 
(1) factors (negative and positive) about consumers’ 
access to telehealth; and (2) perceptions of consumers 
and providers regarding future use of telehealth in NZ 
general practice.

Research objectives
To achieve the research aim we will:

 ► Conduct a scoping literature review.15

 ► Design two questionnaires (consumer and provider) 
to gather data on the use of video and phone 
consultations to describe the consumer’s perspec-
tive (unknown at this stage) and the providers’ 
perspectives (to provide context to the consumer’s 
experiences).

 ► Use the UTAUT to measure the acceptability of tech-
nology (video and phone) and attitudes to future use 
of telehealth.

 ► Contextualise the UTAUT findings using the access to 
care theory9 and equity as lenses.

 ► Publish the findings as an exploratory descriptive 
study to establish a base for future research.

METHODS
Our study is a prospective observational study. In the 
absence of a standardised checklist for our study, we 
have adopted the Strengthening the Reporting of Obser-
vational Studies in Epidemiology statement16 to guide 
the study design. The statement covers the reporting of 
cohort, cross- sectional and case–control studies.

Since most NZ primary healthcare services and asso-
ciated funding models operate within general practice, 
our sampling strategy consists of a national survey to 
describe the use of video and/or phone for NZ general 
practice consultations since the lockdown periods are 
associated with the COVID-19 pandemic. Consumers and 
general practice providers (doctors and nurses) will be 
invited to participate. The NZ lockdown period moved 
from alert level 3 (23 March 2020) to level 4 (25 March), 
returning to level 3 (27 April) and progressing to level 2 
(13 May) and level 1 (8 June). A second short term and 
regionally targeted lockdown occurred in August moving 
the country to level 2 nationally with Auckland at level 
3 temporarily. Just before the lockdowns started, general 
practitioners (GPs) were directed to conduct at least 70% 
of their consultations via video or phone or a combina-
tion of both. We have created two questionnaires (one 
for consumers and one for general practice providers, ie, 
GPs, nurse practitioners and registered nurses).

Data will be collected between 1 December 2020 and 30 
June 2021. Ideally, we would have conducted the survey 
as close to the first lockdown as possible but the research 
team and governance establishment processes, question-
naire design, and ethical approval process caused delays.

This initial telehealth survey is designed to target 
providers and consumers who use general practice 
services, as this is how the bulk of NZ primary healthcare 
is delivered. However, follow- up surveys are planned. The 
next survey will cover telehealth in allied health services 
in primary care and a separate one will cover midwifery. 
This should enable the ability to develop a multidimen-
sional understanding of telehealth in primary care in NZ.

Since a survey cannot be designed to cover all aspects 
of a research question, there is also a need for follow- up 
qualitative studies to explore and examine nuances that 
cannot be detected by a questionnaire, for example, 
sensitive aspects of consultations, the patient–clinician 
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relationship, and decisions and policies about whether to 
use an in- person, video or phone modality for a consulta-
tion.17 18

Participants
Anyone (consumers) can participate if they are 18 years 
or older; have had at least one general practice consulta-
tion with their GP, nurse or nurse practitioner by phone 
or video after 23 March 2020; are able to understand 
English well enough to complete the survey; currently 
reside in New Zealand; and are able to confirm that 
they have understood what the study is about and agree 
to participate. Any general practice provider (doctor or 
nurse) can participate if they have conducted a consulta-
tion via phone or video after 23 March 2020.

Since this is a national study, and due to the increase in 
workload in general practice resulting from the changes 
brought about by the pandemic, individual consumers 
will not be identified or recruited by their general prac-
tice providers. We will disseminate the survey via the 
Royal New Zealand College of General Practitioners, 
the College of Nurses Aotearoa (NZ), the New Zealand 
Telehealth Leadership Group and other organisations 
that regularly communicate with clinicians. To recruit 
consumers, we will use social media such as Facebook and 
Twitter; the news media; and flyers and posters in health-
care services, for example, general practices. The ques-
tionnaires will be delivered online, and participants will 
self- select to complete them.

Variables
The questionnaire design has been informed by the 
UTAUT14 and theory of access to care.9 The UTAUT 
variables are perceived usefulness, perceived ease of use 
and effect of social influence on use. The access to care 
variables include accessibility, availability, affordability, 
service design, acceptability, implementation and design. 
The questionnaire contains questions about demo-
graphics, how a person accessed a telehealth consultation 
(eg, how they made appointments) and how the appoint-
ment occurred (eg, by phone or video or combination of 
both). It also contains questions about the acceptability of 
healthcare via telehealth and intention to use video and/
or phone again for consultations (using the UTAUT). 
Some health outcome questions are also included, for 
example, able to make an appointment.

The most concerning potential confounder is the 
passing of time and possible normalisation of telehealth 
in general practice, or conversely a reversion to prelock-
down preferences for in- person consultations. Some 
people may have forgotten or have imperfect memories 
of their experiences of lockdown, which in turn may skew 
the results. These confounders may be sources of bias, 
especially because of self- selection and self- reporting 
required to respond to the survey. However, we are also 
measuring intent to continue using telehealth in the 
future (as well as collecting data on past experiences), and 
future intentions will not be affected by time or memory.

Power calculation
The NZ population is 4 900 60019 with the Pacific popula-
tion as the smallest at 8.3% of the total population. The 
Maori population accounts for 16.7% of New Zealanders.19

To calculate the power needed, we will assume that the 
percentage of Pacific people (because this is the smallest 
subpopulation) is 8.3%, and the main survey outcome is a 
binary value (satisfied with telehealth or not but that can 
be any other binary question as well). We will need 2000 
total individuals to get a coefficient of variation (CV) of a 
maximum of 5% when at least 70% in the Pacific popula-
tion is satisfied with telehealth. The other subpopulations 
are larger and therefore their CV is smaller, everything 
else being equal. The CV decreases as the satisfaction 
percentage increases.

Data analysis
As a descriptive study, the analysis will be divided into two 
parts. The analysis will be completed using ‘R’ and various 
applicable specialist libraries. The general format for the 
analysis will follow that of Wickham and Grolemund.20 
The first phase is the descriptive analytics and exploratory 
data analysis. The results of the online questionnaire 
will be summarised to provide an overview of telehealth 
users’ experiences using packages such as ‘skimr’21 and 
special packages for Likert scales such as ‘likert’22 within 
the context of an opinionated data framework.23 Descrip-
tive statistics to describe the central tendency and vari-
ation across each sample will be described then will be 
presented by packages such as ‘finalfit’.24 The explor-
atory data analysis will divide the population based on the 
outcome parameters such as whether the consumer was 
able to get their needs met via a telehealth consultation. 
Routine tests such as χ2 and analysis of variance along with 
similar non- parametric tests such as the Mann- Whitney U 
tests will also be undertaken.25

The second phase will be to develop explanatory statis-
tical models, depending on the results of the exploratory 
data analysis. The approach will be on building explor-
atory analytic models to understand what factors explain 
the outcome parameters, such as whether the patient 
achieved a satisfactory outcome or not. Approaches such 
as logistic regression25 or a random forest analysis via 
‘ranger’26 may well be applicable. This will enable the rela-
tive variable importance in contributing to the outcome 
variance to be considered via importance plots.27

LIMITATIONS
The main value of the results will be to inform future 
studies on telehealth in NZ general practice specifically 
but also primary care more generally. The survey is limited 
to people who self- select to participate, written English 
capacity and relies on recall of experiences of telehealth 
since lockdown, which may create bias resulting in the 
inability to generalise the results. Further bias is intro-
duced by the online nature of the survey as those without 
access to social media or other dissemination methods 
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will be excluded. Often these, people are most nega-
tively affected by increased telehealth. Bias has been miti-
gated by the use of theory to frame the survey, that is, the 
UTAUT model of user acceptance14 and the access to care 
framework.9 10 Additional mitigation measures include 
hard copy posters in GP waiting rooms and community 
venues. Hard copy questionnaires have been formatted 
so that participants who used telehealth but are unable 
to complete the survey online will be able to participate.

Some consumers who may benefit from a telehealth 
service may not be able to use it due to lack of access to 
appropriate technology, privacy or may lack the skills 
required to use the technology effectively. Others who 
may have attempted to make a telehealth appointment 
and abandoned it due to lack of skills or appropriate tech-
nology may want to participate in this research. Since the 
research is limited to those who actually experienced a 
telehealth appointment, the voice of those who were not 
successful will not be heard until follow- up studies have 
been completed.

The results of this study will help inform future research 
that addresses the above limitations. The design of 
follow- up qualitative and quantitative studies will aim to 
capture additional experiences, including but not limited 
to, other languages, those living with disability and those 
who could not access telehealth.

CONCLUSION
This protocol describes the first of several studies on tele-
health in NZ general practice and other primary care 
services as a response to the changes brought about by 
the COVID-19 pandemic. The next step after analysing 
the data will be to establish how processes and workflows 
for providers are changed to accommodate telehealth 
as a ‘business as usual’ option. An in- depth investigation 
into the consumer experience will be designed to estab-
lish what can be done to enhance consumers’ health 
outcomes via telehealth and enrich their ability for 
self- care.
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ABSTRACT
Objectives Identifying those individuals requiring medical 
care is a basic tenet of the pandemic response. Here, 
we examine the COVID-19 community triage pathways 
employed by four nations, specifically comparing the 
safety and efficacy of national online ‘symptom checkers’ 
used within the triage pathway.
Methods A simulation study was conducted on current, 
nationwide, patient- led symptom checkers from four 
countries (Singapore, Japan, USA and UK). 52 cases were 
simulated to approximate typical COVID-19 presentations 
(mild, moderate, severe and critical) and COVID-19 
mimickers (eg, sepsis and bacterial pneumonia). The same 
simulations were applied to each of the four country’s 
symptom checkers, and the recommendations to refer 
on for medical care or to stay home were recorded and 
compared.
Results The symptom checkers from Singapore and 
Japan advised onward healthcare contact for the majority 
of simulations (88% and 77%, respectively). The USA and 
UK symptom checkers triaged 38% and 44% of cases 
to healthcare contact, respectively. Both the US and UK 
symptom checkers consistently failed to identify severe 
COVID-19, bacterial pneumonia and sepsis, triaging such 
cases to stay home.
Conclusion Our results suggest that whilst ‘symptom 
checkers’ may be of use to the healthcare COVID-19 
response, there is the potential for such patient- led 
assessment tools to worsen outcomes by delaying 
appropriate clinical assessment. The key features of the 
well- performing symptom checkers are discussed.

INTRODUCTION
COVID-19 is a new infection in humans. 
The symptom profile, disease progression 
and complication rates are still relatively 
unknown.1 From the available evidence, four 
broad categories of illness have been postu-
lated. ‘Mild COVID-19’ makes up over 80% 
of cases and is typically a self- limiting infec-
tion similar to the common cold, resolving 
without intervention. ‘moderate COVID-19’ 
typically has features of viral pneumonia in 
the absence of hypoxia, progressing to ‘severe 
COVID-19’ typically when patients require 
oxygen therapy. ‘Critical COVID-19’, where 
ventilatory support is typically required, 

occurs in less than 5% of cases.2 The rate of 
disease progression is not fixed: early inter-
vention and various management strategies 
can reduce the rate of progression to critical 
illness and death.2–6

While the infection fatality rate is yet to 
be determined, COVID-19 is associated with 
a substantive mortality. Over a period of 
5 months, COVID-19 has led to more than 
300 000 deaths, with more than half these 
deaths occurring within the last month.7

The risk of mortality is affected by a number 
of risk factors. Coexisting health problems 
such as diabetes, heart disease and cancer 
have been implicated as conferring a higher 
risk of mortality in COVID-19.8 Age appears 
to be the most striking and consistent risk 
factor for COVID-19 related mortality.9 Based 
on current data, the mortality rate in patients 
under 50 years of age is thought to be less 

Summary box

What is already known?
 ► The availability and use of symptom checkers are 
increasing.

 ► Symptom checkers are currently in use at a national 
level to help in the healthcare response to COVID-19.

 ► There is limited evidence to support the effective-
ness or safety of symptom checkers as triage tools 
during a pandemic response.

What does this paper add?
 ► This study compares performance of symp-
tom checkers across different countries, reveal-
ing marked variation between national symptom 
checkers.

 ► The symptom checkers employed by Japan and 
Singapore are twice as likely to triage cases onward 
for clinical assessment than those of the USA or UK.

 ► The US and UK symptom checkers frequently tri-
aged simulated cases of sepsis, bacterial pneu-
monia and severe COVID-19 to stay home with no 
further healthcare contact.

 ► We discuss the key aspects of the well- performing 
triage systems.

http://bmjopen.bmj.com/
http://orcid.org/0000-0003-0418-8859
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than 1.1%, rising to around 14% in those over 80 years 
of age.10

Variation in mortality also seems to exist between coun-
tries.11 Initially, this variation was thought to be predom-
inantly related to the method of recording deaths and 
the total number of tests conducted (ie, the detection 
of milder cases).12 As the pandemic spreads across the 
globe, it is becoming increasingly clear that how a country 
responds to the pandemic impacts the number of deaths 
their locality will experience.6 11

The national response to the COVID-19 pandemic has 
many important tenets. On the public health side, infec-
tion control initiatives attempt, in part, to mitigate the 
surge of infections that can accompany new pathogens 
where there is little circulating immunity. This reduces 
mortality by preventing the healthcare services from 
being overwhelmed, thus permitting improved access to 
medical management for those who need it.6 The clin-
ical response to COVID-19 also centres on access to treat-
ment. To successfully reduce the mortality rate, those 
patients who are developing more severe disease must be 
identified.3

Identifying those patients with COVID-19 that require 
treatment is challenging. First, COVID-19 has a broad 
range of presentations that can mimic common condi-
tions that rarely require clinical assessment (eg, the 
common cold).1 Second, there are no clinical signs 
or symptoms that reliably predict who will progress to 
severe disease.3 As such, the clinical community is left 
with a large number of potential cases without any clear 
symptom indicators for: (1) who has the disease and (2) 
who is developing more severe disease. The problem is 
compounded further as more serious, life- threatening 
conditions (eg, bacterial pneumonia and sepsis) can 
mimic any stage of COVID-19 disease.13 14

National ‘Symptom Checkers’ have been implemented 
in many countries in the hope of reducing this burden 
faced by healthcare services. Symptom checkers are self- 
assessment tools. The individual—typically online or via 
computer application—enters their symptoms into a 
predetermined platform and from there a predetermined 
algorithm produces an outcome (usually advice). This is a 
form of self- led triage. It is hoped that such self- directed 
assessments will enable the identification of potential 
cases15 and will correctly triage those individuals who 
would benefit from clinical assessment and/or manage-
ment into further care.16 For such a hope to be realised, 
symptom checkers must be able to determine mild condi-
tions from severe conditions.

While self- triage has been used for some years in non- 
emergency conditions to varying degrees of success,17 self- 
triage has never before been used in a pandemic setting 
and as yet the efficacy and safety has not be formally 
studied. Caution must be exercised as, to date, studies 
examining symptom checkers have had mixed and disap-
pointing results in general—demonstrating poor diag-
nostic performance (34%–58%) and questionable triage 
performance (55%–80%).18 The stakes are high, in that 

a failure to triage serious medical conditions (such as 
severe COVID-19, bacterial pneumonia or sepsis) in for 
further assessment will inevitably lead to delayed treat-
ment and higher mortality.19–22

Here, we test the performance of four nationwide 
symptom checkers from four nations to ascertain how 
safe and efficient each symptom checker is in differen-
tiating mild from severe COVID-19 cases, and how well 
they detect time- sensitive COVID-19 mimickers such as 
bacterial pneumonia and sepsis.

METHODOLOGY
Five countries were initially selected for analysis. Three 
(Singapore, Japan and Norway) were selected as they 
maintained low case fatality rates (CFRs) despite a 
demonstrable surge of cases in the preceding 2 months. 
Two countries (the UK and the USA) were selected due 
to concern regarding high CFRs.

Public health guidelines from each country were 
reviewed. Access was obtained to any available govern-
ment sponsored online patient- led triage system (Singa-
pore: ‘Singapore COVID-19 Symptom Checker’,23 Japan: 
‘Stop COVID-19 Symptom Checker’,24 USA: ‘CDC Coro-
navirus Symptom Checker’25 and the UK: ‘111 COVID-19 
Symptom Checker’26). Whereas the NHS ‘111’ COVID-19 
Symptom Checker was and continues to be heavily used 
(with over 500 000 assessments completed on average 
each month27), there was no available data as to the usage 
of the other symptom checkers.

For the purpose of this analysis, data were extracted 
only from those countries with symptom checkers (Singa-
pore, Japan, UK and USA), in an effort to compare the 
performance of symptom checkers specifically.

Case scenarios
Fifty- two standardised cases were designed simulating 
common COVID-19 related presentations with varying 
severity or risk factors.

Case scenarios included four distinct presentations: (1) 
cough and fever; (2) comorbidity, cough and fever; (3) 
immunosuppression, cough and fever and (4) shortness 
of breath and fever. These distinct presentations were 
then varied in relation to one or more of the following: 
(1) duration of symptoms; (2) age of patient and (3) 
severity of symptoms. The symptoms chosen for analysis 
are considered common in COVID-19: history of fever 
(50%–90%), dry cough (60%–86%) and shortness of 
breath (53%–80%).3 28

‘Fever’ was chosen as a core symptom of COVID-19 due 
to its high discriminatory value for infection. Even though 
it may only be present in less than half of COVID-19 cases 
at presentation,28 the presence of fever permits greater 
focus on infective causes in relation to shortness of breath 
and cough. Fever also presents commonly in sepsis and 
pneumonia,29 which are two of the key diagnoses that 
triage systems need to detect to prevent excess mortality. 
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Fever has also been shown to relate to disease severity and 
mortality outcomes in COVID-19.30

‘Cough’ is a non- specific symptom covering a wide 
range of conditions. Combined with fever, cough raises 
the possibility of chest infection, including COVID-19 
and bacterial pneumonia (one of the critical differen-
tial diagnoses in COVID-19). Detecting possible bacte-
rial pneumonia is a prerequisite to a functioning triage 
system given the time critical need for antibiotic initiation 
to prevent unnecessary deaths.30

‘Shortness of breath’ is generally accepted as a marker 
of COVID-19 disease progression,31 although there are 
other reasons for shortness of breath, and specifically 
in COVID-19, patients may not experience shortness of 
breath despite being hypoxic—so called silent hypoxia.32

‘Duration’ was chosen as a severity marker as the 
prolongation of fever, cough and/or shortness of breath 
within the context of COVID-19 or a COVID-19 mimicker 
(pneumonia, sepsis and so on) carries a worse prognosis. 
In particular, an unremitting, persistent fever warrants 
further assessment in regard to COVID-1930 but also in 
relation to sepsis.29

‘Age’ is a well- defined risk factor for severe complica-
tions of COVID-19.9 10 As such, it was deemed useful to 
include age as a variable in the case simulations to test 
whether the symptom checker accounted for age when 
determining risk.

‘Severity’ of symptoms relates to duration of fever, 
cough and shortness of breath. Shortness of breath had 
its own severity scale and was crucial for staging level 
of complicated COVID-19, severity of pneumonia and 
sepsis.29 30 Mild shortness of breath was defined as short-
ness of breath during activities that did not stop one 
completing the activity. Moderate shortness of breath was 
defined differently depending on age. That is, respiratory 
reserve was considered to be less in adults aged >70 years 
of age in comparison with the younger age groups, and 
as such, we defined moderate shortness of breath in 
those >70 years of age as preventing the completion of 
most tasks, while for younger cases, moderate shortness 
of breath would still permit most tasks to be completed. 
Severe shortness of breath was defined as shortness of 
breath at rest.

The immunosuppression case simulations related 
to the development of cough and fever 4 days after 

chemotherapy, simulating potential neutropaenic sepsis. 
Neutropenic sepsis is a medical emergency requiring 
immediate medical attention, and early antibiotic therapy 
- door to needle time for sepsis should be less than 1 hour, 
and for neutropaenic sepsis less than 30 min.33 34

Except for the paediatric case, hypertension was 
chosen as the comorbidity due to its discriminatory 
value between mild and severe comorbidities. There is 
evidence that hypertension may be an independent risk 
factor for poorer outcomes in COVID-19; however, it 
remains, as do many of the proposed ‘high- risk’ comor-
bidities, unproven.8 Differentiating symptom checkers 
that account for milder comorbidities or make allowances 
for the uncertainty that remains in the evidence base for 
at- risk groups was deemed useful in regard to symptom 
checkers’ safety performance.

Where equivocal answers existed, such as for breathless: 
‘yes’, ‘I’m not sure’ or ‘no’, the equivocal answer (‘I’m not 
sure’) was interpreted as mild symptoms. Unless stated 
in the specific case scenario, any question pertaining to 
comorbidity was answered as ‘no’. All other variations 
were as described for each case scenario (online supple-
mental data).

The combination of symptoms, duration and other 
severity markers were varied to simulate many of the 
common presentations of COVID-19 and COVID-19 
mimickers. Upper respiratory tract infection (URTI) and 
mild COVID-19 were represented in scenario 1; moderate 
COVID-19, bacterial pneumonia and sepsis were repre-
sented in scenarios 1 and 4; severe COVID-19, septic 
shock and critical COVID-19 are represented in scenario 
4; and neutropaenic sepsis in scenario 3 (see online 
supplemental tables 1–4)

Statistical analysis
The primary outcome was total number of cases referred 
onward for further clinical assessment, which was 
converted into a percentage ratio and then compared 
between countries.

RESULTS
The key baseline population and testing data are 
presented in table 1. Notably, the highest rate of testing 
for COVID-19 was by Singapore with the lowest being 

Table 1 Key population and COVID-19 testing data from each of the four countries

Population data Singapore Japan USA UK

Total tests (per million) 20 815 1166 16 507 9867

Total tests (thousands) 122 147 5500 669

Population (millions) 5.8 126.5 331 67.9

Confirmed COVID-19 positive 12 693 13 182 899 281 148 381

Cases per thousand inhabitants 2.2 0.1 2.7 2.3

Case fatality rate (%) <0.1 2.7 5.6 13.6

Physicians per 10 000 head of capita 24 24 25 28

https://dx.doi.org/10.1136/bmjhci-2020-100187
https://dx.doi.org/10.1136/bmjhci-2020-100187
https://dx.doi.org/10.1136/bmjhci-2020-100187
https://dx.doi.org/10.1136/bmjhci-2020-100187
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Japan. The UK had the highest reported physicians per 
capita, while Japan and Singapore had the lowest. Cases 
per thousand inhabitants varied greatly, with Singapore 
and the UK maintaining similar rates. From the available 
statistics, Singapore had the lowest CFR (<0.1%) and the 
UK had the highest CFR (13.6%) currently. All popula-
tion and testing data were extracted from The WHO as 
of 26 April 2020.

Fifty- two case scenarios were applied to each country’s 
patient- led triage systems. The results for each scenario 
are presented in tabulated format (online supplemental 
data). Singapore had the highest overall referral rate at 
88%, and the USA had the lowest at 38% (table 2).

From the cases not referred, the USA and UK triaged 
a significant number of cases to ‘stay home’ that would 
typically have required early clinical assessment. The 
US triage system (CDC Coronavirus Symptom Checker) 
frequently triaged home case simulations with possible 
severe COVID-19, bacterial pneumonia and sepsis and 
triaged possible neutropaenic sepsis to healthcare contact 
within 24 hours. The UK’s 111 COVID-19 Symptom 
Checker frequently triaged possible severe COVID-19 and 
bacterial pneumonia to stay at home with no follow- up 
and is likely to have delayed treatment for sepsis, severe 
COVID-19 and neutropaenic sepsis. It is of note that 
while Japan’s symptom checker generally performed well, 
our simulation revealed a potential delay to treatment for 
neutropaenic sepsis. Indeed, all four symptom checkers 
failed to triage the simulation for neutropaenic sepsis 
into the ‘emergency department’ (table 3).

High CFR versus low CFR countries
The main differences in triage criteria extrapolated from 
the national symptom checkers relating to COVID-19 
between the low CFR countries and the high CFR coun-
tries are presented at table 4.

DISCUSSION
This case simulation study examined the symptom 
trackers from four countries. Following application 
of 52 standardised case simulations to each country’s 
symptom checker, the percentage of onward referrals 
were calculated. The low case fatality nations’ (Singapore 
and Japan) symptom checkers triaged in twice as many 
cases for direct clinical assessment than the higher case 
fatality nations (the USA and UK). Of clinical concern 
was the failure of both the US and UK symptom checkers 
to triage cases simulating bacterial pneumonia, sepsis and 
severe COVID-19 on to any healthcare contact.

The upside of symptom checkers, particularly during 
a pandemic is difficult to ignore. By reducing physical 
patient contacts, symptom checkers can potentially save 
valuable resources and avoid further viral transmission. 
While telephone and telemedicine triaging also protects 
staff and reduces transmission, such services require 
more healthcare staff than symptom checkers and hence 
carries a greater financial and human resource burden.

Evidence to date also suggests the majority of cases of 
COVID-19 resolve after a short, self- limiting viral illness.1 
There are, though, no discriminatory signs or symptoms.2 

Table 3 Tabulated view of likely triage outcome of specific diagnosis in each country

URTI 
(mild)

COVID-19 
(mild)

COVID-19 
(moderate)

Bacterial 
pneumonia Sepsis

COVID-19 
(severe)

Neutropaenic 
sepsis

Septic 
shock

COVID-19 
(critical)

USA

UK

Japan

Singapore

Columns indicate clinical diagnosis and rows represent the likely consequence of the country’s triage response. Red indicates cases that 
would have likely been dismissed (stay home) by the patient- led triage system. Orange indicates cases that were likely to have been triaged 
to delayed clinical contact or to stay at home. Green indicates diagnoses likely to have been captured and triaged to clinical care.
URTI, upper respiratory tract infection.

Table 2 Total number (percentage) of case simulations referred on by country

Case fatality 
rate %

Total cases 
referred 
onwards Cough+fever

Comorbidity
+cough+fever

Immunosuppressed
+cough+fever

Shortness of 
breath
+fever

n=52 (%) n=16 (%) n=12 (%) n=12 (%) n=12 (%)

Singapore 0.1 46 (88) 10 (63) 12 (100) 12 (100) 12 (100)

Japan 2.7 40 (77) 12 (75) 8 (67) 8 (75) 12 (100)

USA 5.6 20 (38) 0 3 (25) 12 (100) 5 (42)

UK 13.6 23 (44) 0 3 (25) 12 (100) 8 (67)

Distinct scenarios are included. Variation within each scenario is not detailed here (see online supplemental data).

https://dx.doi.org/10.1136/bmjhci-2020-100187
https://dx.doi.org/10.1136/bmjhci-2020-100187
https://dx.doi.org/10.1136/bmjhci-2020-100187
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COVID-19 can present like the common cold or influenza 
or indeed bacterial pneumonia. COVID-19 can also prog-
ress quickly6 35 and can even present with asymptomatic 
hypoxia.32 Sifting through the mild colds and self- limiting 
flus and trying to determine who will have a mild course 
of COVID-19 and also trying not to miss bacterial pneu-
monia, sepsis and signs of COVID-19 pneumonia is a chal-
lenge for even trained clinicians let alone an automated 
system.

It is here where Singapore’s symptom checker performs 
well. The checker is presented on a single webpage, more 
akin to an online risk calculator. There are six inputs 
required from the patient and one of three outputs 
generated. The algorithm powering the symptom tracker 
is not complicated. Age over 65 years, or the presence 
of any health condition, or duration of symptoms over 
4 days triggers the advice to seek medical assessment. 
Any degree of shortness of breath is triaged directly to 
the emergency department. The Singapore COVID-19 
Symptom Checker, if used by the public, is likely to 
reduce healthcare contacts by the young, fit patients who 
are early on in the illness, thus off- loading the healthcare 
burden to some degree while maintaining a relatively low 
risk to the public.

The UK ‘111’ symptom checker performs poorly in 
this regard. The algorithm is complex, attempting to 
quantify symptoms such as shortness of breath and the 
overall severity of illness by asking subjective, qualita-
tive questions with multiple choices. The ‘111’ symptom 

checker seems to take on a much broader clinical role 
and attempts to triage out cases that would typically be 
triaged in or out of care based on an actual clinical assess-
ment. For example, a 72 year old person who presents 
with a 7- day history of fever and cough is triaged by the 
‘111’ symptom checker to stay at home with no clinical, 
nursing or healthcare contact. Faced with such a clinical 
scenario, clinicians would typically insist on at least basic 
clinical observations (pulse, temperature, oxygen levels 
and so on) before considering triaging such a patient to 
stay at home. The differential in this case includes sepsis, 
bacterial pneumonia and COVID-19 pneumonia, and 
while it remains possible that fever can persist for 7 days in 
mild/moderate COVID-19, complications or alternative 
diagnoses are much more likely.

The qualifying questions used by the ‘111’ symptom 
checker to discriminate between severity will have insuf-
ficient discriminatory value in such cases. Furthermore, 
the wording of the question encourages the self- reporting 
towards lower categories of illness:

Are you so ill that you have stopped doing all of your 
usual daily activities?
a. ‘Yes - Ive stopped doing everything I usually do’.
b. ‘I feel ill but can do some of my usual activities’.
c. ‘No - I feel well enough to do most of my usual 

activities’.
(Extracted question from ‘111’ Coronavirus Symptom 

Checker).

Table 4 Differences in triage criteria between low and high case fatality countries

Triage criteria Low CFR country High CFR country

Duration of symptoms Singapore and Japan recommend 
clinical assessment after day 4 of 
symptoms.

For both USA and the UK, duration of symptoms 
did not affect the triage advice in any case 
simulation completed.

Age Singapore triages all patients over the 
age of 65 years with viral symptoms to 
clinical assessment.
Japan recommend all ‘older adults’ to 
seek medical attention if viral symptoms 
persist more than 2 days.

Age (adults) did not appear to affect the 
recommendations in either the USA or UK triage 
systems.

Comorbidity Singapore triaged all patients with any 
comorbidity directly to specialist clinic.
Japan recommend patients with any 
comorbidity be assessed if symptoms 
are not improved after the second day.

The USA is more likely to triage patients with 
specific comorbidities to further care.
The UK only considered patients with severe, 
high- risk comorbidities in their triage process.

Shortness of breath Singapore and Japan all advise 
immediate clinical contact if a patient 
develops shortness of breath.

Both US and UK systems attempt to qualify the 
severity of shortness of breath. The USA and UK 
advise patients with ‘mild’ shortness of breath to 
remain at home.

Severity and safety- net advice Singapore and Japan are explicit and 
repetitive about the need to make clinical 
contact if there are any worsening of 
symptoms.

The UK system’s advice to seek medical care 
if symptoms worsen is distant to the initial 
recommendation to remain at home. Guidance is 
provided on how to manage ‘breathlessness’ at 
home.
Both the USA and UK focused on ‘stay home’.

CFR, case fatality rate; GP, general practitioner.
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It is the use of absolute and equivocal qualifiers that 
prevent the severity- qualifying question from achieving 
any useable clinical triage information: the use of ‘all’ in 
the question, ‘everything’ in the affirmative answer, and 
even the negative answer stipulates ‘most’. Our case simu-
lation demonstrated that answering B, the moderately 
severe answer, still triages patients to self- isolate with no 
healthcare contact. As such, patients with cough and fever 
for 7 days would have to be so severely unwell that they are 
unable to do anything they usually do to be triaged to any 
clinical contact.

Our case simulation study indicates that both the ‘111 
COVID-19 Symptom Checker’ and the ‘CDC Corona-
virus Symptom Checker’, if used as the sole initial point 
of healthcare contact, are likely to delay presentations 
of serious medical conditions to appropriate care, 
and as such, are likely to confer an increased risk of 
morbidity and mortality. Both symptom checkers main-
tain a high threshold for referring onward to clinical 
contact, triaging the majority of patients to stay home 
with no clinical contact. Again, beyond the mortality 
impact, there is no evidence that such an approach 
actually reduces healthcare burden. Indeed, beyond the 
established evidence in pneumonia generally,19–22 there 
is direct evidence that early correction of hypoxia in 
COVID-19 prevents progression to mechanical ventila-
tion,5 consistent with basic medical principles. Program-
ming symptom checkers to aggressively triage patients 
to stay home may well lead to patients presenting to 
healthcare later, requiring more intensive healthcare 
to recover, and as such, symptom checkers ‘set’ to keep 
patients at home may actually increase the burden on 
intensive care facilities and perpetuate a healthcare 
crisis.

Symptom checkers are currently being used in the 
pandemic for two purposes: (1) identifying potential 
cases for testing/surveillance and (2) identifying ‘unwell’ 
patients who require medical attention. Both functions 
are likely to be enhanced by the use of symptom checkers 
when the intention is to ‘catch’ more patients or reach 
more cases. That is, when symptom checkers are used 
to identify more cases than would otherwise be detected 
and to direct more patients to medical care than would 
otherwise make healthcare contact, then symptom 
checkers are merely providing an additional ‘safety- net’, 
and therefore, in such a healthcare support role, the 
risk of harm from their use is expected to be relatively 
minimal. Conversely, if symptom checkers are being used 
to replace the assessment of patients by trained personnel 
and are programmed to try and prevent further health-
care contact, then, as our case simulation study high-
lights, there are real concerns about the potential risk of 
harm from such an unproven approach.

Considering that the efficacy of symptom checkers 
have not been established,17 caution would be advisable. 
Delay in the correction of hypoxia, failure to commence 
thromboprophylaxis and missing the opportunity for 
earlier initiation of steroids in the hypoxic patient with 

COVID-19, are all likely to carry a considerable morbidity 
and mortality cost.

If we are to accept the lesser option of an automated, 
self- directed triage system over the standard of care 
offered by the dynamic, experienced clinical assessment, 
then we must be mindful of what we are asking of the 
‘symptom checker’. Based on our independent case simu-
lation study, symptom checkers do not appear advanced 
enough to fulfil the ‘stay home’ intent with any sufficient 
level of safety. They may though be sufficient enough to 
assist in the improved identification of at risk patients 
requiring further clinical assessment, and some form 
of symptom checker may even be able to contribute to 
the increased ongoing vigilance required for all patients 
diagnosed with COVID-19. Evidence, though, should be 
provided before replacing actual clinical contact with an 
online self- directed triage system.

Strengths and limitations
This case simulation study was conducted using 52 stan-
dardised simulated cases. The cases were designed to test 
specific COVID-19 related scenarios and as such were 
symptom- based without the need for subjective interpre-
tation. Nonetheless, there remains a risk of bias, partic-
ularly when facing subjective questions. The majority of 
simulations were though more quantitative, for example, 
duration, age and symptoms, and unlikely to be affected 
meaningfully by any bias.

The UK data are pooled from all four nations (England, 
Wales, Scotland and Northern Ireland). England 
(making up 90% of the total UK population) uses the 
same ‘111’ COVID-19 patient- led triage system analysed 
here, whereas Wales, Scotland and Northern Ireland 
have implemented their own individual patient- led triage 
systems. It was beyond the scope of this initial investiga-
tion to examine each triage system separately. A similar 
situation applies to the USA, where some individual states 
have implemented their own triage systems.

CONCLUSION
In this case simulation study, the UK and USA patient- led 
triage systems (COVID-19 Symptom Checkers) main-
tained a high disease- severity threshold for onward 
referral to healthcare assessment. Particular concerns 
were advising no clinical contact for elderly patients with 
COVID-19 related symptoms or patients who had devel-
oped shortness of breath or any patient with persistent 
fever. The low CFRcountries (Singapore and Japan) used 
symptom checkers to reduce clinical demand while main-
taining a lower health risk to patients. Our study indi-
cates that while symptom checkers may be of use in the 
healthcare response to COVID-19, the ‘CDC Coronavirus 
Symptom Checker’ and the ‘111 COVID-19 Symptom 
Checker’, if used as the sole point of initial healthcare 
contact, are likely to confer a tangible risk of delaying the 
presentation of time- critical acute illnesses. Our results 
support the recommendation that symptom checkers 
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should be subjected to the same level of evidenced- 
based quality assurance as other diagnostic tests prior to 
implementation.

Contributors All authors contributed to the conception, methodology and analysis. 
FM led the study and undertook the majority of the write- up and revisions. DG 
undertook edits and contributed to the write- up and revisions of the manuscript. All 
authors had final review and edit.

Funding The authors have not declared a specific grant for this research from any 
funding agency in the public, commercial or not- for- profit sectors.

Competing interests None declared.

Patient consent for publication Not required.

Provenance and peer review Not commissioned; externally peer reviewed.

Data availability statement All data relevant to the study are included in the 
article or uploaded as supplementary information. The data generated in this study 
are based on case simulations and are available to use with citation.

Supplemental material This content has been supplied by the author(s). It has 
not been vetted by BMJ Publishing Group Limited (BMJ) and may not have been 
peer- reviewed. Any opinions or recommendations discussed are solely those 
of the author(s) and are not endorsed by BMJ. BMJ disclaims all liability and 
responsibility arising from any reliance placed on the content. Where the content 
includes any translated material, BMJ does not warrant the accuracy and reliability 
of the translations (including but not limited to local regulations, clinical guidelines, 
terminology, drug names and drug dosages), and is not responsible for any error 
and/or omissions arising from translation and adaptation or otherwise.

Open access This is an open access article distributed in accordance with the 
Creative Commons Attribution Non Commercial (CC BY- NC 4.0) license, which 
permits others to distribute, remix, adapt, build upon this work non- commercially, 
and license their derivative works on different terms, provided the original work is 
properly cited, appropriate credit is given, any changes made indicated, and the use 
is non- commercial. See: http:// creativecommons. org/ licenses/ by- nc/ 4. 0/.

ORCID iD
Daniel Goyal http:// orcid. org/ 0000- 0003- 0418- 8859

REFERENCES
 1 Koh J, Shah SU, Chua PEY, et al. Epidemiological and clinical 

characteristics of cases during the early phase of COVID-19 
pandemic: a systematic review and meta- analysis. Front Med 
2020;7:295.

 2 National Institutes of Health. COVID-19 treatment guidelines panel. 
coronavirus disease 2019 (COVID-19) treatment guidelines. Available: 
https://www. covi d19t reat ment guid elines. nih. gov/ [Accessed 05 Oct 
2020].

 3 Wiersinga WJ, Rhodes A, Cheng AC, et al. Pathophysiology, 
transmission, diagnosis, and treatment of coronavirus disease 2019 
(COVID-19): a review. JAMA 2020;324:782–93.

 4 RECOVERY Collaborative Group, Horby P, Lim WS, et al. 
Dexamethasone in Hospitalized Patients with Covid-19 - Preliminary 
Report. N Engl J Med 2020. doi:10.1056/NEJMoa2021436. [Epub 
ahead of print: 17 Jul 2020].

 5 Sun Q, Qiu H, Huang M, et al. Lower mortality of COVID-19 by early 
recognition and intervention: experience from Jiangsu Province. Ann 
Intensive Care 2020;10:33.

 6 Ji Y, Ma Z, Peppelenbosch MP, et al. Potential association between 
COVID-19 mortality and health- care resource availability. Lancet 
Glob Health 2020;8:e480.

 7 WHO. Coronavirus disease 2019 (COVID-19) situation report – 97. 
Data as received by WHO from national authorities by 10:00 CEST; 
2020.

 8 Ssentongo P, Ssentongo AE, Heilbrunn ES, et al. Association of 
cardiovascular disease and 10 other pre- existing comorbidities with 
COVID-19 mortality: a systematic review and meta- analysis. PLoS 
One 2020;15:e0238215.

 9 Dhama K, Patel SK, Kumar R, et al. Geriatric population during the 
COVID-19 pandemic: problems, considerations, Exigencies, and 
beyond. Front Public Health 2020;8:574198.

 10 Bonanad C, García- Blas S, Tarazona- Santabalbina F, et al. The effect 
of age on mortality in patients with COVID-19: a meta- analysis with 
611,583 subjects. J Am Med Dir Assoc 2020;21:915–8.

 11 Bilinski A, Emanuel EJ. COVID-19 and excess all- cause mortality in 
the US and 18 comparison countries. JAMA 2020;324:2100–2.

 12 Rajgor DD, Lee MH, Archuleta S, et al. The many estimates of the 
COVID-19 case fatality rate [published online ahead of print, 2020 
Mar 27]. Lancet Infect Dis 2020;S1473-3099:30244–9.

 13 Nickel CH, Bingisser R. Mimics and chameleons of COVID-19. Swiss 
Med Wkly 2020;150:w20231.

 14 Coleman JJ, Manavi K, Marson EJ, et al. COVID-19: to be or not to 
be; that is the diagnostic question. Postgrad Med J 2020;96:392–8.

 15 Mehl A, Bergey F, Cawley C, et al. Syndromic surveillance 
insights from a symptom assessment APP before and during 
COVID-19 measures in Germany and the United Kingdom: results 
from repeated cross- sectional analyses. JMIR Mhealth Uhealth 
2020;8:e21364.

 16 Judson TJ, Odisho AY, Neinstein AB, et al. Rapid design 
and implementation of an integrated patient self- triage and 
self- scheduling tool for COVID-19. J Am Med Inform Assoc 
2020;27:860–6.

 17 Chambers D, Cantrell AJ, Johnson M, et al. Digital and online 
symptom checkers and health assessment/triage services 
for urgent health problems: systematic review. BMJ Open 
2019;9:e027743.

 18 Semigran HL, Linder JA, Gidengil C, et al. Evaluation of symptom 
checkers for self diagnosis and triage: audit study. BMJ 
2015;351:h3480.

 19 Chalupka AN, Talmor D. The economics of sepsis. Crit Care Clin 
2012;28:57–76.

 20 Burdick H, Pino E, Gabel- Comeau D, et al. Effect of a sepsis 
prediction algorithm on patient mortality, length of stay and 
readmission: a prospective multicentre clinical outcomes evaluation 
of real- world patient data from US hospitals. BMJ Health Care Inform 
2020;27:e100109.

 21 Hu W- P, Zhang F- Y, Zhang J, et al. Initial diagnosis and management 
of adult community- acquired pneumonia: a 5- day prospective study 
in Shanghai. J Thorac Dis 2020;12:1417–26.

 22 Blot SI, Rodriguez A, Solé-Violán J, et al. Effects of delayed 
oxygenation assessment on time to antibiotic delivery and mortality 
in patients with severe community- acquired pneumonia. Crit Care 
Med 2007;35:2509–14.

 23 Singapore COVID-19 symptom Checker. Available: https:// 
sgcovidcheck. gov. sg

 24 Tokyo Government COVID-19 task force website. How to get help if 
you suspect having COVID-19. Available: https:// stopcovid19. metro. 
tokyo. lg. jp/ en/ flow/

 25 CDC, USA. Coronavirus symptom Checker. Available: https://www. 
cdc. gov/ coronavirus/ 2019- ncov/ symptoms- testing/ symptoms. html

 26 NHS, UK. COVID-19 symptom Checker. Available: https:// 111. nhs. 
uk/ covid- 19/

 27 NHS Digital. Potential coronavirus (COVID-19) symptoms reported 
through NHS pathways and 111 online. Available: https:// digital. nhs. 
uk/ data- and- information/ publications/ statistical/ mi- potential- covid- 
19- symptoms- reported- through- nhs- pathways- and- 111- online/ latest 
[Accessed 10 Oct 2020].

 28 Richardson S, Hirsch JS, Narasimhan M, et al. Presenting 
characteristics, comorbidities, and outcomes among 5700 patients 
hospitalized with COVID-19 in the New York City area. JAMA 
2020;323:2052.

 29 Tidswell R, Singer M. Sepsis - thoughtful management for the non- 
expert. Clin Med 2018;18:62–8.

 30 Zheng Z, Peng F, Xu B, et al. Risk factors of critical & mortal 
COVID-19 cases: A systematic literature review and meta- analysis. J 
Infect 2020;81:e16–25.

 31 Keeley P, Buchanan D, Carolan C, et al. Symptom burden and clinical 
profile of COVID-19 deaths: a rapid systematic review and evidence 
summary. BMJ Support Palliat Care 2020;10:381–4.

 32 Wilkerson RG, Adler JD, Shah NG, et al. Silent hypoxia: a harbinger 
of clinical deterioration in patients with COVID-19. Am J Emerg Med 
2020;38:2243.e5–2243.e6.

 33 Rhodes A, Evans LE, Alhazzani W, et al. Surviving sepsis campaign: 
international guidelines for management of sepsis and septic shock: 
2016. Intensive Care Med 2017;43:304–77.

 34 Kochanek M, Schalk E, von Bergwelt- Baildon M, et al. Management 
of sepsis in neutropenic cancer patients: 2018 guidelines from 
the infectious diseases Working Party (AGIHO) and intensive care 
Working Party (iCHOP) of the German Society of hematology and 
medical oncology (DGHO). Ann Hematol 2019;98:1051–69.

 35 Goh KJ, Choong MC, Cheong EH, et al. Rapid progression to acute 
respiratory distress syndrome: review of current understanding 
of critical illness from COVID-19 infection. Ann Acad Med Singap 
2020;49:108–18.

http://creativecommons.org/licenses/by-nc/4.0/
http://orcid.org/0000-0003-0418-8859
http://dx.doi.org/10.3389/fmed.2020.00295
https://www.covid19treatmentguidelines.nih.gov/
http://dx.doi.org/10.1001/jama.2020.12839
http://dx.doi.org/10.1056/NEJMoa2021436
http://dx.doi.org/10.1186/s13613-020-00650-2
http://dx.doi.org/10.1186/s13613-020-00650-2
http://dx.doi.org/10.1016/S2214-109X(20)30068-1
http://dx.doi.org/10.1016/S2214-109X(20)30068-1
http://dx.doi.org/10.1371/journal.pone.0238215
http://dx.doi.org/10.1371/journal.pone.0238215
http://dx.doi.org/10.3389/fpubh.2020.574198
http://dx.doi.org/10.1016/j.jamda.2020.05.045
http://dx.doi.org/10.1001/jama.2020.20717
http://dx.doi.org/10.4414/smw.2020.20231
http://dx.doi.org/10.4414/smw.2020.20231
http://dx.doi.org/10.1136/postgradmedj-2020-137979
http://dx.doi.org/10.2196/21364
http://dx.doi.org/10.1093/jamia/ocaa051
http://dx.doi.org/10.1136/bmjopen-2018-027743
http://dx.doi.org/10.1136/bmj.h3480
http://dx.doi.org/10.1016/j.ccc.2011.09.003
http://dx.doi.org/10.1136/bmjhci-2019-100109
http://dx.doi.org/10.21037/jtd.2020.03.02
http://dx.doi.org/10.1097/01.CCM.0000287587.43801.9C
http://dx.doi.org/10.1097/01.CCM.0000287587.43801.9C
https://sgcovidcheck.gov.sg
https://sgcovidcheck.gov.sg
https://stopcovid19.metro.tokyo.lg.jp/en/flow/
https://stopcovid19.metro.tokyo.lg.jp/en/flow/
https://www.cdc.gov/coronavirus/2019-ncov/symptoms-testing/symptoms.html
https://www.cdc.gov/coronavirus/2019-ncov/symptoms-testing/symptoms.html
https://111.nhs.uk/covid-19/
https://111.nhs.uk/covid-19/
https://digital.nhs.uk/data-and-information/publications/statistical/mi-potential-covid-19-symptoms-reported-through-nhs-pathways-and-111-online/latest
https://digital.nhs.uk/data-and-information/publications/statistical/mi-potential-covid-19-symptoms-reported-through-nhs-pathways-and-111-online/latest
https://digital.nhs.uk/data-and-information/publications/statistical/mi-potential-covid-19-symptoms-reported-through-nhs-pathways-and-111-online/latest
http://dx.doi.org/10.1001/jama.2020.6775
http://dx.doi.org/10.7861/clinmedicine.18-1-62
http://dx.doi.org/10.1016/j.jinf.2020.04.021
http://dx.doi.org/10.1016/j.jinf.2020.04.021
http://dx.doi.org/10.1136/bmjspcare-2020-002368
http://dx.doi.org/10.1016/j.ajem.2020.05.044
http://dx.doi.org/10.1007/s00134-017-4683-6
http://dx.doi.org/10.1007/s00277-019-03622-0
http://dx.doi.org/10.47102/annals-acadmedsg.202057


© 2021 Author(s) (or their employer(s)) 2021. Re-use permitted under CC
BY-NC. No commercial re-use. See rights and permissions. Published by

BMJ. This is an open access article distributed in accordance with the
Creative Commons Attribution Non Commercial (CC BY-NC 4.0) license,

which permits others to distribute, remix, adapt, build upon this work
non-commercially, and license their derivative works on different terms,

provided the original work is properly cited, appropriate credit is given, any
changes made indicated, and the use is non-commercial. See: 

http://creativecommons.org/licenses/by-nc/4.0/. Notwithstanding the
ProQuest Terms and Conditions, you may use this content in accordance

with the terms of the License.



 1Ezzat A, et al. BMJ Health Care Inform 2021;28:e100334. doi:10.1136/bmjhci-2021-100334

Open access 

COVID-19: are the elderly prepared for 
virtual healthcare?

Ahmed Ezzat,1 Harpreet Sood,2 Josephine Holt,1 Hashim Ahmed,1 
Matthieu Komorowski    3

To cite: Ezzat A, Sood H, Holt J, 
et al.  COVID-19: are the elderly 
prepared for virtual healthcare? 
BMJ Health Care Inform 
2021;28:e100334. doi:10.1136/
bmjhci-2021-100334

Accepted 02 March 2021

1Department of Surgery and 
Cancer, Faculty of Medicine, 
Imperial College London, 
London, UK
2Health Education England, 
London, UK
3Intensive Care Unit, Charing 
Cross Hospital,Imperial College 
Healthcare NHS Trust, London, 
UK

Correspondence to
Dr Ahmed Ezzat;  
 a. ezzat@ nhs. net

Letter

© Author(s) (or their 
employer(s)) 2021. Re- use 
permitted under CC BY- NC. No 
commercial re- use. See rights 
and permissions. Published by 
BMJ.

We follow with interest the unprecedented shift 
towards virtual healthcare during the COVID-19 
pandemic. We echo concerns reported by 
colleagues of the fine balance between a need for 
global initiatives in cutting traditional red tape to 
enable rapid deployment of virtual health infra-
structures versus the potential risks to quality of 
patient care that might occur when the patient is 
not physically in the same room as the clinician.1

We have also highlighted the potential clin-
ical, socioeconomic and environmental bene-
fits of virtual consultations in secondary care.2 
However, with approximately one million consul-
tations occurring each day in primary care in 
England alone, and 60% of primary care service 
users above the age of 60 years, there is a concern 
that elderly populations throughout the world 
will be disadvantaged in access to these virtual 
services due to lower proficiency with the tools of 
communication technology.3 4 For instance, the 
UK Office of National Statistics reports only 50% 
ownership of smartphones in those aged 55 and 
over versus up to 95% in the 16–24 age group.5

Besides the potential for accrued health risks 
from reduced physical interactions with health-
care services, we are concerned that older 
patients are at greater risk of social isolation and 
potential worsening mental health. If the sudden 
transition to remote consultations, rightly neces-
sitated by a pandemic, is continued, then these 
patients may miss out on essential physical 
encounters including those crucial for chronic 
disease management. Indeed, for many patients 
who live alone, visits to health clinics constitute a 
social occasion to connect face to face with peers 
and carers.

So, when planning for a digital healthcare 
system beyond the immediacy of the COVID-19 
pandemic, and which incorporates a greater role 
for remote consultations, careful consideration 
as to the impact to elderly and vulnerable popula-
tions is required. This is especially relevant during 
a second COVID-19 peak of infections and new 
local lockdown measures. Health policies can 
support this necessary technological revolution 

in this age group with special consideration to 
their premorbid conditions, such as arthritis, 
visual impairment, or cognitive impairment. If 
planned well and delivered robustly, this virtual 
shift could also represent a fortuitous opportu-
nity to widen access for the elderly in both owner-
ship and use of information and communication 
technology. Access to virtual consultations, in the 
ageing population, emphasises the quality of life 
benefits, fostered through the adoption of tech-
nology. It is part of a growing trend of elderly 
people who not only receive heathcare but also 
stay in touch with friends and family at distance 
and reduce isolation.

Twitter Matthieu Komorowski @matkomorowski
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ABSTRACT
Objectives Unstructured free- text patient feedback 
contains rich information, and analysing these data 
manually would require a lot of personnel resources 
which are not available in most healthcare organisations.
To undertake a systematic review of the literature on the 
use of natural language processing (NLP) and machine 
learning (ML) to process and analyse free- text patient 
experience data.
Methods Databases were systematically searched to 
identify articles published between January 2000 and 
December 2019 examining NLP to analyse free- text 
patient feedback. Due to the heterogeneous nature of 
the studies, a narrative synthesis was deemed most 
appropriate. Data related to the study purpose, corpus, 
methodology, performance metrics and indicators of 
quality were recorded.
Results Nineteen articles were included. The majority 
(80%) of studies applied language analysis techniques 
on patient feedback from social media sites (unsolicited) 
followed by structured surveys (solicited). Supervised 
learning was frequently used (n=9), followed by 
unsupervised (n=6) and semisupervised (n=3). Comments 
extracted from social media were analysed using 
an unsupervised approach, and free- text comments 
held within structured surveys were analysed using a 
supervised approach. Reported performance metrics 
included the precision, recall and F- measure, with support 
vector machine and Naïve Bayes being the best performing 
ML classifiers.
Conclusion NLP and ML have emerged as an important 
tool for processing unstructured free text. Both supervised 
and unsupervised approaches have their role depending 
on the data source. With the advancement of data analysis 
tools, these techniques may be useful to healthcare 
organisations to generate insight from the volumes of 
unstructured free- text data.

BACKGROUND
Over the last decade, there has been a renewed 
effort focusing on patient experiences, 
demonstrating the importance of integrating 
patients’ perceptions and needs into care 
delivery.1 2 As healthcare providers continue 
to become patient- centric, it is essential that 

stakeholders are able to measure, report and 
improve experience of patients under their 
care. Policy discourse has progressed from 
being curious about patients’ feedback, to 
actually collecting and using the output to 
drive quality improvement (QI).

In the English National Health Service 
(NHS), USA and many European health 
systems patient experience data are abun-
dant and publicly available.3 4 NHS England 
commissions the Friends and Family Test 
(FFT), a continuous improvement tool 
allowing patients and people who use NHS 
services to feedback on their experience.5 It 
asks users to rate services, or experiences, on 
a numerical scale such as the Likert scale. In 
addition to quantitative metrics, experience 

Summary

What is already known?
 ► The ability to analyse and interpret free- text pa-
tient experience feedback falls short due to the re-
source intensity required to manually extract crucial 
information.

 ► A semiautomated process to rapidly identify and 
categorise comments from free- text responses may 
overcome some of the barriers encountered, and 
this has proven successful in other industries.

What does this paper add?
 ► Natural language processing and machine learning 
(ML) have emerged as an important tool for process-
ing unstructured free text from patient experience 
feedback.

 ► Comments extracted from social media were com-
monly analysed using an unsupervised approach, 
and free- text comments held within structured sur-
veys were analysed using a supervised approach.

 ► Healthcare organisations can use the various ML 
approaches depending on the source of patient ex-
perience free- text data, that is, solicited or unsolicit-
ed (social media), to gain near real- time insight into 
patient experience.

http://bmjopen.bmj.com/
http://orcid.org/0000-0002-4434-1785
http://crossmark.crossref.org/dialog/?doi=10.1136/bmjhci-2020-100262&domain=pdf&date_stamp=2021-03-02
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surveys such as the FFT also include qualitative data in 
the form of patient narratives. Evidence suggests that 
when staff are presented with both patient narratives 
and quantitative data, they tend to pay more attention to 
the narratives.6 Patient narratives can even complement 
quantitative data by providing information on experi-
ences not covered by quantitative data,7 8 and give more 
detail that may help contextualise responses to structured 
questions. These free- text comments can be especially 
valuable if they are reported and analysed with the same 
scientific rigour already accorded to closed questions.9 10 
However, this process is limited by human resource and 
the lack of a systematic way to extract the useful insights 
from patient free- text comments to facilitate QI.11 12

Natural language processing (NLP) and machine learning (ML)
A potential solution to mitigate the resource constraints 
of qualitative analysis is NLP. NLP is currently the most 
widely used ‘big data’ analytical technique in health-
care,13 and is defined as ‘any computer- based algorithm 
that handles, augments and transforms natural language 
so that it can be represented for computation.’14 NLP is 
used to extract information (ie, convert unstructured text 
into a structured form), perform syntactic processing (eg, 
tokenisation), capture meaning (ie, ascribe a concept to 
a word or group of words) and identify relationships (ie, 
ascribe relationships between concepts) from natural 
language free text through the use of defined language 
rules and relevant domain knowledge.14–16 With regards 
to text analytics, the term ML refers to the application 
of a combination of statistical techniques in the form of 
algorithms that are able to complete diverse computation 
tasks,17 including detect patterns including sentiment, 
entities, parts of speech and other phenomena within a 
text.18

Text analysis
Topic or text analysis is a method used to analyse large 
quantities of unstructured data, and the output reveals 
the main topics of each text.19 20 ML enables topic anal-
ysis through automation using various algorithms, which 
largely falls under two main approaches, supervised and 
unsupervised.21 The difference between these two main 
classes is the existence of labels in the training data 
subset.22 Supervised ML involves predetermined output 
attribute besides the use of input attributes.23 The algo-
rithms attempt to predict and classify the predetermined 
attribute, and their accuracies and misclassification along-
side other performance measures are dependent on the 
counts of the predetermined attribute correctly predicted 
or classified or otherwise.22 In healthcare, Doing- Harris et 
al24 identified the most common topics in free- text patient 
comments collected by healthcare services by designing 
automatic topic classifiers using a supervised approach. 
Conversely, unsupervised learning involves pattern recog-
nition without the involvement of a target attribute.22 
Unsupervised algorithms identify inherent groupings 
within the unlabelled data and subsequently assign label 

to each data value.25 Topics within a text can be detected 
using topic analysis models, simply by counting words 
and grouping similar words. Besides discovering the most 
frequently discussed topics in a given narrative, a topic 
model can be used to generate new insights within the 
free text.26 Other studies have scraped patient experience 
data within comments from social media to detect topics 
using an unsupervised approach.27 28

Sentiment analysis
Sentiment analysis, also known as opinion mining, helps 
determine the emotive context within free- text data.29 30 
Sentiment analysis looks at users’ expressions and in turn 
associates emotions within the analysed comments.31 In 
patient feedback, it uses patterns among words to classify 
a comment into a complaint, or praise. This automated 
process benefits healthcare organisations by providing 
quick results when compared with a manual approach and 
is mostly free of human bias, however, reliability depends 
on the method used.27 32 33 Studies have measured the 
sentiment of comments on the main NHS (NHS choices) 
over a 2- year period.27 34 They found a strong agreement 
between the quantitative online rating of healthcare 
providers and analysis of sentiment using their individual 
automated approach.

NLP and patient experience feedback
Patient experience is mostly in natural language and in 
narrative free text. Most healthcare organisations hold 
large datasets pertaining to patient experience. In the 
Englanish NHS almost 30 million pieces of feedback have 
been collected, and the total rises by over a million a 
month, which according to NHS England is the ‘biggest 
source of patient opinion in the world’.5 Analysing these 
data manually would require a lot of personnel resources 
which are not available in most healthcare organisa-
tions.5 35 Patient narratives contain multiple sentiments 
and may be about more than one care aspect; there-
fore, it is a challenge to extract information from such 
comments.36 The advent of NLP and ML makes it far 
more feasible to analyse these data and can provide useful 
insights and complement structured data from surveys 
and other quality indicators.37 38

Outside of a healthcare organisation, there is an abun-
dance of patient feedback on social media platforms such 
as Facebook, Twitter, and in the UK, NHS Choices and 
Care Opinion and other patient networks. This type of 
feedback gives information on non- traditional metrics, 
highlighting what patients truly value in their experiences 
by offering nuances that is often lacking in structured 
surveys.39 Sentiment analysis has been applied ad hoc 
to online sources, such as blogs and social media7 27 33 34 
demonstrating in principle the utility of sentiment anal-
ysis for patient experience. There appears to be an appe-
tite to explore the possibilities offered by NLP and ML 
within healthcare organisations to turn patient expe-
rience data into insight that can drive care delivery.40 41 
However, healthcare services need to be cognizant of what 
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NLP methodology to use depending on the source of 
patient experience feedback.5 To date, no systematic 
review related to the automated extraction of information 
from patient experience feedback using NLP has been 
published. In this paper, we sought to review the body of 
literature and report the state of the science on the use 
of NLP and ML to process and analyse information from 
patient experience free- text feedback.

The aim of this study is to systematically review the liter-
ature on the use of NLP and ML to process and analyse 
free- text patient experience data. The objectives were to 
describe: (1) purpose and data source; (2) information 
(patient experience theme) extraction and sentiment 
analysis; (3) NLP methodology and performance metrics 
and (4) assess the studies for indicators of quality.

METHODS
Search strategy
The following databases were searched from January 2000 
and December 2019; MEDLINE, EMBASE, PsycINFO, 
The Cochrane Library (Cochrane Database of Systematic 
Reviews, Cochrane Central Register of Controlled Trials, 
Cochrane Methodology Register), Global Health, Health 
Management Information Consortium, CINAHL and 
Web of Science. Grey literature and Google Scholar were 
used to extract articles that were not retrieved in the data-
bases searched. Owing to the diversity of terms used infer-
ring patient experience, combinations of search terms 
were used. The search terms, derived from the Medical 
Subject Headings vocabulary (US National Library of 
Medicine) for the database queries that were used can be 
found below. A review of the protocol was not published.

“natural language processing” OR “NLP” OR “text 
mining” OR “sentiment analysis” OR “opinion mining” 
OR “text classification” OR “document classification” OR 
“topic modelling” OR “machine learning” “supervised 
machine learning” OR “unsupervised machine learning” 
AND “feedback” OR “surveys and questionnaires” OR 
“data collection” OR “health care surveys” OR “assess-
ment” OR “evaluation” AND “patient centred care” OR 
“patient satisfaction” OR “patient experience”.

Inclusion criteria
To be eligible for inclusion in the review, the primary 
requirement was that the article needed to focus on 
the description, evaluation or use of NLP algorithm or 
pipeline to process or analyse patient experience data. 
The review included randomised controlled trials, non- 
randomised controlled trials, case–control studies, 
prospective and retrospective cohort studies and qualita-
tive studies. Queries were limited to English language but 
not date constraints. We excluded studies that gathered 
patient- reported outcome measurements, symptom moni-
toring, symptom information, quality of life measures and 
ecological momentary assessment without patient experi-
ence data. Conference abstracts were excluded, as there 

was limited detail in the methodology to score against 
quality indicators.

Study selection
The research adhered to the guideline presented in the 
Preferred Reporting Items for Systematic Reviews and 
Meta- Analyses (PRISMA) 2009 checklist.42 The initial 
search returned 1007 papers; after removing duplicates 
241 papers were retained. The titles and abstract were 
screened by two reviewers (MK and PA) independently, 
and discrepancies were resolved by a third reviewer (EM). 
Thirty- one articles were identified as potentially eligible 
for inclusion. Full- text articles were retrieved and assessed 
for inclusion by the same reviewers, of which 19 were 
retained for final inclusion. The main reason for exclu-
sion was the articles reported other patient- reported 
feedback and not patient experience. Figure 1 illustrates 
the PRISMA flowchart representing the study selection 
process and reasons for exclusion.

Data collection process
We developed a data collection tool with the following data 
fields: department of corresponding authors, country of 
study, study purpose, data source, solicited feedback, time 
period, information extraction method, data processing, 
ML classifiers, text analysis approach, software, perfor-
mance, key findings and limitations. Two reviewers (MK 
and PA) independently completed the data collection, 
and met to compare the results, and discrepancies were 
resolved by a third reviewer (EM).

Data synthesis
Due to the heterogeneous nature of the studies, a narrative 
synthesis was deemed most appropriate. A formal quality 
assessment was not conducted, as relevant reporting stan-
dards have not been established for NLP articles. Instead, 
we report indicators of quality guided by elements 
reported in previous NLP- focused systematic reviews.43–46 
We included information related to the study purpose, 
corpus (eg, data source and number of comments), NLP 
(eg, methodology and software used and performance 
metrics). Two reviewers (MK and PA) independently eval-
uated indicators of quality in each study, disagreements 
in evaluation were resolved by discussion with a third 
reviewer (EM). Inter- rater agreement Cohen’s kappa 
was calculated. In the reviewed studies, we assessed the 
NLP methodology and the rationale for its use. The key 
NLP approaches were summarised based on text analysis 
incorporating either text classification or topic model-
ling depending on the corpus available and evaluation 
was done as to whether sentiment analysis was performed 
using existing or bespoke software.

Performance metrics
To understand how well an automated ML algorithm 
performs, there are a number of statistical values that 
help determine its performance with the given data.18 
Algorithm performance is measured as recall (propor-
tion of all true positive observations that are correct, 
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that is, true positives/(true positives+false negatives)), 
precision (ratio of correctly predicted positive observa-
tions to the total predicted positive observations) and by 
the F- score which describes overall performance, repre-
senting the harmonic mean of precision and recall.43 
K- fold cross- validation is a technique to evaluate predic-
tive models by partitioning the original sample into a 
training set to train the model, and a test set to evaluate 
it. This ensures that the results are not by chance, and 
therefore ensures the validity of the algorithms perfor-
mance. We look all the recorded performance metrics 
in each of the included studies in order to gain a better 
understanding of how the data and ML approach can 
influence the performance.

RESULTS
Study characteristics
Year of publication ranged from 2012 to 2020 with almost 
80% (15/19) of articles published in the last 5 years. The 
study purpose of the 19 articles was similar, in that they 
applied language analysis techniques on free- text patient 
experience feedback to extract information, which 
included themes or topics and sentiment. The feedback 
was either solicited24 47–50 or unsolicited.6 26–28 32 34 51–58 Six 
studies were from the UK,26–28 48 49 55 two from Spain,58 
of which one included Dutch reviews54 and the rest were 
conducted in the USA,6 24 32 34 47 50 52 53 56 57 of which one51 
looked at Chinese language reviews translated in English. 
The authors of all except one study47 were from a health-
care informatics department.

Data source
The majority (15/19) of the feedback used for language 
analysis was extracted from social media sites, such 
as Twitter,28 52 Facebook6 and healthcare specific 
forums, for example, NHS Choices,26 27 55 Yelp,56 57 
RateMDs,32 34 53 Haodf,51 Masquemedicos,54 58 Zorgkaart 
Nederland.54 RateMDs and Yelp are US platforms that 
provide information, reviews and ratings on everything 
from cleanliness of hospital and care centre facilities, to 
clinician knowledge, as well as giving patients the ability 
to share personal experiences of care. NHS Choices is a 
UK- based platform that allows patients, carers and friends 
to comment on their experience of care received in any 
NHS institution. Haodf, Masquemedicos and Zorgkaart 
Nederland are platforms that incorporate patient expe-
riences in Chinese, Spanish and Dutch, respectively. 
Five studies used the accompanying free text from struc-
tured patient feedback surveys; Press Ganey,24 50 vendor 
supplied (HCAHPS and comments),47 bespoke cancer 
experience survey with free- text comments,48 Cancer 
Patient Experience Survey.49 The initial dataset in terms 
of number of reviews captured to perform language 
analysis varied significantly from 734 reviews58 to 773 279 
reviews.51 Where provided, the number of words, charac-
ters or sentences within the reviews varied. Table 1 gives 
an overview of the length of comments provided as either 
range, mean or median.

Software
The most common coding environment, sometimes used 
in combination, was Python (n=5)24 49 50 52 53 followed 
by R (n=3),26 48 55 Waikato Environment for Knowledge 

Figure 1 Preferred Reporting Items for Systematic Reviews and Meta- Analyses (PRISMA) 2009 flowchart. NLP, natural 
language processing.
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Analysis (n=2),27 34 Machine Learning for Language 
Toolkit (n=2),53 56 RapidMiner (n=2),6 58 and C++ (n=1).54

Language analysis approach
Studies used a variety of approaches to develop their 
language analysis methodology. The two most common 
approaches were supervised (n=9)6 27 28 34 47 48 50 52 54 and 
unsupervised learning (n=6),24 26 51 53 55 56 followed by a 
combination, that is, (semisupervised) (n=3),32 57 58 rule- 
based (n=1)49 and dictionary look- up (n=1)54 (figure 2). 
Sentiment analysis with a combination of text analysis 
was performed in 10 studies,24 26 28 32 47–49 52 53 57 sentiment 
analysis alone was performed in four6 28 50 54 and text 
analysis alone in four studies.51 55 56 58 We describe the 
details of the two approaches, sentiment analysis and text 
analysis, which incorporated text classification and topic 
modelling, categorised as supervised and unsupervised 
learning, respectively.

Supervised learning
Manual classification into topics or sentiment was 
performed in those studies that used a supervised 
approach. The most common approach was manual clas-
sification of a subset of comments as the training set. The 
percentage of total number of comments used for manual 
classification varied in each study, as did the number of 
raters. Sentiment was generally expressed as positive, 
negative and neutral. Five studies did not perform manual 

classification and employed existing software to perform 
the sentiment analysis, that is, TheySayLtd,28 TextBlob,52 
SentiWordNet,57 DICTION,53 Keras.50 We split the super-
vised approach based on sentiment analysis (table 2A) 
and text classification (table 2B), where we document the 
percentage of total comments manually classified into 
categories for sentiment and topics for text classification, 
the number of raters including the inter- rater agreement 
and the classifier(s) used for ML. In addition, where 
reported, we also highlight the configuration employed 
during the data processing steps. Support vector machine 
(SVM) was the most commonly used classifier (n=6) 
followed by Naïve Bayes (NB) (n=5).

Unsupervised learning
Topic modelling is an approach that automati-
cally detects topics within a given comment. Seven 
studies24 26 32 51 53 55 56 used this approach and majority of 
the studies (n=6)24 26 51 53 55 56 used latent Dirichlet alloca-
tion (LDA). One study32 used a variation, factorial LDA, 
however this was a semisupervised approach as it involved 
some manual coding. LDA is a generative model of text 
that assumes words in a document reflect a mixture of 
latent topics (each word is associated with a single topic). 
For the output to be understandable, the number of 
topics has to be chosen, and table 3 demonstrates the vari-
ation in topics determined while employing LDA.

Table 1 The length of comments provided in five of the 19 studies, arranged in descending order according to the total 
number of comments

Author Data source No. of comments Length of comments

Hao et al51 Haodf 773 279 Mean 95.75 characters

Rastegar- Mojarad et al57 Yelp 79 173 Median 635 characters

Wallace et al32 RateMDs 58 100 Median 41 words

Wagland et al48 Cancer survey 5636 1–225 words

Plaza- del- Arco et al58 Masquemedicos 734 Mean 44 words

Figure 2 Most common approaches used to analyse free- text patient experience data identified in the systematic review.
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Performance
Seven studies did not report performance of the NLP 
algorithm or pipeline.28 32 47 51 53 56 57 The remaining 12 
studies reported one or more evaluation metrics such as 
accuracy, sensitivity, recall, specificity, precision, F- mea-
sure. The higher the F1 score the better, with 0 being 
the worst possible and one being the best. In the studies 
that employed a supervised approach, SVM and NB 
was the preferred classifier as it produced better results 
compared with other classifier demonstrated by the F1 
score with sentiment analysis and text classification. 
Table 4 demonstrates the performance measure reported 
as F- measure or accuracy of the best performing classi-
fiers for sentiment and text analysis using only supervised 
approach, and the k- fold cross- validation where reported 
in 12 studies, of which only five studies reported multiple 
fold validation.

Indicators of quality
Inter- rater agreement (Cohen’s kappa) was calcu-
lated as 0.91 suggesting an almost perfect agreement. 
The individual evaluation with a description on each 
domain is detailed in table 5. Specifically, clarity of the 
study purpose statement, and presence of information 
related to the dataset, the number of comments analysed. 
information extraction and data processing, adequate 
description of NLP methodology and evaluation metrics. 
All studies had at least four of the seven quality indica-
tors. Twelve studies addressed all seven indicators of 
quality,6 24 26 27 34 48–50 52 54 55 58 and three studies addressed 
only four.28 47 57

DISCUSSION
In this systematic review, we identified 19 studies that eval-
uated various NLP and ML approaches to analyse free- 
text patient experience data. The majority of the studies 
dealt with documents written in English, perhaps because 
platforms for expressing emotions, opinions or comments 
related to health issues are mainly orientated towards 
Anglophones.58 Three studies51 54 58 were conducted using 
non- English free- text comments, however Hao et al51 and 
Jimenez- Zafra et al54 translated comments to English that 
were initially written in Chinese and Spanish, respectively. 
Accurate and automated analysis is challenging due to Ta
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Table 3 The number of topics arranged in descending 
determined in each study using latent Dirichlet allocation as 
a type of unsupervised learning approach

Author Data source No. of topics

Kowalksi NHS choices 60

Ranard et al56 Yelp 50

Bahja et al26 NHS choices 30

Doing- Harris et al24 Press Ganey 30

Hao et al51 Haodf 10

James et al53 RateMDs 6
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the subjectivity, complexity and creativity of the language 
used, and translating into other language may lose 
these subtleties. The type of patient feedback data used 
and choice of ML algorithm can affect the outcome of 
language analysis and classification. We show how studies 
used various ML approaches.

The two most common approaches were supervised 
and unsupervised learning for text and sentiment anal-
ysis. Briefly, text analysis identifies the topic mentioned 
within a given comment, whereas sentiment analysis iden-
tifies the emotion conveyed. Of the two approaches, the 
most common approach used was supervised learning, 
involving manual classification of a subset of data by 
themes24 27 34 48 52 and sentiment.6 24 26 27 34 48 52 54 Compre-
hensive reading of all comments within the dataset 
remains the ‘gold standard’ method for analysing free- 
text comments, and is currently the only way to ensure 
all relevant comments are coded and analysed.48 This 
demonstrates that language analysis via an ML approach 
is only as good as the learning set that is used to inform 
it. The studies that used a supervised approach in this 
review demonstrated that there were at least two indepen-
dent reviewers involved in manual coding, however, there 

was no consistency in the percentage of total comments 
coded, how the data was split into training and test set, 
and the k- fold cross- validation used. Within supervised 
learning, the most common classifier was SVM followed 
by NB. SVM and NB have been widely used for document 
classification, which consistently yield good classification 
performance.

NLP has problems processing noisy data, reducing 
overall accuracy.18 59 Pre- processing of textual data is the 
first and an important step in processing of text that has 
been proven to improve performance of text classifica-
tion models. The goal of pre- processing is to standardise 
the text.59 We noted that pre- processing varied in the 
studies in this review. In addition to the standard pre- 
processing steps, that is, conversion to lowercase, stem-
ming, stop word elimination, Alemi et al34 used sparsity 
rule and information gain, Greaves et al27 used informa-
tion gain and prior polarity and Bahja et al26 used sparsity 
rule alone. Plaza- del- Arco et al58 used a combination of 
stopper and stemmer, and found that the accuracy was 
best (87.88%) with stemmer alone, however, F- measure 
was best (71.35%) when no stemmer or stopper was 
applied. However, despite these pre- processing steps, no 

Table 4 Performance metrics in the studies used supervised learning (sentiment analysis and text classification). SVM and 
NB were the preferred classifier as it produced better results demonstrated by the F1 score. Only five studies reported multiple 
fold validation

Author k- fold cross- validation

Sentiment analysis Text classification

Classifier Performance Classifier Performance

Alemi et al34*† Five repetitions of twofold 
cross- validation

SVM Positive 0.89
Negative 0.64

SVM Staff related 0.85
Doctor listens 0.34

NB Positive 0.94
Negative 0.68

NB Staff related 0.80
Doctor listens 0.37

Doing- Harris et al24* NR NB 0.84 NB Explanation 0.74
Friendliness 0.40

Greaves et al27 Single- fold cross- validation NB
SVM

0.89
0.84

NB
SVM

Dignity and respect 
0.85
Cleanliness 0.84
Dignity and respect 
0.8
Cleanliness 0.84

Hawkins et al52 10- fold cross- validation – – SVM 0.89‡

Jimenez- Zafra et al54 10- fold cross- validation SVM COPOD 0.86
COPOS 0.71

– –

Huppertz et al6 NR SVM 0.87‡ – –

Wagland et al48 Single- fold cross- validation
10- fold cross- validation

SVM 0.80 – –

SVM 0.83 – –

Bahja et al26 Single- fold cross- validation
4- fold cross- validation

SVM
NB

0.84
0.78

– –

SVM
NB

0.81
0.78

– –

*Best and worst performing category, respectively.
†Classified as praise (positive), complaint (negative).
‡Reported as overall accuracy.
COPOD, corpus of patient opinions in Dutch; COPOS, corpus of patient opinions in Spanish; NB, Naïve Bayes; NR, not reported; SVM, 
support vector machine.
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consensus could be found over a preferred supervised 
ML classification method to use for sentiment or text clas-
sification in the patient feedback domain.

The most interesting finding in this review was that 
the ML approach employed corresponded to the data 
source. The choice of approach is based on the perfor-
mance metrics of the algorithm results, which depends 
on three factors.21 First, identifying patterns is dependent 
on the quality of the data available. In text classification 
or sentiment analysis, the diversity of comments affects 
the accuracy of the machine prediction. More diversity 
decreases the ability of the ML algorithm to accurately 
classify the comment.6 Second, each ML algorithm is 
governed by different sequential sets of rules for classi-
fying semantic or syntactic relationships within the given 
text, and certain algorithms may suit some datasets better 
than others. Third, the larger the training sets used the 
higher the accuracy of the algorithms at identifying 
similar comments within the wider dataset, but trade- offs 
with time and human coding are necessary to ensure the 
method is resource- efficient.21 We found that comments 
extracted from social media were commonly analysed 

using an unsupervised approach26 32 51 53 55 56 and free- text 
comments held within structured surveys were analysed 
using a supervised approach.6 27 28 34 47 48 50 52 54

There is little evidence in the literature on the statistical 
properties for the minimum text size needed to perform 
language analysis, principally because of the difficulty 
of natural language understanding and the content and 
context of a text corpus.6 The studies that reported text 
size demonstrate that the average character count was 
around 40 words. The domain of patient feedback from 
free- text complementing structured surveys appears 
fixed in its nature, making it attractive data for supervised 
learning.31 Just as the domain is fixed, the perspective of a 
patient feedback document is also fixed31: there is limited 
vocabulary that is useful for commenting about health 
service, and therefore it is possible to anticipate the 
meaning of various phrases and automatically classify the 
comments.34 Rastegar- Mojarad et al57 also observed that a 
small (25%) vocabulary set covered a majority (92%) of 
the content of their patients comments, consistent with 
a study60 exploring consumer health vocabulary used by 
consumers and healthcare professionals. This suggests 

Table 5 Evaluation of studies and performance metrics

Author*
Defined 
purpose†

Data source 
described

Number of 
comments 
specified

Data 
processing 
described

Language 
analysis approach 
described

Evaluation 
metrics 
reported‡

Inclusion of 
comparative 
evaluation§

Alemi et al34
✓ ✓ ✓ ✓ ✓ ✓   

Greaves et al27
✓ ✓ ✓ ✓ ✓ ✓ ✓

Greaves et al28
✓ ✓ ✓ ✓     ✓

Wallace et al32
✓ ✓ ✓ ✓ ✓   ✓

Rastegar- Mojarad 
et al57

✓ ✓ ✓ ✓     ✓

Hawkins et al52
✓ ✓ ✓ ✓ ✓ ✓ ✓

Wagland et al48
✓ ✓ ✓ ✓ ✓ ✓   

Hao et al51
✓ ✓ ✓ ✓ ✓     

James et al53
✓ ✓ ✓ ✓ ✓     

Bahja et al26
✓ ✓ ✓ ✓ ✓ ✓   

Plaza- del- Arco et al58
✓ ✓ ✓ ✓ ✓ ✓   

Doing- Harris et al24
✓ ✓ ✓ ✓ ✓ ✓   

Huppertz et al6 ✓ ✓ ✓ ✓ ✓ ✓   

Kowalski ✓ ✓ ✓ ✓ ✓ ✓   

Ranard et al56
✓ ✓ ✓ ✓ ✓   ✓

Jimenez- Zafra et al54
✓ ✓ ✓ ✓ ✓ ✓   

Menendez et al47
✓ ✓ ✓ ✓       

Rivas et al49
✓ ✓ ✓ ✓ ✓ ✓   

Nawab et al50
✓ ✓ ✓ ✓ ✓ ✓   

✓ Indicates the presence of information in the article.
*Studies have been arranged in chronological order.
†Indicates reviewer judgement of clear statement of the study purpose.
‡Evaluation metrics include F- measure or accuracy.
§Comparison includes association with other survey data.
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that patients use certain vocabulary when expressing 
their experience within free- text comments.

The overall domain of patient feedback is the health-
care system,31 and this study revealed the content of 
reviews tend to focus on a small collection of aspects 
associated with this as demonstrated by the topics used 
for text classification in the studies.24 27 34 48 52 In contrast, 
the studies26 32 51 53 55 56 that performed topic modelling, 
did so on the premise that patient feedback comments 
contain a multitude of different topics. Topic modelling 
can be useful in evaluating how close results come to 
what humans with domain knowledge have determined 
the topics to be, and if this unsupervised approach finds 
new topics not identified by humans.49 LDA was used 
to extract a number of topics from the free- text reviews 
as they occur in the data without any prior assumption 
about what patients care about. The topics identified by 
six studies that used LDA did not generate any new topics, 
which is in keeping with the earlier finding that consumer 
healthcare reporting has limited vocabulary. This finding 
was supported by Doing- Harris et al,24 who showed that 
their topic modelling results echo topic classification 
results, demonstrating that no unexpected topics were 
found in topic modelling.

Other factors should be taken into account when 
employing LDA. LDA is mainly based on frequency on 
co- occurrence of words under similar topics.51 Topics 
discovered using LDA may not match the true topics in the 
data, and short documents, such as free- text comments, 
may result in poor performance of LDA.49 In addition to 
the short comments, studies in this review also demon-
strate that majority of the comments on social media tend 
to be positive, in contrast to the negative reviews which 
are longer but less frequent. Wagland et al48 found that 
the content of positive comments was usually much less 
specific that for negative comments. Therefore an unsu-
pervised approach to short positive reviews may not detect 
new topics, and the low frequency of negative reviews may 
not highlight new topics either. To mitigate this, there is a 
role of using a supervised approach to identify subcatego-
ries for negative reviews.48

Choice of the number of topics for LDA model also 
affects the quality of the output.25 56 If topics are too few, 
their content gives insight into only very general patterns 
in the text which are not very useful. Too many topics, 
on the other hand, make it difficult to find common 
themes with numerous topics. An LDA topic model with 
an optimal number of topics should demonstrate mean-
ingful patterns without producing many insignificant 
topics. The number of topics identified in the studies 
reviewed26 32 51 53 55 56 was not consistent and ranged from 
6 to 60, demonstrating that deciding on the optimal 
number is challenging. Performance of the LDA models is 
affected by semantic coherence (the rate at which topic’s 
most common words tend to occur together in the same 
reviews) and exclusivity (the rate at which most common 
terms are exclusive to individual topics). Both measures 
are useful guidance of which model to choose,55 however, 

of the six studies that used LDA, only one study55 reported 
LDA performance measures.

Sentiment analysis was commonly conducted using a 
supervised approach (n=8).6 24 26 27 34 47 48 54 Even though 
pre- classified, understanding what the comments both 
negative and positive are specifically talking about still 
requires reading through the comments. NLP makes this 
process efficient by identifying trends in the comment 
by sentiment. This review identified the most common 
approach to sentiment classification was to categorise 
the comment into a single category, that is, positive 
or negative. However, this implies that there must be 
polarity associated with a document, which is not always 
the case. This fails to capture the mixed sentiments or 
neutral sentiments which could provide useful insights 
into patient experience. Nawab et al50 demonstrated that 
splitting the mixed sentiments by sentences revealed 
distinct sentiments. Therefore, although the percentage 
of mixed or neutral sentiment is low compared with the 
overall dataset, analysis of comments within these mixed 
and neutral sentiment can provide useful information 
and therefore should not be discarded.

Greaves et al27 and Bahja et al26 used the associated star 
rating within the NHS Choices data to directly train the 
sentiment tool. This approach is able to make use of the 
implicit notion that if a patient says they would recommend 
a hospital based on star rating, they are then implying 
a positive sentiment, and conversely if not a negative 
sentiment, therefore automatically extracting a nominal 
categorisation. This automated classification removes the 
need for manual classification and eliminates potential 
biases of reviewer assignment of comments, but it makes 
an assumption that star ratings correlate with the senti-
ment. This is supported by Kowalski,55 who demonstrated 
intuitive relationships between topics’ meanings and 
star rating across the analysed NHS Choices dataset. In 
contrast, Alemi et al34 found that sentiment in comments 
from RateMDs are not reflected in the overall rating, 
for example 6% of the patients who gave highest overall 
rating still included a complaint in their comments, and 
33% of patients who gave lowest overall rating included 
praise. This suggests that the sentiment may not always 
correlate with the star rating, and therefore researchers 
need to recognise that the approach used for classifica-
tion may have implications on validity.

With regard to sentiment analysis of Twitter dataset, 
Greaves et al28 found no associations when comparing 
Twitter data to conventional metrics such as patient expe-
rience, Hawkins et al52 found no correlation between 
twitter sentiment and HCAHPS score, suggesting twitter 
sentiment must be treated cautiously in understanding 
quality. Therefore, although star ratings can be infor-
mative and in line quantitative measures of quality, they 
may not be sufficiently granular to help evaluate service 
quality based solely on the star rating without considering 
the textual content.53

Studies in this review demonstrate that NLP and 
ML have emerged as an important tool for processing 
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patient experience unstructured free- text data and 
generating structured output. However, most of the 
work has been done on extracting information from 
social media.6 26–28 32 34 51–58 Healthcare organisations 
have raised concerns about the accuracy or comments 
expressed on social media,61 making policymakers 
reluctant to endorse narrative information as a legit-
imate tool. Even though most administrators remove 
malicious messages manually, anyone can comment 
on the website and intentionally distort how potential 
patients evaluate healthcare services. The validity and 
reliability of NLP is further limited by the fact that most 
patients do not post reviews online. Kowalski55 found 
that healthcare services in England received fewer that 
20 reviews over a period of three and a half years. For a 
limited amount of data, NLP may not be very expedient, 
and with a smaller number of comments the results 
may not be as fruitful and there may not be enough 
raw data to detect a specific pattern.50 Furthermore, 
rating posted in social media reviews is not adjusted 
for user characteristics or medical risk, whereas struc-
tured survey scores are patient mix adjusted.6

Limitations
We focused on indicators of quality of the included 
articles rather than assessing the quality of the studies, 
as relevant formal standards have yet to be established 
for NLP articles. Due to the heterogenous nature of the 
studies, and various approaches taken with regard to 
pre- processing, manual classification and performance 
of classifiers, it is challenging to make any comparative 
statements.

CONCLUSION
Studies in this review demonstrate that NLP and ML have 
emerged as an important tool for processing unstructured 
free- text patient experience data. Both supervised and 
unsupervised approaches have their role in language anal-
ysis depending on the data source. Supervised learning is 
time consuming due to the manual coding required, and 
is beneficial in analysing free- text comments commonly 
found in structured surveys. As the volume of comments 
posted on social media continues to rise, manual classifi-
cation for supervised learning may not be feasible due to 
time constraints and topic modelling may be a satisfactory 
approach. To ensure that every patients’ voice is heard, 
healthcare organisations must react and mould their 
language analysis strategy in line with the various patient 
feedback platforms.
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