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Abstract

Background: Some researchers argue that the successful implementation of patient decision aids (PDAs) into clinical workflows
depends on their integration into electronic health records (EHRs). Anecdotally, we know that EHR integration is a complex and
time-consuming task; yet, the process has not been examined in detail. As part of an implementation project, we examined the
work involved in integrating an encounter PDA for symptomatic uterine fibroids into Epic EHR systems.

Objective: This study aims to identify the steps and time required to integrate a PDA into the Epic EHR system and examine
facilitators and barriers to the integration effort.

Methods: We conducted a case study at 5 academic medical centers in the United States. A clinical champion at each institution
liaised with their Epic EHR team to initiate the integration of the uterine fibroid Option Grid PDAs into clinician-facing menus.
We scheduled regular meetings with the Epic software analysts and an expert Epic technologist to discuss how best to integrate
the tools into Epic for use by clinicians with patients. The meetings were then recorded and transcribed. Two researchers
independently coded the transcripts and field notes before categorizing the codes and conducting a thematic analysis to identify
the facilitators and barriers to EHR integration. The steps were reviewed and edited by an Epic technologist to ensure their
accuracy.

Results: Integrating the uterine fibroid Option Grid PDA into clinician-facing menus required an 18-month timeline and a 6-step
process, as follows: task priority negotiation with Epic software teams, security risk assessment, technical review, Epic configuration;
troubleshooting, and launch. The key facilitators of the process were the clinical champions who advocated for integration at the
institutional level and the presence of an experienced technologist who guided Epic software analysts during the build. Another
facilitator was the use of an emerging industry standard app platform (Health Level 7 Substitutable Medical Applications and
Reusable Technologies on Fast Healthcare Interoperability Resources) as a means of integrating the Option Grid into existing
systems. This standard platform enabled clinicians to access the tools by using single sign-on credentials and prevented protected
health information from leaving the EHR. Key barriers were the lack of control over the Option Grid product developed by
EBSCO (Elton B Stephens Company) Health; the periodic Epic upgrades that can result in a pause on new software configurations;
and the unforeseen software problems with Option Grid (ie, inability to print the PDA), which delayed the launch of the PDA.

Conclusions: The integration of PDAs into the Epic EHR system requires a 6-step process and an 18-month timeline. The
process required support and prioritization from a clinical champion, guidance from an experienced technologist, and a willing
EHR software developer team.

(J Med Internet Res 2021;23(5):e22766) doi: 10.2196/22766
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Introduction

Background
Researchers have argued that the successful implementation of
patient decision aids (PDAs) into clinical workflows depends
on their integration into electronic health records (EHRs) [1,2].
The task of integrating third-party tools into EHRs is complex
[3]. Security concerns dominate the challenge, as institutions
have become reliant on EHRs to manage key operational
workflows [3]. Third-party software that brings external
connections and URL links to EHRs is subject to extensive
scrutiny [4]. Updates to either the EHR or linked third-party
products are perennial concerns, given the cost of downtime or
system failure.

Many software vendors provide system-wide EHR software
(eg, Epic, Cerner, or Allscripts) [5]. However, there are major
differences between the same EHR product when installed at
different health care institutions: this is because they are tailored
to organizational and clinical preferences and integrated with
other ancillary software [6]. Clinicians also differ in how and
when EHRs are used with patients [7]. These uses can include
showing images or test results and sending health information
via the patient portal [8]. Although some common integration
processes can be identified, solutions cannot be replicated from
one institutional setting to others and tailoring is always
required.

PDAs provide evidence-based information in a comparative
format to facilitate shared decision-making, in which patients
and clinicians are supported when making informed decisions
together [9]. PDAs serve as catalysts to engage patients in
decision-making processes and can be used before, during, and
after clinical encounters [10,11]. Recent systematic reviews and
meta-analyses have shown that PDAs increase knowledge about
options and reduce decisional conflict, thereby helping patients
make decisions that align with their preferences [12,13]. Despite
improving a range of outcomes, their implementation in the
clinical workflow remains a challenge [14,15]. Given the
widespread adoption of EHRs and clinicians’ reliance on them
[16], many have presumed that integrating PDAs into EHRs
will lead to their increased use in clinical practice [2,17].
However, this presumption has not yet been tested at scale.

Studies that have evaluated the integration of PDAs in EHRs
have focused on measuring their use by clinicians [1,18-22],
measuring their impact on patient outcomes [23-25], or user
testing the tool to improve the navigation and design in the EHR
system [26-29]. The integration of 2 PDAs, namely the Statin
Choice and Diabetes Medication Choice tools, in the EHR at
the Mayo Clinic led to their increased use [18,20,21].
Coylewright et al [1] also demonstrated an increased use and
observed that adoption rates of an EHR-based HealthDecision
tool steadily increased over an 8-year period, with a high rate
of sustained implementation after the fifth use.

Nevertheless, we were only able to identify a few examples of
PDAs being integrated into EHR systems [1,18-29].
Anecdotally, researchers and practitioners recognize that
embedding PDAs in EHRs is a complex and time-consuming

process; however, we could not identify the literature that
described the required processes. Therefore, we lack an
understanding of how best to integrate these tools into EHRs,
and the steps required, especially given the recent development
of new interoperability standards [30]. An opportunity arose to
address this research gap as part of a project to implement the
uterine fibroids Option Grid PDA at 5 health care institutions
in the United States (Uterine Fibroids Options [UPFRONT]
study) [31].

Objectives
The aims of this work are to (1) identify the steps and the time
required to integrate an Option Grid PDA into the Epic EHR
system and (2) examine facilitators and barriers to the integration
effort. We hypothesize that some institutions will successfully
integrate the Option Grid PDA into Epic as part of a multistep,
time-intensive process.

Methods

Design
As part of a Patient-Centered Outcomes Research Institute
(PCORI)–funded, stepped-wedge implementation trial, we asked
each participating institution to integrate Option Grid PDAs
into their Epic EHR systems. Despite the stepped-wedge design,
we began the integration effort at all institutions almost
immediately upon receiving funding to provide ample
opportunity to complete the process ahead of the active
implementation phase of the broader trial, which is when
clinicians would be expected to use Option Grid with their
patients. Successful integration was defined as the completion
of changes to the Epic system that allowed clinicians to easily
access an external website that provides access to both
interactive and PDF versions of the uterine fibroid Option Grid
PDAs [31]. Facilitators are key elements or factors that enable
a successful integration. To examine the processes required, we
adopted an exploratory case study design and collected data by
recording relevant meetings and taking field notes [32]. We
analyzed our conversations with the clinical champions, their
research teams, and Epic software analysts from various
departments (such as compliance, risk management, and
information security) at each institution. Our case study was
reported using the checklist by Rodgers et al (Multimedia
Appendix 1) [33]. The Dartmouth College Committee for the
Protection of Human Subjects (approval number:
STUDY00031464) granted ethical approval for our study.

Settings
The implementation study took place in the following
institutions: (1) Dartmouth-Hitchcock Medical Center in
Lebanon, New Hampshire; (2) Barnes-Jewish Hospital in St.
Louis, Missouri; (3) Montefiore Medical Center in Bronx, New
York; (4) Brigham and Women’s Hospital in Boston,
Massachusetts; and (5) Mayo Clinic in Rochester, Minnesota.
Each of these institutions had installed the Epic EHR product
at different times. Our case study is based on our efforts to
integrate the Option Grid into the Epic EHR system at these 5
institutions. Table 1 provides a brief description of each
institution’s Epic experience, expertise, and infrastructure.
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Table 1. Description of each institution’s Epic experience, expertise, and infrastructure.

Does the clinical champion have experience
with using patient decision aids?

Any previous experience with third-
party software integration?

Number of Epic

software analystsa
Date of Epic
adoption

Institution

YesYes170April 2011Dartmouth-Hitchcock
Medical Center

NoYes150June 2017Barnes-Jewish Hospital

NoYes200April 2015 to
June 2016

Montefiore Medical
Center

YesYesUnknownJune 2015Brigham and Women’s
Hospital

NoYes300May 2018Mayo Clinic

aEstimated number.

Option Grid PDA
The Option Grid PDA for symptomatic uterine fibroids is part
of a suite of tools developed and updated by EBSCO (Elton B
Stephens Company) Health, a commercial entity that provides
clinical decision support for health care organizations [34]. Our
collaboration with EBSCO Health for developing and
maintaining the uterine fibroids PDA came at no cost to the
research effort. The uterine fibroid tool compares 7 treatment
options: (1) watch and wait, (2) medicine with hormones, (3)
medicine without hormones, (4) embolization, (5) endometrial
ablation, (6) myomectomy, and (7) hysterectomy. The tool is
available in English and Spanish for the following 2 formats:
text-only and text accompanied by pictures (Picture Option
Grid). For the study duration, each participating institution was
granted access to the entire suite of 30 Option Grid tools.

When clinicians click the Option Grid button, they are first
presented with the entire suite of PDAs. Once clinicians select
the uterine fibroids Option Grid, they have the opportunity to
select as many as 7 treatment options that are relevant to a
particular patient. Once the PDA is generated, the clinician can
use 3 features to document the options discussed in the
encounter: print a PDF version, copy and paste a script that
includes the options selected, or send a permalink to the patient
so that they can view the Option Grid at their own convenience.
The script is an optional feature that enables clinicians to
document the use of the PDA and the options discussed in the
EHR. The clinician must either use this feature or write a note
in the EHR regarding the conversation that occurred with the
PDA, as Option Grid does not exchange any information with
the EHR. Figure 1 shows an example of an Option Grid PDA
for symptomatic uterine fibroids.

Figure 1. Snapshot of the text version of the uterine fibroid Option Grid patient decision aid.

Recruitment
The 5 institutions were selected to participate in our
implementation trial because of their inherent diversity, their
interest in implementing PDAs, and, in some cases, their

experience of practicing shared decision-making. Institutions
(from inner city Bronx to rural New Hampshire) treat an
ethnically diverse patient population across both urban and rural
settings. At each of the 5 institutions, an obstetrics and
gynecology specialist was recruited for the role of clinical
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champion (site principal investigator) for their interest in using
PDAs to improve health care delivery. The clinical champions
contacted the Epic software analysts and explained the
importance of integrating the uterine fibroids Option Grid PDA
into the EHR. The clinical champion also introduced software
analysts to the UPFRONT study team, which included an
experienced Epic technologist employed at EBSCO Health
(FA).

Data Collection
Videoconference meetings were scheduled between the
UPFRONT team and the Epic software analysts at each
institution. Following the introductory meeting, the Epic
software analysts dictated the frequency of the meetings based
on their needs for assistance or clarification from the Epic
technologist. The software analysts reached out to our study
team to schedule meetings. The meetings were a time to collect
the work summaries that had been collected by the software
analysts, identify any barriers they were facing, and discuss
solutions to overcome those barriers. Each meeting was
audio-recorded. The transcribed audio recordings and field notes
from the meetings provided the data for analysis.

Consent
The Dartmouth College Committee for the Protection of Human
Subjects waived the requirement for the written documentation
of informed consent. Standard information regarding the study
was provided to the participants. The study team sought verbal
consent from the audio recording at the start of videoconference
meetings. If verbal consent was not granted by one or more
members, then the study team took notes of meeting discussions.

Analysis
For aim 1, 2 researchers (PS and DS) reviewed meeting
transcripts and field notes and documented the steps taken to
integrate the Option Grid into Epic. Our description of the steps
was reviewed and edited by the Epic technologist (FA) and
modifications were made if required. To determine the amount
of time required for the integration, we counted the number of
months from the original email to the clinical champions to
gauge their interest in a possible integration effort to the moment
the Option Grid was launched in the site’s Epic environment.
For aim 2, we conducted an inductive thematic analysis of the
transcripts and field notes. Two researchers (PS and DS)
independently coded a sample of transcript pages and then
discussed and agreed on a codebook. The finalized codebook
(Multimedia Appendix 2) was applied to all the data to highlight
the facilitators and barriers to the integration effort. Codes were
grouped into different code categories, which were revised and
discussed by PS and DS to determine the themes. Coding
disagreements were resolved by a third researcher (GE).

Results

Overview
A total of 27 meetings were held. These included 25
videoconferences (Zoom, Webex [Cisco], or Skype [Microsoft
Corporation]) and 2 telephone meetings. Of the 27 meetings,
we were able to record 22 (81%) meetings and collated notes
for the remaining 5 (19%). The bidirectional exchange of
information between the Epic software analysts and the study
team (including the Epic technologist) during the meetings at
each institution yielded a total of 183 transcripts or field note
pages (total word count: 91,336; see Table 2 for details).
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Table 2. Details of the 27 meetings that informed the steps to integrate the patient decision aid into the electronic health record and the facilitators and
barriers to the integration effort.

Meeting personnelMeeting duration
(min:sec)

Recorded?
(yes or no)

PlatformInstitution and meeting date

Dartmouth-Hitchcock Medical Center

3 UPFRONTa study members, 4 EBSCOb Health members, and
2 clinical informatics members and clinicians

40:03YesZoomJanuary 9, 2019

2 UPFRONT study members, 1 clinical champion, 1 Epic technol-
ogist, 1 EBSCO Health member, 1 clinical informatics member
and clinician, and 2 clinicians

44:50YesPhoneFebruary 6, 2019

3 UPFRONT study members and 1 Epic technologist23:39YesWebexJuly 25, 2019

2 UPFRONT study members, 1 Epic technologist, and 1 clinical
informatics member and clinician

5:49YesZoomAugust 9, 2019

Barnes-Jewish Hospital

3 UPFRONT study members, 1 clinical champion, 1 Epic technol-
ogist, 2 EBSCO Health members, and 1 research assistant

50:24YesZoomFebruary 4, 2019

3 UPFRONT study members, 1 Epic technologist, and 1 Epic
software analyst

27:25YesZoomMay 23, 2019

3 UPFRONT study members, 2 Epic software analysts, and 1 Epic
technologist

35:07YesZoomJune 6, 2019

1 UPFRONT study member, 1 Epic software analyst, 2 clinicians,
and 18 ambulatory operations members

MDNRcYesWebexFebruary 3, 2020

1 UPFRONT study member, 1 Epic technologist, 1 Epic software
analyst, and 1 interfaces team member

MDNRYesWebexFebruary 11, 2020

1 UPFRONT study member, 1 Epic technologist, and 1 Epic soft-
ware analyst

27:35YesWebexMarch 3, 2020

Montefiore Medical Center

2 clinical champions, 1 UPFRONT study member, 1 Epic software
analyst, and 3 research assistants

7:45YesZoomJanuary 22, 2019

2 UPFRONT study members, 2 EBSCO Health members, and 4
Epic software analysts

27:38YesZoomJanuary 30, 2019

1 clinical champion, 2 UPFRONT study members, 1 Epic technol-
ogist, 2 Epic software analysts, and 2 research assistants

—dNoSkypeJanuary 14, 2020

Brigham and Women’s Hospital

2 UPFRONT study members and 1 partners operations member21:59YesZoomJanuary 25, 2019

2 UPFRONT study members and 2 Epic software analysts33:28YesZoomFebruary 18, 2019

2 UPFRONT study members and 2 Epic software analysts15:45YesZoomMarch 27, 2019

3 UPFRONT study members, 1 Epic technologist, 5 Epic software
analysts, and 1 research assistant

37:08YesZoomMay 22, 2019

2 UPFRONT study members, 1 Epic technologist, 1 partners oper-
ations member, and 2 research assistants

18:42YesZoomJuly 29, 2019

1 UPFRONT study member, 1 Epic technologist, and 2 Epic soft-
ware analysts

MDNRYesWebexJanuary 9, 2020

1 clinical champion, 1 UPFRONT study member, 1 Epic technol-
ogist, and 2 Epic software analysts

MDNRYesWebexMarch 30, 2020

1 UPFRONT study member, 1 Epic technologist, 1 research assis-
tant, and 2 information security analysts

—NoPhoneApril 24, 2020

1 Clinical champion, 1 Epic technologist, 2 Epic software analysts,
and 1 research assistant

—NoWebexMay 28, 2020

1 UPFRONT study member, 1 Epic technologist, 2 Epic software
analysts, and 1 EBSCO Health member

—NoWebexJune 5, 2020
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Meeting personnelMeeting duration
(min:sec)

Recorded?
(yes or no)

PlatformInstitution and meeting date

1 UPFRONT study member, 1 Epic technologist, and 2 Epic soft-
ware analysts

—NoWebexJune 23, 2020

Mayo Clinic

1 Clinical champion, 1 UPFRONT study member, and 3 Epic
software analysts

47:59YesWebexJanuary 23, 2019

1 clinical champion, 3 UPFRONT study members, 1 Epic technol-
ogist, 3 Epic software analysts, and 1 research assistant

47:33YesZoomJuly 24, 2019

1 UPFRONT study member, 1 Epic technologist, and 3 Epic soft-
ware analysts

MDNRYesWebexJanuary 29, 2020

aUPFRONT: Uterine Fibroids Options.
bEBSCO: Elton B Stephens Company.
cMDNR: meeting duration not recorded.
dNot available. Participants did not agree to be recorded.

Aim 1: The Steps Taken to Integrate the PDA Into
Epic
We were able to describe the process of integrating the Option
Grid PDAs into Epic by identifying 6 common process steps
across the institutions (Textboxes 1 and 2).

The timeline for completing the 6 steps varied across
institutions, but overall, up to 18 months (January 2019 to June
2020) was required to integrate the Option Grid PDAs into the
Epic EHR system. The timeline began in January 2019, which
was when all clinical champions received an email to gauge
interest in integrating Option Grid into a clinician-facing menu
in their Epic system. Although work began to place a button in
an agreed location nominated by clinicians at each institution,

a policy decision was made by EBSCO Health in August 2019
to use Substitutable Medical Applications and Reusable
Technologies (SMART) and Fast Healthcare Interoperability
Resources (FHIR) standards and list the application on Epic’s
App Orchard to simplify the setup and maintenance of the tool
throughout the study period. Owing to the COVID-19 pandemic,
integration efforts at 2 institutions were paused to redirect
resources to other more pressing initiatives. One institution was
able to resume the effort, whereas the other institution had
competing priorities and was forced to furlough some personnel
involved in the integration process. Thus, we were only able to
complete the integration of Option Grid into Epic at 4 of the 5
sites. Figure 2 details the integration timeline following the
policy decision, beginning with the security risk assessment
(Step 2) and ending with the Option Grid launch (Step 6).
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Textbox 1. Steps to integrate the Option Grid patient decision aids into the electronic health record.

Step 1: Negotiating task priority with Epic software teams

• The clinical champions at each site requested the changes into their Epic systems, establishing the clinical benefit of providing easy access to
the Option Grid website in a clinician-facing menu location. Epic teams had to reprioritize their tasks, given existing work schedules. In one
setting, agreement to reprioritize required negotiation and financial support

Step 2: Security risk assessment

• Each institution had different security risk assessment processes, with each requiring departmental approval. Typically, 3 levels of security checks
were required, related to the changes in outpatient processes or menus, information flows and dependencies, and communication with third-party
tools. Epic has different modules (ie, outpatient, inpatient, and research) and each has its own operations and approval groups. The Ambulatory
Operations group is responsible for reviewing requests related to general outpatient workflows (Barnes-Jewish Hospital and Montefiore Medical
Center). In the case of Barnes-Jewish Hospital, the integration had to also be approved by the Interfaces Operations group, which manages
requests related to any information that gets moved in and out of Epic via interfaces, and the Infrastructure team, which manages the App Orchard.
The Mayo Clinic also had 3 levels of security: (1) Security, Privacy, Architecture and Data Assurance reviews new technology that will be
integrated into Epic; (2) Clinical Decision Support reviews electronic health record (EHR) change requests that have endorsement from a clinical
or practice committee and includes some form of clinical decision support (ie, patient decision aids [PDAs]); and (3) the Obstetrics and Gynecology
specialty group, which reviews any new process, procedure, or app that will be integrated into Epic from the clinical perspective. The 4 levels
of security at Brigham and Women’s Hospital include (1) the clinical vetting that reviews the study context with 2 clinicians; (2) the technical
feasibility of the project evaluated by an Epic team leader, (3) technical assessment (see Step 3 for details); and (4) the security risk assessment
that represents an internal process to review the application being integrated into Epic. Security review was considered unnecessary at
Dartmouth-Hitchcock because the Option Grid tools were merged with an existing decision support product—HealthDecision. Analysts were
particularly focused on data exchange requirements between the Option Grid app and Epic. The lack of protected health information (PHI) transfer
was important. Using Substitutable Medical Applications and Reusable Technologies on Fast Healthcare Interoperability Resources to allow
approval for the synchronization of the private Option Grid App Orchard app with the institution’s Epic environment (Step 4 for details)
standardized the process across all 5 sites

Step 3: Technical review

• The Epic software analysts determined the number of personnel and time required for the overall software changes. Once the level of effort,
allocation of tasks, and timelines were established, the software analysts were ready for the build

Step 4: Epic configuration

• Before commencing the build, all clinical champions indicated their preference for placing the Option Grid button in the patient’s chart under
the More menu in their toolbar at the top. Some clinical champions preferred that the button be accessible to the entire institution, whereas others
preferred a restricted access to their obstetrics and gynecology department. Our study team’s Epic technologist then developed and shared a build
guide with each institution. The guide outlined the study objectives, the Epic-specific configurations required, and described how the Option
Grid would not require access to PHI. The Epic software analysts configured access to the Option Grid PDA using Health Level 7 Substitutable
Medical Applications and Reusable Technologies on Fast Healthcare Interoperability Resources (see Textbox 2 for further details). The guide
contained 4 steps:

• Accessing the app at the Epic App Orchard

• Enabling synchronization of the Option Grid PDA on the App Orchard with the institution’s Epic environment

• Establishing a test environment before launch in a production environment

• Requesting whitelisting of the Option Grid domains so that the app could be accessed within Epic’s EHR menus, tasks, and options. Epic
uses the term Hyperspace to describe this view of the software. Launching Option Grid within Hyperspace allows clinicians to have an easy
access to the PDAs, without having to navigate to an external website

Step 5: Troubleshooting

• The software analysts ensured that menu locations, access requests, and user identification were all functioning as planned. This step represented
a final check to ensure that all the Option Grid features were operational

Step 6: Launch

• After troubleshooting, the new configuration was migrated to the production environment and the Option Grid was launched. This means that
clinicians could access the Option Grid button and be directed to the Option Grid website where they can generate a PDA for their patients
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Textbox 2. Health Level 7 Substitutable Medical Applications and Reusable Technologies on Fast Healthcare Interoperability Resources authentication.

SMART on FHIR

• Substitutable Medical Applications and Reusable Technologies (SMART) is an “open, standards-based platform that enables innovators to create
applications that seamlessly and securely run across the healthcare system” [35]. Health Level 7 (HL7) is an “industry organization that develops
standards for the exchange, integration, sharing and retrieval of EHR information” [36]. HL7 adopted the OAuth2-based SMART App Launch
framework as a core interoperability standard. HL7 also developed the Fast Healthcare Interoperability Resources (FHIR) standard to ensure
interoperability, extensibility, and speed while searching for information across clinical applications [37]. SMART, along with FHIR—collectively
referred to as SMART on FHIR—connects third-party apps to Epic, enabling them to reliably and securely launch in Epic’s Hyperspace desktop
client [38]. We used SMART on FHIR authentication for the following 3 reasons:

• Improved analytics: allows the tracking of app use so that we can determine the number of eligible patients who received the uterine fibroid
Option Grid patient decision aid (PDA)

• Improved control for data access: SMART on FHIR allows a better control of the information shared with third-party apps

• Uses existing authorizations: using FHIR allows clinician access to the Option Grid PDAs in their existing user interface (Epic’s Hyperspace)

• To leverage SMART on FHIR, Epic requires apps to participate in its App Orchard app store. For the UPFRONT (Uterine Fibroids Options)
study, EBSCO (Elton B Stephens Company) chose to list Option Grid as a private app on the Epic App Orchard and allowed access by the 5
participating institutions. This also simplified the setup and maintenance of the PDA app during the study period.

Figure 2. Timeline of the electronic health record integration of the Option Grid patient decision aid. OB/GYN: obstetrics and gynecology.

Aim 2: Thematic Analysis of Facilitators and Barriers
to EHR Integration
We identified 4 integration facilitators (Textbox 3):

Textbox 3. Facilitators of electronic health record integration.

Facilitators

1. Clinical advocacy: presence of a clinical champion at each institution

2. Electronic health record expertise: presence of an Epic technologist with experience in building apps in Epic

3. Standardization of process: use of Substitutable Medical Applications and Reusable Technologies on Fast Healthcare Interoperability Resources
standards

4. Avoidance of protected health information (PHI) data transfer: no exchange of PHI between Option Grid and the institution’s local Epic environment
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Clinical Advocacy
The clinical champions provided the required professional
arguments for integration and served as a gateway to the Epic
software analysts and lobbied for prioritization of the task. For
instance, the principal investigator at Montefiore Medical Center
advocated for the Epic software analysts to prioritize the
integration effort:

We are getting it prioritized by the Epic work group
with a goal for the summer. [Principal investigator at
the Montefiore Medical Center]

EHR Expertise
Having an EHR expert on our study team with a direct
experience of Epic EHR environments and of the app’s
requirements at EBSCO was a major facilitator. He developed
a build guide, which facilitated the integration of Option Grid
PDAs in Epic at the 5 settings. Throughout the meetings, the
EHR expert supported the software analysts by answering
questions, clarifying points of confusion, and providing solutions
for any technical issues that arose throughout the process. The
following is an example of an exchange between the Epic expert
and a software analyst at Barnes-Jewish Hospital during the
troubleshooting step of the integration process:

The environment is listed in our App Orchard listing
and has the test client ID. Can we test? [launch URL
provided] The tokens in the OAuth context values are
the same. [Epic technologist]

Thank you—I updated the URL item in the record and
tested it again. That seemed to work! I am able to
open the Uterine Fibroids Option Grid, copy and
paste information, open a PDF, and print the PDF.
[Barnes-Jewish hospital software analyst]

Standardization of Process
First, the use of SMART on FHIR standards provided a helpful
and officially sanctioned way to better control the information
being shared with a third party such as the Option Grid PDA.
As described in Textbox 2, the process provided clinicians with
single sign-on credentials and enabled us to track the number
of times each clinician generated or accessed a uterine fibroid
PDA. The Epic technologist also indicated that Epic
recommends SMART on FHIR over alternative launch methods
such as active guidelines and other URL-based methods:

The reason we went with SMART authentication is
because Epic specifically advised us to do so for
newer implementations. [Epic technologist]

Avoidance of Protected Health Information Data
Transfer
Placing the Option Grid PDA as a private app in Epic’s App
Orchard restricted Option Grid from retrieving protected health
information (PHI). Option Grid instructed Epic to block certain
features (ie, incoming application programming interface), so
their organization would be unable to attain PHI. This
arrangement eased the security concerns at each institution. For
example, a software analyst at the Mayo Clinic informed us that
it would be easier to obtain approval from the security team if
PHI was not leaving their Epic environment:

When we bring in new technology it has to go to
Security, Privacy, Architecture and Data Assurance
(SPAD) review, but if there is no PHI it will get
blessed faster. [Mayo software analyst]

We identified 3 themes that represented barriers to the
integration effort (Textbox 4).

Textbox 4. Barriers of electronic health record integration.

Barriers

1. Commercial third-party autonomy: lack of control over the Option Grid patient decision aid product owned by EBSCO Health

2. Electronic health record updates and maintenance: periodic Epic upgrades causing some delays and functionality issues

3. Unforeseen software problems: found while troubleshooting the app leading to minor delays to launch

Commercial Third-Party Autonomy
Although our collaboration with EBSCO was an overall
facilitator, it also presented a barrier. EBSCO owns the Option
Grid product, and as researchers, we have no influence on
product development. Future product development may require
additional integration efforts during the life of the study and
remain a risk area. For instance, the policy decision in August
2019 to change the integration strategy forced software analysts
to adapt and use a different configuration than originally
planned. The following is a part of the study team’s
communication to each institution, explaining the shift in
integration strategy:

EBSCO has been working on enhancing Option Grid
and its integration with Epic. This process will utilize
SMART and FHIR standards. As a result, we are

requesting to delay the integration build in your Epic
environment. [UPFRONT study team]

EHR Updates and Maintenance
Some institutions have regular Epic upgrades and either refrain
from integrating apps during those upgrades or impose a freeze
on all new software configurations. The software analysts did
their best to plan ahead and sidestep this barrier at the final step.
The following are 2 quotes that highlight reluctance to launch
the button during an upgrade:

Some customers have code freezes that could last
more than a month when they have Epic upgrades.
[EHR technologist]

We generally don’t push out new applications during
an Epic upgrade. [Brigham software analyst]
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Unforeseen Software Problems
We experienced unforeseen software-related problems during
the troubleshooting steps. In some settings, clinicians were
unable to print PDF versions of the tool or copy and paste the
script documenting the uterine fibroid options discussed in the
patient’s record. These software issues were conveyed to our
EHR technologist:

We confirmed that the copy/paste does not work when
launching the application. [Dartmouth software
analyst]

The PDF button did not work. I was still able to
navigate elsewhere on the page, but the PDF button
was non-responsive. [Brigham software analyst]

These issues were quickly resolved through collaboration
between the software analysts and the Epic technologist and
did not significantly delay the launch of the Option Grid in the
site’s Epic environments.

Discussion

Principal Findings
The integration of Option Grid PDAs into an EHR such as Epic
requires clinical advocacy, a standardized process that avoids
using PHI, and expertise to guide the process. Without the
support of a clinical champion in each setting, we would not
have been able to initiate the process of PDA integration. At
the core of the work are issues of security and reassuring the
organization that data transfers will not breach security
protocols. SMART on FHIR addresses the data security
requirements by allowing for a better control of the information
being shared with a third party such as Option Grid. The
availability of an EHR expert on our study team provided the
necessary guidance and reassurance to the existing Epic teams.
With all these components and facilitators present, the
integration process took up to 18 months to achieve. Barriers
were the lack of control over the Option Grid product, EHR
updates and maintenance, and unforeseen software problems
that caused delays and functionality issues.

Strengths and Limitations
Our use of a case study method to elicit a real-world, in-depth
understanding of the steps required to integrate PDAs into Epic,
and the associated barriers and facilitators, is novel and provides
new insights. However, this study has limitations. First, we were
only able to examine the Epic EHR system, so we do not know
if our description of the integration process steps applies to
other systems. Second, the Option Grid PDAs do not require
the use of PHI data. Some PDAs being developed require the
exchange of PHI, which we suspect would prolong integration
timelines at many institutions. Third, all the institutions were
large academic medical centers with expertise in configuring
the Epic EHR system, so we do not know if our findings are
applicable to smaller clinical practices that lack such capability.
Fourth, we did not conduct a thematic analysis to address our
first aim. However, despite the absence of a thematic analysis,
we feel like a review of meeting transcripts, with oversight from
an Epic technologist, represents the appropriate method to
determine the steps to integrate the Option Grid PDA into Epic.

Furthermore, it is not known whether EBSCO Health would
provide an Epic technologist to other customers or organizations
aiming to integrate Option Grid in their Epic. Finally, because
of the COVID-19 pandemic, we were only able to integrate the
Option Grid PDAs at 4 of the 5 institutions. One institution had
to redirect resources to other initiatives and were faced with
staffing limitations, which led to a pause in the integration effort.
We did not include this as a barrier, considering that under
normal circumstances, the institution would be positioned to
complete the integration of Option Grid in their Epic.

Results in Context
To the best of our knowledge, this is the first study to describe
SMART on FHIR standards to integrate third-party PDAs, such
as Option Grid, into an EHR system. Our results address an
important gap outlined by a recent feasibility study that
integrated a third-party prostate cancer screening PDA app into
the EHR [3]. The authors of that study recognized the potential
of SMART on FHIR to standardize secure data exchange and
enable integration across a variety of EHRs [3]. However,
research has focused on the interoperability of FHIR standards.
For instance, a recent review showed how FHIR moved clinical
information (medical images and quality metrics) found on
different platforms in the EHR into a single platform to
streamline the workflow of radiologists [37]. Similarly, another
system has used FHIR standards to collect data from multiple
sources in the EHR, automate analyses of laboratory test results,
and generate easy-to-read reports for patients and their clinicians
[39].

For aim 2, a key facilitator of Option Grid PDA integration into
Epic systems was the presence of a clinical champion. This
aligns with the results of an effort to integrate an EHR-based
PDA in the emergency department for concussion and brain
injury decisions [40]. They reported the critical need to engage
clinicians and other information technology stakeholders [40].
In our case, the clinical champion served as an intermediary
between the study team and the Epic software analysts,
facilitated prioritization, and identified the EHR menu button
location to ensure visibility. Clinicians’ input in the integration
process is reported to potentially cause the sustained use of the
tools in practice [41,42] and is key to an integration effort,
regardless of the format or mode of delivery [14,43-45].

Implications
Integrating third-party software into EHR systems requires a
clinical champion to advocate for the task at the institutional
level and an EHR expert who can guide software analyst teams
throughout the process. From a policy perspective, implementing
SMART on FHIR-compatible servers, which has been done at
Duke Medical Center, can improve interoperability and the
seamless integration of patient-facing apps [46]. However, the
technologies for standardizing the integration of various types
of apps, such as Option Grid, do not necessarily mean that they
will be used in clinical practice. Integration, though difficult to
achieve, seems to be the first step to ensure that clinicians have
access to such tools. Providing an integration guide for other
organizations to follow and identifying the barriers and
facilitators of the process will enable more tools to be integrated
into workflows. However, access alone might not lead to use,
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as observed by others [21]. Future work should include usability,
acceptability, or health technology assessments to further
evaluate how to trigger clinicians to access and use embedded
PDAs [22].

Conclusions
Integrating the uterine fibroid Option Grid PDA into
clinician-facing menus in Epic was an approximately 18-month

process, facilitated by a clinical champion who lobbied for the
prioritization of the effort at the institutional level, and an EHR
expert who guided the Epic software analysts throughout the
study. The use of Health Level 7 SMART on FHIR standardized
the integration effort, provided clinicians with single sign-on
credentials, and more importantly blocked the exchange of PHI
between Epic and Option Grid PDAs. Whether integration leads
to patient use remains an open question.
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Abstract

Background: Telemonitoring could offer solutions to the mounting challenges for health care and could improve patient
self-management. Studies have addressed the benefits and challenges of telemonitoring for certain patient groups.

Objective: This paper will examine the nationwide uptake of telemonitoring in chronic care in the Netherlands from 2014 to
2019 by means of an annual representative survey among patients and health care professionals.

Methods: Between 2014 and 2019, approximately 2900 patients with chronic diseases, 700 nurses, and 500 general practitioners
(GPs) and medical specialists received a questionnaire. About 30 questions addressed topics about the use of eHealth and
experiences with it, including data about telemonitoring.

Results: Between 2014 and 2019, the use of telemonitoring remained stable for all groups except medical specialists. In medical

specialist departments, the use of telemonitoring increased from 11.2% (18/161) in 2014 to 19.6% (36/184) in 2019 (χ2
4=12.3;

P=.02). In 2019, telemonitoring was used by 5.8% (28/485) of people with chronic disease. This was 18.2% (41/225) in GP
organizations and 40.4% (44/109), 38.0% (78/205), and 8.9% (29/325) in the organizations of nurses working in primary,
secondary, and elderly care, respectively. Up to 10% of the targeted patient group such as diabetics were regarded by health care
professionals as suitable for using telemonitoring. The main benefits mentioned by the patients were “comfort” (421/1043, 40.4%)
and “living at home for longer/more comfortably” (334/1047, 31.9%). Health care professionals added “improvement of
self-management” (63/176, 35.8% to 57/71, 80.3%), “better understanding of the patient’s condition” (47/176, 26.7% to 42/71,
59.2%), “reduction of workload” (53/134, 39.6% of nurses in elderly care), “better tailoring of care plan to the patient’s situation”
(95/225, 42.2% of GPs), and “saves time for patients/caregivers” (61/176, 34.7% of medical specialists). Disadvantages mentioned
by professionals were that “it takes time to monitor data” (13/130, 10% to 108/225, 48.0%), “it takes time to follow up alerts”
(15/130, 11.5% to 117/225, 52.0%), and “it is difficult to estimate which patients can work with telemonitoring” (22/113, 19.5%
to 94/225, 41.8%).

Conclusions: The uptake of telemonitoring in Dutch chronic care remained stable during 2014-2019 but increased among
medical specialists. According to both patients and professionals, telemonitoring improves the quality of life and quality of care.
Skills for suitably including eligible patients and for allocating the tasks of data monitoring and follow-up care within the team
would help to further increase the use of telemonitoring.
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Introduction

Added Value of Telemonitoring
Telemonitoring could broaden access to health care and offer
solutions to the mounting challenges for the health care system
such as an ageing population, which is creating a demand for
long-term care, rising expectations from patients who are better
informed about health issues, and the pressure on national health
care budgets due to these demands [1-4]. Telemonitoring uses
technology such as videoconferencing, email, remote electronic
monitoring equipment, social network apps, and internet portals
to allow monitoring and self-monitoring of health data by
patients and health-related education and long-distance
interventions by health care professionals (HCPs) [5-7]. Several
studies have addressed the benefits of telemonitoring, for
example, better access to health care and the cost-effective
delivery of health care. Telemonitoring could reduce face-to-face
consultations and clinic visits. In addition, telemonitoring
improves the quality of care and clinical outcomes through
continuous and reliable monitoring of data, immediate
assessment, triage, and interventions. Telemonitoring could also
improve patient empowerment, self-management, and
compliance [4,8-16].

Implementation of Telemonitoring
Implementation and actual use of telemonitoring in daily
practice require well-thought-out action plans, for example, for
selecting appropriate interventions or for tailoring the design
to the needs of the user group. In addition, telemonitoring should
be seamlessly integrated into the health care processes and
should avoid disrupting the HCPs’ existing workflow. It was
also recommended that telemonitoring should be part of
“blended care” as both patients and HCPs prefer face-to-face
encounters [17,18]. Implementation programs for telemonitoring
should tackle barriers to actual use. Some studies found barriers
that are related to “users” of telemonitoring such as lack of
digital skills, resistance to change, and lack of direct personal
benefit. Mentioned examples of barriers that were related to the
context were lack of privacy (or fear of it), security, patient
safety, a properly working internet connection, proper
technological infrastructure, regulations, funding, and task
allocation [4,19].

Telemonitoring in the Netherlands
In the Netherlands, an enabling factor related to the context of
telemonitoring is the availability of 4G mobile networks and
high-speed broadband Internet access, even in rural areas [20].
Currently, 90% of Dutch people use the internet daily. In
particular, over the last 5 years, older people, the less
well-educated, those born outside the country, and low-income
households have caught up [21]. In terms of policy, several
national documents, studies, and guidelines for eHealth have
been developed during the last 10 years addressing privacy and
patient safety in the use of eHealth [22,23]. In 2012, the Dutch

National Implementation Agenda for eHealth was launched,
followed by the eHealth Governance Covenant 2014 - 2019
[24] and a framework on the use of eHealth by HCPs [23]. As
regards funding, telemonitoring is covered by the Dutch health
insurance system; in particular, the funding of follow-up
consultations improved in 2019. Still, HCPs do not have the
funds to upscale telemonitoring [25].

Annual Nationwide Representative Study Among
Health Care Professionals
Since 2013, the nationwide uptake of eHealth in general by
patients and HCPs has been investigated annually and reported
in what is known as the “eHealth-monitor.” This investigation
was commissioned by the Dutch Ministry of Health, Welfare
and Sport. The aim of the annual eHealth-monitor was to
investigate the implementation of eHealth and to boost its
implementation in subsequent health care policy. Every year,
about 30 questions addressed topics on the use of eHealth and
experiences with it, including telemonitoring. The findings from
the perspectives of nurses, general practitioners (GPs), medical
specialists, and patients with a chronic disease increased the
understanding of the implementation of telemonitoring and the
uptake of telemonitoring in daily practice. To our knowledge,
our study is the first scientific paper on the nationwide uptake
of telemonitoring for all patient groups in chronic care over a
long period of time. We analyzed data on the actual use of
telemonitoring by patients and HCPs in daily chronic care. In
addition, opinions on and experiences with telemonitoring were
analyzed.

Methods

Study Design
Since 2013, data for the eHealth-monitor has been collected
annually using various nationwide panels. Written and online
questionnaires on eHealth were sent to GPs, medical specialists,
nurses (practice nurses and practice assistants working in elderly
care, GP care, and hospital care), and people with chronic
diseases. All participants were approached in March.
Nonresponders initially received 1 written or 2 online reminders.
For this study, data from respondents on questions about
telemonitoring between 2014 and 2019 were used.

Study Population
People with chronic diseases may be included in the
representative National Panel of people with Chronic illness or
Disability (NPCD) [26]. Inclusion criteria for the NPCD are
age 15 or older, diagnosed with a somatic chronic disease, aware
of the diagnosis, having a life expectancy of more than 6 months,
mentally capable of participating, and not permanently
institutionalized. Every year, 500 new panel members are
selected to replace panel members who have withdrawn or who
have participated for 4 years. The questions on telemonitoring
were posed in 2015, 2017, and 2019.
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Nurses are participants in a representative nursing staff panel.
The nursing staff panel consists of a nationwide group of nursing
staff members (nurses, caregivers, and practice assistants) in
various health care settings who deliver direct patient care. The
recruitment of members of the nursing staff panel takes place
through a random sample of two pension funds. Together, these
pension funds register all employees in the Dutch health care
sector. Nursing staff were asked to participate in health care
research for various purposes. People who agreed and who
delivered direct nursing care to patients could join the nursing
staff panel. The questions on telemonitoring were asked
annually, from 2014 until 2019. For this study, the data of nurses
working in primary care, secondary care, and elderly care were
used. For 2014 until 2016, the data of nurses working in the
curative sectors (practice nurses and nurses working in hospital
care) were taken together. From 2017 onwards, these sectors
were split into two samples.

General practitioners and medical specialists are participants in
a representative doctor’s panel. Included are all registered GPs
and medical specialists of the Royal Dutch Medical Association.
Inclusion criteria for participating in the eHealth-monitor were
practicing in the past year and being involved in the diagnosis
or treatment of patients. From these doctors, certain
specializations were excluded: public and occupational health,
forensic medicine, addiction medicine, and psychiatry. The
questions on telemonitoring were asked annually, from 2014
until 2019.

Questionnaires
All participants were asked about their use of telemonitoring
and experience with its advantages and disadvantages in the
previous 12 months. In addition, HCPs were asked for which
portion of patients telemonitoring was used and for which patient
groups relevant (Textbox 1).
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Textbox 1. Questionnaires.

Telemonitoring: Remote monitoring of a patient, in which they measure their own health values (for example, blood pressure, blood sugar level)
using a meter, sensor, or other device in the home situation and in which they could also respond to some questions. The HCP receives these data
digitally.

People with chronic diseases who measure health values themselves

• Which of the following statements apply to you? (multiple answers possible)

• I electronically submit my self-measured health values to my health care provider (eg, by email or automatically via computer or mobile app)
(2015, 2017, 2019)

• My health care provider can see my health data on a website or in a mobile app (2015, 2017, 2019)

• My health care provider looks at my self-measured health data before or during a consultation and discusses it with me (2015, 2017, 2019)

• My health care provider keeps an eye on my self-measured health data remotely and contacts me if anything is wrong (2015, 2017, 2019)

• Can you say how desirable or necessary telemonitoring is for you? (2017)

• Could you please answer the following statements? (2019) I notice or think that telemonitoring...

• ...makes it easier for me to live at home longer and/or more easily

• ...takes a lot of effort for me

• ...improves my care

• ...makes me very tense

Nurses

• Has telemonitoring been used in your organization in the past year? (2014-2019)

• If so, what proportion of your clients/patients use telemonitoring (estimated)? (2016, 2017, 2019)

• If so, what proportion of your clients do you think telemonitoring makes sense for (estimated)? (2019)

• What advantages and disadvantages do you experience with telemonitoring or expect from it? (multiple answers possible) (2019)

General practitioners

• Could you state whether telemonitoring is applied to the following patient groups (in your practice)? If telemonitoring is not applied, could you
please state whether there are plans to start within a year and whether you would like to do so? (2014-2017)

• In your practice, some of your patients with diabetes are currently being monitored by telemonitoring. Could you please estimate the proportion
of your diabetes patients for whom you think telemonitoring is sensible? What proportion of your diabetes patients do use it? (2015-2017)

• Is telemonitoring of patients relevant to you or your practice, and is it used within your practice for some or all of the patients? (2019)

• Could you estimate the size of the group of patients for whom you think telemonitoring is sensible and for whom you or other HCPs actually use
it in your practice? (2019)

• What advantages and disadvantages do you experience with telemonitoring or expect from it? (multiple answers possible) (2019)

Medical specialists

• Is telemonitoring of patients relevant to your medical specialty, and is it applied by your department for some or all patients? (2014-2017, 2019)

• For which group of your patients is telemonitoring relevant? (2015-2017)

• Could you estimate the size of the group of patients for whom you think telemonitoring is sensible and for whom you or other HCPs actually use
it at your department? (2015-2017, 2019)

• What advantages and disadvantages do you experience with telemonitoring or expect from it? (multiple answers possible) (2019)

Data Analysis
Descriptive analyses were conducted to study the use and
experiences of telemonitoring. Data from the questionnaires
among people with a chronic disease and nursing staff were
analyzed using Stata, version 15.0 (StataCorp). The results from
the questionnaires among GPs and medical specialists were
analyzed using SPSS, version 25.0 (IBM Corp).

For questions asked to people with chronic diseases, the
descriptive analyses were weighted for age and gender in such
a way that it resembled the distribution of age and gender within
the Dutch population from age 18 years, based on data from
Statistics Netherlands. We applied a weighting factor ranging
from 0.65 to 2.28. The samples for nurses and GPs are fairly
representative of the Dutch population of nurses and GPs
regarding gender, but the response is not representative for age:
GPs younger than 35 years and GPs and nurses 50 years and
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older responded more often. Nevertheless, we did not use a
weight factor to correct for this because applying the weight
factor did not affect the results. For questions asked to medical
specialists, the descriptive analyses were weighted for type of
specialty. We applied a weighting factor ranging from 0.5 to
1.7.

Results

Participants
Over the years, data were used from 485-633 people with a
chronic disease, 322-607 nurses working in elderly care,

220-367 nurses working in the curative disciplines (primary
and secondary care), 225-396 GPs, and 184-386 medical
specialists who answered questions about telemonitoring (Table
1). The mean age of people with chronic disease was 64.5 to
66.4 years. The mean age of nurses varied from 46.7 to 52.2
years. The mean ages of GPs and medical specialists ranged
from 50.0 to 52.6 years and 49.4 to 53.9 years, respectively.
Approximately half of the people with chronic disease and the
doctors were men; among nurses, only 3.5% (21/607) to 16.1%
(25/155) were men.
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Table 1. Study population per year.a

201920182017201620152014Characteristic

People with chronic disease

1292—1357—1448—bResponses, n

485—633—604—Telemonitoring responses, nc

234 (48.2)—304 (48.0)—315 (52.2)—Male, n (%)

64.5 (11.9)—66.4 (12.1)—64.9 (12.7)—Age (years), mean (SD)

95 (19.6)—156 (24.6)—133 (22.0)—Low education, n (%)

Nurses in elderly care

325322341433607408Telemonitoring responses, n

19 (5.8)29 (9.0)15 (4.4)20 (4.6)21 (3.5)18 (4.4)Male, n (%)

50.9 (11.1)50.1 (10.8)52.2 (9.5)49.7 (10.3)48.9 (10.8)50.8 (8.9)Age (years), mean (SD)

Nurses in curative sectors

———220316262Telemonitoring responses, n

———25 (11.4)36 (11.4)26 (9.9)Male, n (%)

———48.4 (10.7)46.7 (11.4)48.8 (9.6)Age (years), mean (SD)

Practice nurses

109124212———Telemonitoring responses, n

8 (7.3)8 (6.5)12 (5.7)———Male, n (%)

52.0 (9.1)50.4 (9.0)50.8 (8.6)———Age (years), mean (SD)

Nurses in hospital care

205211155———Telemonitoring responses, n

27 (13.2)29 (13.7)25 (16.1)———Male, n (%)

48.2 (12.4)50.0 (11.2)49.4 (11.0)———Age (years), mean (SD)

General practitioners

225—290316396—Telemonitoring responses, n

106 (47.1)—133 (45.9)162 (51.3)194 (49.0)—Male, n (%)

52.6 (9.1)—51.5 (9.7)51.1 (9.9)50.0 (10.2)—Age (years), mean (SD)

Medical specialists

184—253274386—Telemonitoring responses, nd

118 (64.1)—153 (60.5)151 (55.1)203 (52.6)—Male, n (%)

53.9 (9.7)—51.9 (11.3)49.4 (11.1)49.8 (11.3)—Age (years), mean (SD)

aAmong general practitioners and medical specialists, the questions in 2015, 2016, and 2017 were different from those in 2019.
bNot available.
cQuestion was only asked to persons who measured health outcomes by themselves.
dWeighted by type of specialty.

Actual Use of Telemonitoring
In 2019, 5.8% (28/485) of people with a chronic disease stated
that their HCP monitors the health values remotely and contacts
them if anything looks wrong (Table 2). In 2015, this figure
was 3.3% (20/604). Most of them had been diagnosed with
cardiovascular disease or diabetes. In 2019, 38.0% (78/205) of
nurses working in secondary care and 40.4% (44/109) in primary
care stated that their organization uses telemonitoring. In 2014,
this percentage was 34.0% (89/262) for nurses working in the

curative disciplines (both hospital and general practice nurses).
Among nurses working in elderly care this was 8.9% (29/325)
in 2019 and 11.3% (46/408) in 2014. In addition, 18.2%
(41/225)of GPs and 19.6% (36/184)of medical specialists stated
that telemonitoring was used in their organizations in 2019.
These percentages were 17.0% and 11.2%, respectively, in 2014.
Among medical specialists, this number has grown significantly

over the years (χ2
4=12.3, P=.02). Up to 10% of the targeted
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patient group, including people with diabetes, is reckoned to be suitable for using telemonitoring.

Table 2. Proportions of patients and health care professionals (HCPs) using telemonitoring, from 2014 to 2019.

201920182017201620152014Population using telemonitoring

28 (5.8)—37 (5.8)—20 (3.3)—bPatients with a chronic disease, n (%)a

Elderly care

29 (8.9)———70 (11.5)46 (11.3)Nurses, n (%)c

17 (1-10)—25 (1-10)27 (1-10)——Patients using telemonitoring, n (mode %)d

Primary/secondary care

———84 (38.2)126 (39.9)89 (34.0)Nurses, n (%)

———18 (1-10)——Patients using telemonitoring, n (mode %)

Primary care

44 (40.4)58 (46.8)85 (40.1)———Nurses, n (%)

25 (1-10)—61 (1-10)———Patients using telemonitoring, n (mode %)

Secondary care

78 (38.0)80 (37.9 )50 (32.3)———Nurses, n (%)

22 (1-10)—14 (1-10)———Patients using telemonitoring, n (mode %)

41 (18.2)—26 (9.0)41 (13.0)49 (12.4)29 (17.0)General practitioners, n (%)c

——21 (Diabetes)37 (Diabetes)43 (Diabetes)25 (Diabetes)Group using telemonitoring, n (mode group)

——10 (1-10)20 (1-10)26 (1-10)—Relevant for diabetes, n (mode %)d

36 (19.6)—29 (11.5)26 (9.5)41 (10.6)18 (11.2)Medical specialists, n (%)c

———19 (1-10)24 (1-10)—Relevant for patients, n (mode %)d

——11 (Diabetes)9 (Diabetes)13 (Diabetes)—Relevant for patient group, n (mode group)e

aThe proportion of responding patients stating they are monitored on self-reported health measures by HCP (remotely).
bNot available.
cThe proportion of responding HCPs stating that telemonitoring is relevant or is used at their department, practice, or organization. Difference between

years (χ2
4=12.3; P=.02).

dProportion of patients using telemonitoring according to the HCPs; possible answers: none, up to 10%, up to 20%, up to 50%, up to 100%, I don’t
know.
eThe most often mentioned were these groups: diabetes, heart failure, chronic obstructive pulmonary disease, and asthma.

Advantages and Disadvantages of Telemonitoring
Of patients with a chronic disease, 40.4% (421/1043) agreed or
totally agreed with the statement “telemonitoring improves my
comfort” (353/1043, 33.8% answered “don’t know”). In
addition, 31.9% (334/1047) agreed or totally agreed with
“telemonitoring lets me stay at home longer and/or live more
comfortably” (405/1050, 38.7% answered “don’t know”) (Table
3).

On the other hand, 7.7% agreed or totally agreed with
“telemonitoring takes me a lot of effort” (36.4% answered “don’t
know”). Among HCPs, the most widely experienced or expected
advantage of telemonitoring mentioned was “telemonitoring
improves patients’ self-management” (57/71, 80.3% of nurses

working in primary care; 71/124, 57.3% of nurses working in
secondary care; 84/134, 62.7% of nurses working in elderly
care; 135/225, 60% of GPs; 63/176, 35.8% of medical
specialists) (Table 4). In addition, 59.2% (42/71) of nurses
working in primary care and 46.8% (58/124) of nurses working
in secondary care stated that their experience or expectation of
telemonitoring was that they would get a better understanding
of the health condition of the patient. Of nurses working in
elderly care, 39.6% (53/134) experienced or expected
telemonitoring to reduce the workload. Moreover, 42.2%
(95/225) of GPs said that telemonitoring let them tailor the care
plan to the situation of their patients better. Of medical
specialists, 34.7% (61/176) expected or had observed that
telemonitoring gave them spare time for patients and
caregivers/relatives.
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Table 3. Opinions of telemonitoring from patients with chronic diseases (n=1023-1050), 2019.

Agreement with statement, n (%)I notice or think that telemonitoring:

I don’t knowTotally
agree

AgreeNeither agree
nor disagree

DisagreeTotally disagree

405 (38.7)99 (9.5)235 (22.4)199 (19.0)62 (5.9)47 (4.5)Lets me live at home longer and/or more easily (n=1047)

353 (33.8)90 (8.6)331 (31.7)177 (17.0)50 (4.8)42 (4.0)Improves my comfort (n=1043)

372 (36.4)12 (1.2)61 (6.0)246 (24.0)249 (24.3)83 (8.1)Takes me a lot of effort (n=1023)

371 (35.8)82 (7.9)241 (23.3)234 (22.6)66 (6.4)41 (4.0)Improves my care (n=1035)

371 (36.1)17 (1.7)77 (7.5)238 (23.2)220 (21.4)104 (10.1)Makes me very tense (n=1027)

Table 4. Experienced or expected advantages and disadvantages of telemonitoring assessed by health care providers, 2019.

Medical spe-
cialists

General practi-
tioners

Nurses, elderly
care

Nurses, sec-
ondary care

Nurses, primary
care

Characteristic

17622513412471Advantages respondents, n

Advantages, n (%)a

14 (8.0)16 (7.1)53 (39.6)23 (18.5)10 (14.1)It reduces the workload

18 (10.2)56 (24.9)———bIt reduces the workload of my assistants

61 (34.7)86 (38.2)45 (33.6)58 (46.8)32 (45.1)It saves time for patients and or caregivers/relatives

44 (25.0)77 (34.2)38 (28.4)50 (40.3)34 (47.9)It improves the quality of care in my organization

63 (35.8)135 (60.0)84 (62.7)71 (57.3)57 (80.3)It improves the self-management of the patient

47 (26.7)77 (34.2)43 (32.1)58 (46.8)42 (59.2)I have a better understanding of my clients’ health
condition

45 (25.6)95 (42.2)32 (23.9)47 (37.9)38 (53.5)It lets me tailor the care plan better to my patients’
situation

32 (18.2)67 (29.8)38 (28.4)52 (41.9)20 (28.2)It lets patients ask for help in time

5 (2.8)9 (4.0)3 (2.2)7 (5.6)—Other advantages

48 (27.3)32 (14.2)23 (17.2)9 (7.3)—I do not expect or experience any advantages

18122513011368Disadvantages respondents, n

Disadvantages, n (%)a

56 (30.9)108 (48.0)13 (10.0)21 (18.6)32 (47.1)It takes me a lot of time to monitor/check health values

51 (28.2)117 (52.0)15 (11.5)19 (16.8)29 (42.6)It takes me a lot of time to follow up notifications

45 (24.9)99 (44.0)———It takes a lot of time for my assistants

40 (22.1)83 (36.9)21 (16.2)22 (19.5)20 (29.4)It ensures that patients and/or relatives contact me
more often

33 (18.2)81 (36.0)23 (17.7)20 (17.7)10 (14.7)It worries patients and/or relatives

7 (3.9)16 (7.1)———I find it difficult to work with it

33 (18.2)52 (23.1)———The system provides unreliable data

7 (3.9)20 (8.9)———The application is not secure

52 (28.7)94 (41.8)37 (28.5)22 (19.5)15 (22.1)I find it difficult to estimate which patients can work
with it

20 (11.0)18 (8.0)8 (6.2)7 (6.2)8 (11.8)Other disadvantages

33 (18.2)13 (5.8)56 (43.1)49 (43.4)13 (19.1)I do not expect or experience any disadvantages

aMultiple answers possible.
bNot available.

A total of 43.4% (49/113) of nurses working in secondary care
and 43.1% (56/130) of nurses working in elderly care did not

expect or experience any disadvantages of telemonitoring. In
contrast, 47.1% (32/68) of nurses working in primary care
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expected or noted that telemonitoring takes a lot of time to
monitor and check health values. Of GPs and medical specialists,
48.0% (108/225) and 30.9% (56/181), respectively, expected
or experienced this. In addition, 42.6% (29/68) of nurses
working in primary care, 52.0% (117/225) of GPs, and 28.2%
(51/181) of medical specialists expected or experienced that
using telemonitoring would take up a lot of time following up
on alerts. Moreover, 19.5% (22/113) of nurses working in
secondary care, 28.5% (37/130) of the nurses working in elderly
care, and 28.7% (52/181) of medical specialists expected or
experienced difficulties in estimating which patients could
handle telemonitoring.

Discussion

Principal Findings
Our study adds new insights to current scientific studies of
telemonitoring, as it investigated the actual nationwide uptake
of telemonitoring for all patient groups in chronic care over a
long period of time (before the COVID-19 pandemic). Findings
from the perspectives of nurses, GPs, medical specialists, and
patients with chronic diseases can assist the implementation of
telemonitoring and the uptake of telemonitoring in daily practice.
The current COVID-19 pandemic has called for rapid
implementation of telemonitoring for acute and subacute
diseases in 2020. Future editions of the Dutch eHealth-monitor
might present the impact of COVID-19 on a rising uptake of
telemonitoring [27] and on new opinions and experiences with
telemonitoring. Strengths of our study include the large sample
size, the external validity and reliability of the data, and the

representativeness of the various groups of participants (people
with chronic diseases, nurses, GPs, and medical specialists).
Nevertheless, there are also some limitations. Due to the specific
factors in the Netherlands that boosted the implementation of
telemonitoring, our study results can only partly be extrapolated
to other countries. In addition, the use of telemonitoring was
only investigated by asking potential users in health care; we
did not investigate data from other resources such as health care
insurers or telehealth companies. As well, our quantitative
approach is best suited to answering “what,” “when,” and “who”
questions and less well-suited to “how” and “why” questions.
The opinions and experiences with telemonitoring that we
investigated therefore do not fully explain the factors concerning
the implementation and uptake of telemonitoring. Even so, our
results concerning the experiences of HCPs are underlined by
qualitative studies [28-30]. Other benefits and barriers found
are “an increased feeling of safety” and “insufficient familiarity
with the technology” [28-30]. In addition, HCPs need to add
telemonitoring to the health care process, with a precise
description of the target group, task allocation for data
monitoring, and support for patients from within the
team [31,32].

Conclusion
The uptake of telemonitoring in Dutch chronic care remained
stable during 2014-2019 but increased among medical
specialists. According to both patients and professionals,
telemonitoring improves the quality of life and quality of care.
Skills for appropriately including eligible patients and allocating
the tasks of data monitoring and follow-up care within the team
would help to further increase the use of telemonitoring.
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Abstract

Background: The scale and quality of the global scientific response to the COVID-19 pandemic have unquestionably saved
lives. However, the COVID-19 pandemic has also triggered an unprecedented “infodemic”; the velocity and volume of data
production have overwhelmed many key stakeholders such as clinicians and policy makers, as they have been unable to process
structured and unstructured data for evidence-based decision making. Solutions that aim to alleviate this data synthesis–related
challenge are unable to capture heterogeneous web data in real time for the production of concomitant answers and are not based
on the high-quality information in responses to a free-text query.

Objective: The main objective of this project is to build a generic, real-time, continuously updating curation platform that can
support the data synthesis and analysis of a scientific literature framework. Our secondary objective is to validate this platform
and the curation methodology for COVID-19–related medical literature by expanding the COVID-19 Open Research Dataset via
the addition of new, unstructured data.

Methods: To create an infrastructure that addresses our objectives, the PanSurg Collaborative at Imperial College London has
developed a unique data pipeline based on a web crawler extraction methodology. This data pipeline uses a novel curation
methodology that adopts a human-in-the-loop approach for the characterization of quality, relevance, and key evidence across a
range of scientific literature sources.

Results: REDASA (Realtime Data Synthesis and Analysis) is now one of the world’s largest and most up-to-date sources of
COVID-19–related evidence; it consists of 104,000 documents. By capturing curators’ critical appraisal methodologies through
the discrete labeling and rating of information, REDASA rapidly developed a foundational, pooled, data science data set of over
1400 articles in under 2 weeks. These articles provide COVID-19–related information and represent around 10% of all papers
about COVID-19.
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Conclusions: This data set can act as ground truth for the future implementation of a live, automated systematic review. The
three benefits of REDASA’s design are as follows: (1) it adopts a user-friendly, human-in-the-loop methodology by embedding
an efficient, user-friendly curation platform into a natural language processing search engine; (2) it provides a curated data set
in the JavaScript Object Notation format for experienced academic reviewers’ critical appraisal choices and decision-making
methodologies; and (3) due to the wide scope and depth of its web crawling method, REDASA has already captured one of the
world’s largest COVID-19–related data corpora for searches and curation.

(J Med Internet Res 2021;23(5):e25714) doi: 10.2196/25714

KEYWORDS

structured data synthesis; data science; critical analysis; web crawl data; pipeline; database; literature; research; COVID-19;
infodemic; decision making; data; data synthesis; misinformation; infrastructure; methodology

Introduction

Between December 31, 2019, and August 3, 2020, 37,362 papers
related to COVID-19 were published on PubMed [1], with
Dimensions reporting over 100,743 publications, 1503 policy
documents, and 1097 data sets [2]. The speed and scale of the
production of published data on COVID-19 across both peer-
and nonpeer-reviewed literature presents considerable challenges
for stakeholders (eg, policy makers, clinicians, and patients)
who must make subjective quality judgements on new data and
rapidly synthesize information in order to make optimal,
evidence-based decisions. Traditional approaches to data
synthesis are unable to keep pace with the rapidly changing
information landscape. For example, in the United Kingdom,
the National Institute for Health and Care Excellence was unable
to publish their initial therapeutic guidance on managing
COVID-19 until March 20, 2019 [3]. Ultimately, they modified
their methodology for publishing rapid guidance materials on
COVID-19 [4]. Moreover, there have been concerns regarding
data credibility and the political misuse of information, resulting
in the World Health Organization announcing its campaign for
discouraging the spread of misinformation [5]. The COVID-19
pandemic highlights the urgent need to prospectively capture,
structure, and interpret expansive and complex data sets in real
time to support the rapid development of clinical guidance and,
most critically, ensure that various key stakeholders can make
the best possible evidence-based decisions during an
“infodemic.”

Previous strategies have attempted to address these challenges
by using the concepts of live systematic reviews, which involve
the continuous, structured analysis of data that target specific
clinical questions [6,7] as well as the clear presentation of such
data [8]. However, despite the progress in this field, major
obstacles remain in establishing automated data mining
frequency, depth, and robustness. Moreover, major barriers exist
in the development and validation of machine learning
methodologies for the autonomous analysis of heterogeneous
clinical data sets.

This paper outlines the methodology of REDASA (Realtime
Data Synthesis and Analysis)—a novel, prospective clinical
information platform that was developed during the COVID-19
pandemic. It was designed for use across a wide range of
data-rich subject areas while keeping application and impact in
mind. Our objective was to continuously capture and synthesize
both academic and relevant grey literature (eg, news websites,

policy documentation, and social media posts) on COVID-19
and to develop a validated data curation approach that could
supplement machine learning methodologies and be used as the
basis for conducting live systematic reviews.

Methods

Components of REDASA
REDASA was built and deployed on the Amazon Web Service
(AWS) cloud. Cloud computing is the on-demand delivery of
compute power, database storage, applications, and other
information technology resources through a cloud service
platform on the internet. A cloud services platform, such as
AWS, owns and maintains the network-connected hardware
required for these application services. By using the AWS cloud,
REDASA components were rapidly designed. REDASA
components were integrated and deployed by using AWS tools
and the solutions developed by AWS Partners, MirrorWeb, and
Cloudwick. These components were comprised of a real-time
data extraction pipeline that was implemented by using
MirrorWeb’s digital archiving technology, a data lake storage
repository and workflow orchestration platform (Amorphic)
that was developed by Cloudwick, a natural language search
engine that was implemented by using Amazon Kendra, and a
document curation pathway that was implemented by using
Amazon SageMaker Ground Truth.

Real-Time Data Extraction Pipeline
MirrorWeb was used to conduct an exploratory review of the
target websites via manual and automatic content detection for
informing crawl scoping decisions. Exploratory reviews involve
the domain composition analysis of initial web estate archives,
which can be produced via multiple methods, including basic
link harvesting, Domain Name System lookups, the gathering
of URL lists at crawl time (to identify content delivery networks
and perform manual verifications), and the inspection of
websites. This ensures that (1) the relevant areas of websites
are identified and followed by the archive tools and (2) content
that can be confidently omitted is avoided. With the adoption
of machine learning algorithms, this process can be further
assisted by technology.

Scoping decisions can encompass a range of factors. For
instance, scoping decisions can ensure that the website crawl
stays within the target domain. Further, they can refine the
website crawl to only include relevant URL patterns within the
domain. For example, if there is a domain.com/coronavirus/
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subfolder that contains relevant content, the web crawler will
use a series of URL pattern matches and regular expressions to
allow or disallow URL strings via exact matching or wildcard
pattern matching, thereby containing the crawl to specific areas
of the website. Additionally, scoping decisions can expand the
crawl scope to include any outlying content that would be
excluded by the refinement rules. Some websites have
nonstandard locations for storing assets such as images,
stylesheets, and scripts, which are needed to create a
high-fidelity representation of the source material. Some
websites also contain relevant documents that are located in
prescribed location structures outside of the primary target
folder.

Successful, high-fidelity targeted web crawling has been well
documented. However, considerable challenges remain in the
development of a qualitative and quantitative method for
real-time relevant URL detection [9]. This is because the web
ecosystem is a constantly evolving landscape with continuous
advancements in available technology; construction techniques;
and the consideration of desktop, mobile, and accessible display
devices. Furthermore, the sheer number of content management
systems that adopt their own proprietary content structures, the
advent of single page applications, the prevalence of JavaScript,
and people’s dependence on asynchronous loading and POST
method requests (which returns the same URL for multiple
requests) render traditional URL similarity detection a particular
challenge. Programmatic links with no human-readable semantic
structures and features, such as “Latest News” sections within
a web page, can often skew the results of link-based page
relevance analyses.

These challenges are exacerbated in the REDASA system, which
is required to target data in both academic and nonacademic
sources without a guaranteed schema, dialect, or topic.

Previously developed methodologies for addressing this issue
have been used to apply anchor text similarity scores, content
similarity scores, and URL prediction scores (which are based
on a set of starting keywords) to seed data [10,11]. These scoring
models promote and remove keywords based on the detection
of commonalities in discovered crawl data. However, this
approach presents several challenges because it relies on good
starting URLs that present a reliable and consistent pattern of
data. To counter this, REDASA performs downstream content
filtering after the crawl is complete in order to eliminate
extraneous data, which eliminates the risk of losing vital
information that comes with the analysis of a potentially biased
set of keywords. Due to REDASA’s ability to perform a
retrospective analysis of retained data, it will serve as a future
platform that can be further enhanced by discovery automation.

In practice, REDASA performs an initial crawl that is launched
by using crawl scope definitions that are governed by the
aforementioned decision rules. The process for completing a
crawl is outlined in Figure 1, which provides an interactive
replica of the website content that is accessible to curators.
MirrorWeb’s Crawl Quality team reviewed the quality of the
archive by using a replay engine to create a navigable replica
of the target website archive. In addition to clicking the links
and manually reviewing the content, an automated link checker
was used to recursively spider the archive, identify page and
document links in the HTML content, and attempt to open the
target URLs in the archive instance in an effort to detect any
missing referenced content. If any changes to the scoping rules
are needed to make the web crawl more permissive or more
restrictive, the scoping rules will be amended as required by
using the same, aforementioned scoping principles. This iterative
cycle repeats until the crawl is of sufficient quality to be used
for human curation and accurate natural language processing
(NLP) searches.
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Figure 1. The REDASA back-end web crawling and data processing pipeline. REDASA: Realtime Data Synthesis and Analysis; SQS: Simple Queue
Service; TXT: text.

Data Lake
Cloudwick’s Amorphic platform provides a core REDASA data
lake repository and data workflow orchestration service.
MirrorWeb data initially lands in the storage layer of Amorphic,
which consists of a landing zone. After validation checks are
performed, data are moved and stored in a data lake zone and
made available for document curation and search index
workflows, as described in the following section.

Search Index for Question-Specific Curation
Documents
REDASA uses an AWS enterprise search service—Amazon
Kendra—to provide search functionality across the entire data
lake. Amazon Kendra is an NLP machine learning service that
uses deep learning models to understand natural language
queries and document content and structures. Amazon Kendra
provides support for the following three broad types of
questions: (1) factoid questions (who, what, when, and where),
which are questions that require fact-based answers that may
be returned in the form of a single word or phrase (the precise
answer however must be explicitly stated in the ingested text
content); (2) descriptive questions, which involves answers that

could be a sentence, passage, or an entire document; and (3)
keyword searches, wherein the intent and scope of the question
may not be clear. In REDASA’s question-specific curation
model, Amazon Kendra exclusively received factoid questions
and used a series of deep learning models to return relevant
documents (Figure 2).

The key component of Amazon Kendra is an index.
Conceptually, an index is an abstraction that encompasses a set
of documents and the underlying hardware and software
infrastructure that makes it possible to query documents that
use natural language. Aside from its actual content, each
document may include some associated metadata (eg, the source
of the document, the document’s logical unit group, etc). Users
can specify custom metadata fields to suit their needs. These
metadata tags are accessible through the Amazon Kendra query
application programming interface.

A Kendra index may consist of one or more data sources, and
a data source is a logical unit of documents. For REDASA, data
source file types were limited to plain text, HTML, and PDF.
Compared to other file types, these better integrate with our
curation platform and allow for consistent labeling outputs when
performing named entity recognition (NER).
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Figure 2. Integrated workflow of the search index and data curation pipeline for a variety of high-impact areas with and without consensus among the
scientific community in different countries and health authority bodies. AWS: Amazon Web Service; CORD-19: COVID-19 Open Research Dataset;
MeSH: Medical Subject Headings; UI: user interface.

Document Curation
Document curation was implemented by using the custom
workflows in Amazon SageMaker Ground Truth, which is a
data labeling service that is used to build training data sets for
machine learning workflows. REDASA uses a question-based

curation approach. PanSurg investigators posed a series of
COVID-19–related key questions to the search index (Textbox
1). These questions were chosen to obtain answers, and we were
able to validate the quality of the data lake and the adequacy of
REDASA’s data mining depth with our curation relevance
metric.
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Textbox 1. COVID-19–related natural language processing queries that were posed to the REDASA (Realtime Data Synthesis and Analysis) search
index to develop a question-specific curation methodology.

Queries in natural language

1. What is the time interval between SARS-CoV-2 infection and testing positive?

2. What is the most sensitive imaging modality to diagnose COVID-19?

3. Which underlying health conditions increase mortality?

4. What is the risk of SARS-CoV-2 infection in health care professionals?

5. Should laparoscopy be performed on SARS-CoV-2 positive patients?

6. What is the estimated global economic impact of COVID-19?

7. How effective are masks at minimizing the transmission of COVID-19 in public?

8. What is the evidence for COVID-19 mutations and how many subtypes are responsible for the pandemic?

9. Does a positive SARS-CoV-2 antibody test mean an individual is immune to further COVID-19 infections?

10. Is COVID-19 airborne transmitted?

11. Can asymptomatically infected individuals transmit COVID-19?

12. What is the evidence for 1-meter and 2-meter separations for social distancing?

13. What has the evidence-base been for lockdown compared to no lockdown during this COVID-19 pandemic?

14. Is universal preoperative testing for SARS-CoV-2 beneficial compared to selective testing?

15. Can individuals be reinfected with SARS-CoV-2?

The REDASA search index provides a list of selected
documents, which are randomly provisioned to curators for
labeling via Amazon SageMaker Ground Truth. This allows
them to assess documents’ relevance and quality in relation to
the original query and further categorize the data based on the
labels described in Figure 3. Reflecting the living nature of the
REDASA platform, queries were adapted in accordance with
the knowledge priorities of different phases of the pandemic.
For example, in stint 1 of curation (February 6 to September 6,
2020), which was scheduled during the peak of the UK
COVID-19 outbreak and when uncertainties regarding best
practices for screening and management planning were rife,

questions 1-5 were posed to REDASA. In contrast, stint 2 of
curation was performed during the nationwide lockdown
relaxation period and the public health transition for minimizing
the risk of a second wave of COVID-19. Consequently,
questions 6-15 focused upon themes such as reinfection,
transmission mitigation, and the global impact of the pandemic.

The relevance of articles in relation to the query that was posed
to the search index was a subjective binary measure (ie,
irrelevant or relevant). This assessment was paired with NER
labels, which enabled curators to highlight phrases and
paragraphs that indicated the relevance of articles.
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Figure 3. Curation labels for generating document metadata. AGREE: Appraisal of Guidelines for Research and Evaluation; CARE: Case Reports;
CONSORT: Consolidated Standards of Reporting Trials; PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses; STROBE:
Strengthening the Reporting of Observational Studies in Epidemiology; TRIPOD: Transparent Reporting of a Multivariable Prediction Model for
Individual Prognosis or Diagnosis.

The quality of the academic literature was assessed via a 3-stage
process. First, we ascertained the study type, and this allowed
us to assign an evidence rating level (the levels proposed by the
Oxford Centre for Evidence-Based Medicine [12]). Second, we
invited curators to provide an independent, subjective rating of
an article’s quality by using their own critical appraisal
methodology and assign 1 of the 3 following binary ratings:

low, medium, or high. Third, akin to the relevance metric, NER
annotation was made available to curators and correlated with
their low, medium, or high ratings. Depending on the type of
academic literature that curators were assessing, curators were
automatically given (through their user interface) the relevant
EQUATOR (Enhancing the Quality and Transparency of Health
Research) checklist for quantitative quality assessment [13].
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For example, if the document that curators were assessing was
a systematic review, they were automatically able to assess the

article against the PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses) checklist (Figure 4).

Figure 4. (A) A document with curation user interface labels (the NER of quality, relevance, and summary phrases). (B) Binary labels for classifying
documents and correlating them to NER responses. (C) Embedded reporting checklists for document assessment, which were provided based on the
selected academic study type. NER: named entity recognition; REDASA: Realtime Data Synthesis and Analysis; STROBE: Strengthening the Reporting
of Observational Studies in Epidemiology.

Collectively, the relevance and quality metrics’ utility was
threefold. First, they enabled us to capture data on curators’
decision-making and critical appraisal processes. Second, they
minimized the number of undesirable irrelevant documents,
which allowed us to implement a human-in-the-loop
optimization methodology for the search index. Third, they
allowed us to perform multiple curator passes on a single
document, assess for labeling response conflicts, and ascertain
the article factors responsible for any disparities. To obtain
further data, we allowed our curators to assess the risk of bias
in the articles by using the bias metrics designed by Cochrane
[14]. The results from this novel curation process were intended
to (1) act as ground truth for data science models that aimed to
facilitate the future semiautomation or full automation of article
screening, and (2) be used for a structured assessment of
evidence quality.

This question-specific approach was selected over the more
traditional approach of randomly sectioning data to help us
preserve the relevance metric for specific questions. This factor
would have otherwise been more challenging to implement and
capture. Further, this metric is key to future work streams that

determine the relevance of specific articles for inclusion in an
automated systematic review.

Curation Methodology

Structured and Unstructured Data Lake
Our proof-of-concept analysis for data mining during predefined
time periods was feasible. In this iteration of REDASA, a
1-week time period was chosen to enable the capturing of the
highest possible number of new data points at the lowest mining
frequency, thus minimizing the computing costs of both
COVID-19–structured and unstructured data sources. In this
paper, we only present a text-based analysis of the data set. In
the future, we intend to assess structured, quantitative data from
target data sources.

Unstructured Web Crawl Data
Textual information was extracted from a precurated set of
internet sites. A range of frequently accessed but disparate data
types that are typically used by frontline clinicians and policy
makers were extracted. These included high-quality journal
websites and portals containing COVID-19–related literature;
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medical and surgical society guidance web pages; and guideline
repositories from local, governmental, and international public
health bodies. By being able to dynamically capture data and
automatically obtain updates from sources, this type of data
mining demonstrates the power of REDASA in terms of
amalgamating qualitative and quantitative insights for generating
future reports. Each website was independently assessed and
evaluated for inclusion into the REDASA data lake by clinical
(n=4) and data science (n=2) reviewers. Disagreements were
resolved through consensus. These sources were selected in
accordance with criteria for including usable content and
determining the reliability and breadth of target topics and
categories pertaining to COVID-19. To systematize the data
lake prior to data ingestion, sources were categorized into the
following broad groups, which were independently defined a
priori by the three members of the research team based on the
source of the original data: all (miscellaneous), critical care,
medical care, surgical care, drug development and
pharmacological therapy, mental health, risk, translational
research, biological sciences, engineering, and policy. The
content of the data from each of the sources was screened by
these three independent members of the research team. If
disagreements regarding categorization occurred, a meeting was
conducted. Unanimous agreement was sought prior to final
categorization.

Structured Data From the COVID-19 Open Research
Dataset
The White House and a coalition of leading research groups
developed the COVID-19 Open Research Dataset (CORD-19)
[15]. The CORD-19 is a data set that contains over 157,000
scholarly articles, including over 75,000 full-text articles
regarding COVID-19, SARS-CoV-2, and related coronaviruses.
This freely available data set was provided to the global research
community of Kaggle and was used as a test data source when
initially developing the REDASA infrastructure.

Collectively, these assimilated data sources make REDASA
one of the world’s largest and most contemporaneous
COVID-19–related evidence sources, consisting of 104,000
documents.

Data Availability
The curation labels can be found on GitHub [16].

Results

Curation Results
The first-pass document curation responses from 42 curators
underwent the preliminary analysis of the domains of relevance
to free-text queries and information quality. These data were
collected over 2 time-limited curation stints. Both stints were
1 week in duration. We obtained a total of 1424 documents

pertaining to 15 different COVID-19–related queries (around
99 text documents derived per query from the search index for
the structured and unstructured data lake), and an average of 42
documents per query were assessed by 1 curator. Our aim was
for each document to be assessed by at least 2 different
reviewers so that we could assess intercurator variability and
identify the reasons for discrepancies in evidence quality
verdicts.

Each curator was profiled to ascertain their academic or clinical
backgrounds. This was initially performed for the vetting and
quality control of curation responses. These data will also be
used to further discriminate between labeling responses that are
based on critical appraisal expertise and to assign weights to
curation responses. To date, the REDASA project’s international
curator community includes people from 9 different countries,
and the project is supported by medical and surgical health care
professionals who range from senior consultant vascular
surgeons in Italy to general practice physicians who are involved
in community and public health decision making in the
Philippines. Data curators were recruited by invitation through
the PanSurg email subscriber list and by open invitation via the
@pansurg Twitter account. Curators were included if they had
a medical degree or a higher degree in science-related fields.
Data curators were asked to state their interest and were verified
by direct contact. The number of data curation responses for
REDASA, which exponentially rose between our two stints as
more curators were onboarded (stint 1: n=12; stint 2: n=42;
Figure 5), was indicative of an efficient, novel methodology for
the digital, community-based peer review of literature by domain
experts. This was exemplified by the ability of some of our
experienced curators, who were able review over 100 scientific
documents of varying length in as little as 3 days. Furthermore,
with curators’ 100% follow-through rate between stint 1 and
stint 2, our curation model suggests that, when combined with
our simplified critical appraisal interface, the peer review of
literature at scale is viable and sustainable.

In total, 70.9% (1009/1424) of the pool of curated articles was
composed of peer-reviewed, traditional, academic literature;
the remainder consisted of web crawl–derived data, including
governmental policies and reports from professional bodies.
Based on the subset of the 900 academic literature documents
that were curated, the most common study type encountered
was systematic reviews (98/1009, 9.7%). The least common
study type in the data lake was randomized controlled trials
(RCTs; 3/1009, 0.3%). Nonsystematic reviews (eg, rapid reviews
and comprehensive reviews) were not given the systematic
review label to avoid inappropriate assessments against the
PRISMA checklist. Such outlier academic literature types were
aggregated into the miscellaneous category, which included
427 documents that were assessed solely against the
curator-reported binary quality ratings.
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Figure 5. Rate of COVID-19–related scientific literature curation over 2 weeks. This was associated with the growth of the number of curators, which
plateaued on day 13. This was when all of the documents available for curation were assessed before the end of stint 2.

Articles’ Relevance to Queries
The relevance metric that curators used provided insight into
the performance of the search index in terms of providing cogent
and useful document results associated with the 15
COVID-19–related queries (Textbox 1). Overall, 50.49%
(719/1424) of articles were considered relevant to their

respective queries. When observing the question bank, this
variance in article relevance (which was based on the search
index) was reflected by the lack of consistency in the ratio of
the number of relevant articles to the number of irrelevant
articles (Figure 6). These data can be used to provide feedback
for the search index with regard to the optimization of provided
results.

Figure 6. Curators’ responses determined the relevance of documents to search index queries. Responses were matched to the query number.
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Critical Appraisal of Article Quality
The uneven distribution of academic study types that have been
curated thus far precludes the interpretation of results for
quantitative reporting checklist responses based on the
qualitative rating system (low, medium, and high) for RCTs
(CONSORT [Consolidated Standards of Reporting Trials]
checklist) and clinical guidelines (AGREE [Appraisal of
Guidelines for Research and Evaluation] checklist). These
studies were poorly represented in this run of analysis.

Quality was quantified by ascertaining the sum of the number
of EQUATOR Network–derived checklist items that were
fulfilled by each document. Hence, documents with methods
and results that aligned more closely to their respective reporting
checklist were scored higher and deemed to be of greater quality.
This outcome was compared to the curators’ subjective ratings
for diagnostic and prognostic studies (TRIPOD [Transparent
Reporting of a Multivariable Prediction Model for Individual
Prognosis or Diagnosis] checklist), case reports and series
(CARE [Case Reports] checklist), case-control studies
(STROBE [Strengthening the Reporting of Observational
Studies in Epidemiology] checklist) and meta-analyses and
systematic reviews (PRISMA checklist) (Figure 7). Notably,
the subjective quality rating was assigned prior to assessment
by using the checklist under our curation protocol to mitigate
observer bias.

Based on our independently assessed and subjective quality
metric, our preliminary results suggested that more than 50%
(726/1424, 50.98%) of the documents derived from the
REDASA data pipeline were of medium quality, and 13.55%
(193/1424) were deemed high quality. Thus, during data
aggregation, 64.53% (919/1424) of the documents derived from
our data lake for curation were of a sufficient quality to inform
their professional decision-making processes or could be used
as reliable sources of information.

With regard to the TRIPOD-relevant (score: mean 15.6, SD
6.9) and STROBE-relevant (score: mean 13.2, SD 5.8) study
types, there was some correlation between curators’ subjective
assessments of the articles that had low-to-high ratings and
underwent the validated checklist–based quality assessment.
However, with regard to the CARE-relevant (score: mean 13.8,
SD 6.8) and PRISMA-relevant (score: mean 8.4, SD 6.1) study
types, there was substantial variance in the number of checklist
items that were selected for each quality rating, thus indicating
an apparent dissociation between these two metrics. Further
data collection and the comparison of intercurator responses for
the removal of outliers will provide clarity on the role of
subjective quality ratings versus the role of validated reporting
checklists as a surrogate marker of evidence quality.

Figure 7. Relationship between the low, medium and, high curator-determined quality ratings of (A) case-control studies, (B) diagnostic and prognostic
studies, (C) case reports and series, and (D) meta-analyses and systematic reviews and their respective reporting checklist scores. CARE: Case Reports;
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses; STROBE: Strengthening the Reporting of Observational Studies in
Epidemiology; TRIPOD: Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis.
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Discussion

Globally, there are several efforts underway for systematically
accruing COVID-19–related data and specifically querying
these data and output-relevant literature [17]. These efforts,
such as Google’s COVID-19 Research Explorer [18],
COVIDask [19], and COVIDScholar [20], are fundamentally
based on NLP searches. Additionally, Google’s solution
incorporates the use of follow-up queries associated with a
primary question to obtain more focused results. These efforts
universally incorporate the CORD-19 and intuitively present
output data. Nevertheless, these approaches do not account for
the quality of the data source, which is left to the interpretation
of the user. Other efforts, such as SciSight [21] and COVID-19
Primer [22], structure data from the CORD-19 into themes
(author and engagement), thereby allowing users to make links
and review specific topics, albeit without a natural language
interface for answering specific questions.

The crucial difference between REDASA and the
aforementioned platforms is threefold. First, REDASA adopts
a human-in-the-loop methodology by embedding an efficient,
user-friendly curation platform into an NLP search engine.
REDASA can iteratively refine its search outputs at scale,
particularly in the domains of the relevance and quality of data
sources. This can ultimately contribute to a fact-checking
function for conducting a reliable assessment of the utility of
an article [23]. Second, it provides a curated data set in the
JavaScript Object Notation format for experienced academic
reviewers’ critical appraisal choices and decision-making
methodologies. These data on the peer-review process provide
a unique framework for modelling, quantifying, and ultimately
automating the evidence quality assurance process and are
unavailable elsewhere. Finally, due to the wide scope and depth
of REDASA’s web crawling methodology, REDASA has
already captured one of the world’s largest COVID-19–related
data corpora for searches and curation. Our aim is to make these
crucial data freely available and ensure that they are
continuously updated to allow for rapid review and
dissemination during and beyond the evolving pandemic.

For the long-term goal of conducting a semisupervised, live
systematic review of data, several limitations and challenges
need to be overcome. Our curation methodology resulted in a
high turnover rate for the assessment of data. However, there
was still variability in curator output, which was secondary to
the variability in curators’ subjective critical appraisals. In this
project, we relied on the prescreening of curators, which was
conducted via academic portfolio screening and assessments
for relevant literature review experience. This crucial quality
control approach needs to be further developed to fully validate
and enhance the accuracy of our curation methodology. A
limitation of our preliminary data analysis was the qualitative,
summative comparison of the EQUATOR checklist ratings to
our quality ratings. This was due to the subcomponents of the
used EQUATOR checklists, which did not use equal metrics
for article quality, and the nonexhaustive quality criteria
captured by these tools. Hence, future studies are needed to
validate our quality ratings and identify a reliable metric for
quality that is applicable across the academic and nonacademic
literature captured by REDASA. In addition to ensuring the
consistency of quality ratings, sustained curation work is
required to ensure that the corpus includes greater numbers of
studies across all designs and methodologies—specifically,
RCTs (if available)—to ensure that the corpus is truly
representative of data under examination.

Our framework has demonstrated proof-of-concept that by
combining the discovery and ingestion pipeline, data lake
repository, human curation platform, and NLP semantic search
index of REDASA, it can provide curated responses to questions
that are posed in natural language in the short term. In the long
term however, based on the data insights that progressively
validated the critical appraisal of our curation methodology, the
ambition of REDASA is to conduct live systematic reviews by
using semisupervised machine learning techniques to rapidly
return high-quality, relevant evidence in response to queries for
any discipline experiencing an “infodemic,” such as cancer or
cardiovascular disease.
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Abstract

Background: Machine learning systems are part of the field of artificial intelligence that automatically learn models from data
to make better decisions. Natural language processing (NLP), by using corpora and learning approaches, provides good performance
in statistical tasks, such as text classification or sentiment mining.

Objective: The primary aim of this systematic review was to summarize and characterize, in methodological and technical
terms, studies that used machine learning and NLP techniques for mental health. The secondary aim was to consider the potential
use of these methods in mental health clinical practice

Methods: This systematic review follows the PRISMA (Preferred Reporting Items for Systematic Review and Meta-analysis)
guidelines and is registered with PROSPERO (Prospective Register of Systematic Reviews; number CRD42019107376). The
search was conducted using 4 medical databases (PubMed, Scopus, ScienceDirect, and PsycINFO) with the following keywords:
machine learning, data mining, psychiatry, mental health, and mental disorder. The exclusion criteria were as follows: languages
other than English, anonymization process, case studies, conference papers, and reviews. No limitations on publication dates
were imposed.

Results: A total of 327 articles were identified, of which 269 (82.3%) were excluded and 58 (17.7%) were included in the
review. The results were organized through a qualitative perspective. Although studies had heterogeneous topics and methods,
some themes emerged. Population studies could be grouped into 3 categories: patients included in medical databases, patients
who came to the emergency room, and social media users. The main objectives were to extract symptoms, classify severity of
illness, compare therapy effectiveness, provide psychopathological clues, and challenge the current nosography. Medical records
and social media were the 2 major data sources. With regard to the methods used, preprocessing used the standard methods of
NLP and unique identifier extraction dedicated to medical texts. Efficient classifiers were preferred rather than transparent
functioning classifiers. Python was the most frequently used platform.

Conclusions: Machine learning and NLP models have been highly topical issues in medicine in recent years and may be
considered a new paradigm in medical research. However, these processes tend to confirm clinical hypotheses rather than
developing entirely new information, and only one major category of the population (ie, social media users) is an imprecise
cohort. Moreover, some language-specific features can improve the performance of NLP methods, and their extension to other
languages should be more closely investigated. However, machine learning and NLP techniques provide useful information from
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unexplored data (ie, patients’ daily habits that are usually inaccessible to care providers). Before considering It as an additional
tool of mental health care, ethical issues remain and should be discussed in a timely manner. Machine learning and NLP methods
may offer multiple perspectives in mental health research but should also be considered as tools to support clinical practice.

(J Med Internet Res 2021;23(5):e15708) doi: 10.2196/15708
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machine learning; natural language processing; artificial intelligence; data mining; mental health; psychiatry

Introduction

Machine Learning
Machine learning (ML) systems automatically learn models
from data to make better decisions. As such, they are part of a
major subfield of artificial intelligence (AI). There are 3 main
approaches to learning from data: supervised, unsupervised,
and reinforcement learning. In supervised learning, a target
attribute is predicted, and ML algorithms infer a model from
labeled input data (ie, a training data set that provides examples
described by predictive attributes and values for the target
attribute). The goal is to make target predictions on new data
to obtain good generalization performance. In contrast, there is
no target attribute in unsupervised learning, and thus no labeled
data. Unsupervised learning consists of inferring a model to
describe hidden patterns from unlabeled data. Under
circumstances in which labeled data acquisition proves to be
difficult, (eg, costly), semisupervised ML methods can use both
labeled and unlabeled data for learning. The third main category
of ML is reinforcement learning, in which the ML model uses
feedback that acts as a reward or punishment to maximize its
performance.

ML is limited to certain capacities. For one, it relies on
collections of data that may be incomplete, noisy, or subject to
systematic bias, all of which can lead to erroneous predictions.
In addition, ML algorithms may introduce bias. Interesting
questions to be addressed in ML are discussed in an article by
Domingos [1]. However, when carefully conducted, ML can
have great utility.

AI and ML have many applications, many of which are
encountered in daily life. Supervised ML, for example, is widely
used for spam filtering (ie, classifying incoming email as spam
or not spam) [2]. It is also used to classify credit applicants
based on their probabilities of default [3]. Unsupervised ML,
such as algorithm clustering, is able to group customers with
similar characteristics and their likelihood to purchase. This is
widely used by banks for market segmentation [4]. Finally,
automatic document clustering that organizes similar documents
into classes (for purposes of improving information retrieval,
for example) is gaining importance due to the increasing number
of documents on the internet [5].

The application of ML in health is also of concern. Indeed, ML
is widely used in critical disease models in cardiology,
neurology, and diabetes research [6] to automatically identify
heart disease risk factors [7], to classify primary progressive
aphasia subtypes [8], and for the characterization and diagnosis
of cognitive impairments [9], diabetes, and cardiovascular
disorders [10-17].

ML is also challenging the traditional epidemiologic approach
of evidence-based medicine owing to its high processing speed
and ability to handle large volumes of data with heterogeneous
variables (electronic health records, administrative data sets,
wearable sensors, genomic and proteomic databanks, and social
media) [18]. In fact, AI and ML have huge potential to build
inferences and find patterns in vast volumes of patient histories,
medical images, epidemiological statistics, and other particulars
such as natural language data. For example, they can help
doctors improve their diagnoses, forecast disease outbreaks,
and customize treatments [19,20], provide better patient care
[21], and predict the splicing activity of individual exons and
chromatin marks from DNA sequences [22]. From a mental
health perspective, the prevention of suicidal risk has recently
been substantially studied [23-26].

Indeed, mental health care is also benefiting from the
advancements in ML [27-29]. Classical ML with only mixed
data (observations described by a mixture of numerical and
categorical variables) is widely used, but language-based deficits
are common symptoms of depression, bipolar disorder, autism
spectrum disorder (ASD), personality disorder, and
schizophrenia [30]. This implies that computational linguistics
could have a great role in forming new insights into individuals’
mental health and emotions.

Language in both spoken and written forms plays an important
role in ML mental health applications. It is therefore essential
to understand what natural language processing (NLP) is before
discussing the joint applications of ML and NLP in mental
health.

NLP
NLP is a subdiscipline of computer science that emerged in the
1960s. In 1967, the first published book on the subject,
Introduction to Computational Linguistics [31], clearly considers
language from a symbolic point of view: it describes techniques
such as syntax parsing using dependency trees or Chomsky
transformational grammars and statistical methods (word
counting) are only hinted at. At that time, computing resources
were sparse and had to be carefully managed; hence, a whole
chapter of the book is dedicated to the storage of grammars in
memory. The situation changed in the 1990s when personal
computers became largely available and increasingly powerful.
A new approach to NLP based on statistical methods emerged.
The book by Manning and Schütze, Foundations of Statistical
Natural Language Process [32], is a landmark of this evolution
[32]. The 3 main sections of the book are dedicated to (1)
methods at the word level (collocations, n-grams, and word
sense disambiguation), (2) methods at the sentence level
(morphosyntactic parsing using Markov models, and
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probabilistic context-free grammars), and (3) clustering,
classification, and information retrieval. Probabilistic
context-free grammars are a typical example of the evolution
of NLP methods: the symbolic approach by Chomsky—or at
least a simplified version—is endowed with probabilities
attached to productions, and the ambiguity of natural language
is reflected in the coexistence of several syntax trees with
different probabilities.

During the same period, symbolic methods evolved as well.
The 1990s witnessed the emergence of the World Wide Web,
the Semantic Web, and ontology engineering. First, the 2
research directions seemed contradictory. Knowledge
representation was aimed at structuring knowledge in an
exhaustively precise symbolic manner, whereas the statistical
viewpoint considered language in the same way as physics
considers natural phenomena: by analyzing them through various
heteroclitic methods, identifying general laws by numerical
indicators, and proving them using statistical methods. An
example illustrating the latter is the distributional semantic
hypothesis (originally stated in the paper by Harris titled,
Distributional structure [33]) asserting that “Words occurring
in the same contexts will tend to have related meanings.”
According to this hypothesis, one does not need to identify the
precise meaning of a word, as a symbolic method would require,
but simply to find the word’s cooccurrences in a corpus and
consider these as semantics of the word. A very popular method
called latent semantic analysis (LSA) is based on the following:
the matrix of occurrences of words in documents (contexts) is
reduced so that the dimensions of the new matrix represent
aggregates of words and aggregates of documents where each
dimension is not interpretable per se, but when words or
documents are represented as vectors in this new latent system
of coordinates, the scalar product of vectors can be used as a
semantic relatedness measure [34]. LSA is also an example of
a typical ML method, with a learning phase (when the
frequencies of words in the corpus are counted and the word or
document matrix is reduced) to perform a specific task
(evaluating the similarity between documents).

Since the 2000s and 2010s, a new evolution has occurred in
NLP with the emergence of convolutional, recurrent, and
recursive neural networks (NNs) [35]. By using large corpora
and sophisticated learning approaches, these methods provide
good performance in tasks of statistical nature, such as text
classification or sentiment mining. In the past 3 years, they have
been much more frequently used for learning higher syntactic
or semantic structures (syntax graphs or concept mining,
respectively).

In the future, hybrid methods may be used more frequently,
which combine symbolic and statistical approaches. The
presence of ML methods in NLP systems is a trend that will
undoubtedly remain integral to contemporary methods through
the foreseeable future.

Applications of ML and NLP to Mental Health
Applications of ML and NLP to mental health can be classified
according to the following axes:

• The corpus: as one of the topics is NLP, the corpus
necessarily has a textual component. The most common
corpora are records or reports (electronic health records
[EHRs], Psychological Evaluation Reports, and Coroner
Reports), social media (Reddit, Twitter, etc), or transcribed
patient interviews.

• Corpus processing: depending on the nature of the corpus,
one can either extract medical terms and match them with
unified medical language system (UMLS) concept unique
identifiers (CUIs) or process blocks of text in natural
language and perform specific searches (eg, to detect terms
related to suicide).

• Classification methods: many ML techniques are used, such
as decision trees, support vector machines, conditional
random fields, random forests, and NNs.

• Goal: the goal is usually to validate a hypothesis or to study
the behavior of a given population of patients.

Corpora can be of a very large volume. For instance, Sinnenberg
et al [36] published a systematic review about Twitter as a tool
for health research that included 137 different studies and
analyzed over 5 billion tweets using ML; Castro et al [37] have
processed 4.2 million EHRs spanning a period of over 20 years.
Corpora can also be small, as demonstrated in the study
conducted by Carson et al [38], who treated 73 respondents’
unstructured clinical notes, or in the study by Bedi et al [39],
in which only 34 participants’ 1-hour-long narrative interviews
were considered. Sometimes, corpora are created specifically
for a project. For example, in a study by Roy et al [40],
volunteers had written 182 abusive texts, annotated by
researchers and abuse victims, and these texts were then
analyzed and provided a model for detecting abusive texts.

Extraction of the UMLS CUIs is mainly applied to EHRs
because the latter are semistructured and constitute a special
document type. The specificities of this document type are
reflected in its structure, the syntax of text, and, most
importantly, the vocabulary used. The extraction of medical
terms is achieved through information extraction algorithms
and matching these terms with UMLS CUIs is performed
through knowledge representation methods. Once these concepts
have been extracted from an EHR, the latter is represented by
the former and concepts become features used for classification.

On corpora other than EHRs, rather than extracting the UMLS
CUIs, more general NLP methods are applied to textual data to
obtain features that are then classified by ML algorithms. These
NLP methods are often frequency counts of words or n-grams
in a specific set, which can be manually curated or obtained out
of a corpus. In other cases, methods such as LSA or latent
Dirichlet allocation (LDA) are used for topic detection. The
initial set of words can be explicit. For example, Doan et al [41]
collected tweets containing the hashtags #relax and #stressed
and classified them by theme and location. In other cases,
calculations are performed at a higher level and words involved
in the process are not explicitly known. For example, Luo et al
[42] attempted to characterize autism by analyzing textual
descriptions of closely related individuals written by patients
or members of a control group. Nevertheless, most NLP
applications in mental health rely on words (using the
bag-of-words method, that is, ignoring word order and keeping
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only their frequencies). Some take word order into account in
a limited way (by using n-grams, ie, contiguous sequences of
words of length n), but very few take syntax into account by
the use of dependency trees [18,43,44]. With respect to their
applications, it should be noted that ML and NLP tools are
invaluable in alleviating data issues such as data overflow in
modern medicine. Forsting et al [45] acknowledge that ML and
NLP techniques can be useful for optimism bias (eg, the
difference between a person’s expectation and the actual
outcome or the concept that a clinician may think that his or
her patient’s problem falls solely into a specific discipline in
which the physician works) because the machine has a generalist
approach unlike the specialist clinician. Within the last two
decades, these techniques have emerged in mental health,
following the success of social media to act as an informative
source of data [46].

In addition, NLP is essential in psychiatry because
language-based deficits are common symptoms of depression,
behavioral disorder, ASD, personality disorder, and
schizophrenia [30]. It can provide insight into individuals’
mental health and emotions, their use of narrative, subjective,
and structured speech styles, and their lifestyle, specifically
their educational level, socioeconomic status, living conditions,
and cultural background [47], all of which are routine in mental
status examinations.

Using ML in general and NLP methods in particular, one can
create semiautomated systems (operating under human
supervision) aiming to improve the specificity of diagnosis,
knowledge of psychophysiology, speed of diagnosis, and more
accurate estimations of disease severity [48]. Through analyses
of Twitter posts, O’Dea et al [49] identified the importance of
creating real-time campaigns to increase help-seeking behaviors
and reduce the stigma attached to mental health. Moreover,
automated programs can be more cost-effective and
time-efficient than their traditional counterparts. Ly et al [50]
proposed using interventions based on an automated self-help
system as a way to make mental health promotion tools more
widely accessible. In addition, Lucas et al [51] demonstrated
through a clinical trial that when people believed they were
interacting with a computer rather than an actual clinician, they
reported less fear of self-disclosure, reported reduced impression
management behaviors, experienced more ease in expressing
the severity of their emotions, and were rated by observers as
more willing to disclose. However, these findings may not be
generalizable, as they were potentially biased by their sample
selections and/or system design itself.

Although ML and NLP provide new tools and strategies for
psychiatric research and practice [52], it should be kept in mind
that their use frequently raises ethical and legal concerns over
consent to personal data use and data anonymization. Similarly,
studies using AI for predictive analyses are challenging the
balance between beneficence and respect for patients’autonomy.
McKernan et al [53] suggest that efforts be made to
communicate AI methods to obtain free and informed consent
from patients. Moreover, prospective studies should be
conducted to evaluate the use of AI tools [53].

The primary aim of this systematic review is to summarize and
characterize studies that used ML and NLP techniques for
mental health in methodological and technical terms. Hence,
the secondary aim is to consider the potential use of these
methods in mental health clinical practice, such as the
contributions that they may offer in areas of diagnosis and
prognosis, the establishment of risk factors, impacts of
psychotherapy, treatment adherence, and side effects.

Methods

This systematic review is grounded in the PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-analysis)
guidelines [54]. Searches were carried out as specified by the
standard protocol for PROSPERO (Prospective Register of
Systematic Reviews; registration number CRD42019107376).

Literature Search Strategy
A systematic, computerized literature search was conducted
using 4 databases: PubMed (via MEDLINE), Scopus,
ScienceDirect, and PsycINFO. Each database was explored
from August 21, 2018, through February 1, 2020, with no
publication date limit. The search was carried out using the
following keywords: “natural language processing” AND
“machine learning” AND (“psychiatry” OR “mental health”
OR “mental disorder”). The same search was performed on the
element (data mining) instead of (machine learning). When the
full text was not available, the abstract was used to extract the
necessary information to avoid selection bias. Case studies,
conference papers, and reviews were excluded.

Study Selection and Eligibility Criteria
After removing duplicates, 2 collaborators independently
screened all titles and abstracts that were relevant to this
systematic review. A third reviewer was consulted when
disagreement arose between the first 2 collaborators. The process
is depicted in Multimedia Appendix 1. Only studies available
in English were selected. We deliberately excluded studies about
the anonymization process to focus on the articles investigating
the clinical use of ML and NLP in psychiatry (eg, contribution
to diagnosis, prognosis, establishment of risk factors, impact of
psychotherapy, treatment adherence, and side effect). No
limitations on publication dates were imposed. A total of 58
articles were included in the review.

Included Studies
All studies were thoroughly screened, and their main ideas are
summarized in individual tables (Multimedia Appendix 2
[37-41,43,47,48,55-104]). These tables provide information on
qualitative and quantitative features: authors, year of publication,
precise topic of mental health (eg, autism, psychotic spectrum
disorder, etc), population characteristics, and types and volume
of recorded data. The second part of these tables summarizes
the objectives, methods, and results.
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Results

Study Selection
The database search resulted in 222 studies identified using the
(machine learning) keyword and 105 studies using the (data
mining) keyword. After merging them, 238 unique studies were
considered for review, based on the title and abstract. A total
of 84 papers were excluded because (1) they were not about
psychiatry or mental health (52 cases), (2) they were not written
in English (1 case), and (3) the keywords (machine learning),
(natural language processing), or (data mining) did not appear
in the title or abstract (8 cases). As a second filter, 33 studies
about data anonymization were excluded. Furthermore, 7 studies
were excluded because ML or NLP were not their main subject
but were only quoted as background information. In addition,
96 papers were excluded because they were reviews, case
studies, or conference papers. Finally, 58 articles were included
in this review.

Topics and Population
Topics are heterogeneous. The most frequently mentioned topics
are depression and suicide with 17 studies
[38,55,57,60-62,77-79,82,83,87,88,91,92,99,104]. Other
psychiatric diagnoses were addiction to alcohol or illicit drugs
(6 cases) [43,65,66,75,84,86]; posttraumatic stress disorder
(PTSD; 3 cases) [47,63,64]; neurodevelopmental disorders (3
cases) [42,58,93]; psychotic spectrum disorders, including
schizophrenia (3 cases) [39,95,100]; anxiety (2 cases) [41,98];
personality disorder (1 case) [85]; eating disorders (2 cases)
[89,96]; and bipolar disorder (2 cases) [37,102]. A total of 3
studies were on violence and cyber harassment [40,80,94].
Treatment issues such as adherence or misuse are also depicted
(6 cases) [56,72,74,81,101,103]. Only 1 study on mechanical
restraints [90] and 1 on cognitive troubles [97] were found. A
total of 8 studies were transnosographic [59,67-71,73,76]: 6
met the CEGS N-GRID 2016 Center of Excellence in Genomic
Science Neuropsychiatric-Genome-Scale and Research Domain
Criteria (RDoC) Individualized Domains 2016 Shared Task in
Clinical NLP criteria, which will be developed further in our
results.

In total, 3 distinct categories of population were found:

1. Patients whose EHRs were available in science-based
research databases such as the Partners HealthCare
electronic medical record (EMR), a collection of data from
patients at Massachusetts General Hospital and Brigham
and Women’s Hospital [55,56]. These records extended
beyond psychiatric records and included other medical
records as well.

2. Patients seen in emergency or psychiatry departments who
had additional clinical characteristics in their records (eg,
clinical observation, laboratory tests, diagnostic and
therapeutic interventions, typed specialists’ notes).

3. Social media networks (Facebook, Twitter, and Instagram):
The authors of these studies have selected specific hashtags
such as #stress or #depression and have screened a multitude
of public messages using a streaming platform.

Objectives
In total, 5 main categories of objectives were found: to extract
clinical symptoms, to classify severity of illnesses, to compare
different therapies, to provide psychopathological clues in
mental health, and to challenge the current nosography.

The principal objectives of these studies were to extract and
record clinical symptoms, establish a diagnosis, or monitor
changes over time. A total of 2 studies targeted automated
epidemiological monitoring: Metzger et al [57] provided a
method of detecting suicide attempts from EHRs and Leroy et
al [58] achieved automatic extraction of criteria for ASD from
EHRs with an accuracy of 76%. The latter study stated that an
increasing prevalence of given symptoms (nonverbal behavior,
social and emotional reciprocity, and adherence to routine
disabilities) occurred from 2000 through 2010. Data extraction
was also used for diagnosis: He et al [47] diagnosed PTSD with
an accuracy of 82% after analyzing free texts written by trauma
survivors.

In addition to extraction, an important aim was to measure the
severity of psychiatric disorders in psychological evaluation
record corpora. Goodwin et al [59] classified symptoms of
patients with psychosis into 4 different levels of severity (absent,
mild, moderate, and severe) using statistical analyses. Fernandes
et al [60] studied EHRs from a cohort of individuals with a
history of suicide attempts and a cohort of individuals with a
history of suicidal ideation only. Their algorithm of detecting
suicidal ideation or suicide attempts had a sensitivity of 98.2%
and a positive predictive value of 82.8% [57]. Other studies
found that ML and NLP techniques performed well, although
they were not necessarily better than a practitioner’s ability to
predict the clinical risk of suicide in their patients [61,62]; thus,
the authors proposed statistical NLP approaches to be used in
collaboration with clinical practice.

ML and NLP methods are also used to measure and compare
the effectiveness of different types of psychotherapy [63,64].
Tanana et al [43] investigated 2 statistical NLP techniques to
code motivational interviewing sessions. Motivational
interviewing is a psychotherapy method used for substance use
disorders and other behavioral problems to strengthen personal
motivation for change [105]. Motivational interviews can be
manually coded to assess therapy adherence and gather feedback
for subsequent sessions. The authors found that the discrete
sentence feature model (a sentence classifier based on n-gram
models) had accuracy similar to the manual coding of
therapeutic sessions. Maguen et al [63] used statistical NLP
techniques to distinguish evidence-based psychotherapy,
including cognitive processing therapy and prolonged exposure
notes from unstructured psychotherapy notes for a population
of veterans with PTSD. They found that almost 20% of veterans
observed an improvement in their symptoms after one or more
sessions of evidence-based psychotherapy.

Another objective was to provide psychopathological clues for
understanding mental health disorders by analyzing language
features. This objective sometimes involves the processing of
previously unexplored data, such as chat groups or social
networks. The following are some examples of studies that
pursue this objective: Baggott et al [65] found that MDMA
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(3,4-méthylènedioxy-N-méthylamphétamine; Ecstasy) altered
individuals’ speech patterns more frequently than the placebo
and led to an increase in both positive and negative social and
sexual language use (others, public, camaraderie, and outgoing).
Chary et al [66] analyzed posts on Lycaeum, a popular web
forum known for being one of the most frequently cited
platforms with respect to drug use. They discovered new
combinations of drugs that were not mentioned in the medical
literature. Luo et al [42] differentiated the social interactions
between adults with ASD and healthy adults. They confirmed
the hypothesis regarding differences in language and social
interactions in adults with ASD: typical participants had more
connected semantic links than the ASD group and the words
with the largest number of connections were different between
the 2 groups. Doan et al [41] noticed that American Twitter
users are more likely to express their source of stress on Twitter
than in their day-to-day experiences. The main causes of stress
that emerged from the Twitter data were education, work, and
social relationships. They also found that individuals’
expressions of stress and relaxation differed based on the city
of residence (Los Angeles, New York, San Diego, and San
Francisco). Moreover, Mowery et al [106] revealed that less
than 2% of the tweet corpus (a corpus of 9300 annotated tweets
containing depression-related keywords) included more than
one depression-related reference, suggesting that there may be
different forms of expression when it comes to depression.

Finally, AI in mental health research challenges the current
practice and nosography. In 2010, Insel et al [107] initiated a
project called the RDoC, a research framework for mental health
disorders that aims to constitute an alternative to the DSM
(Diagnostic and Statistical Manual of Mental Disorders). The
former includes data on genetics and neuroscience in its
classification of mental health disorders, whereas the latter is
solely based on clinical data [107]. The RDoC is a matrix in
which the columns and rows represent constructs (genes,
molecules, cells, circuits, physiology, behaviors, self-reports,

and paradigms) and subconstructs of each of the following 6
domains: negative valence, positive valence, cognitive systems,
systems for social processes, arousal or regulatory systems, and
sensorimotor systems. Pro-RDoC practitioners argue that DSM
syndromes have significant limitations when used as phenotypes
for identifying biomarkers and specific genetic variants
associated with mental illness [108]. A concrete application of
this new system used statistical NLP methods to create a
phenotypic homogenous cohort that allowed a better comparison
[109]. In 2016, the CEGS N-GRID (Centers of Excellence in
Genomic Science Neuropsychiatric-Genome-Scale and RDoC
Individualized Domains) proposed 3 challenging tasks using
NLP methods: (1) data anonymization, (2) predicting symptom
severity in the positive valence domain from neuropsychiatric
clinical records, and (3) novel data use case (eg, predicting the
presence of common mental conditions in patients) [67]. This
research on NLP and ML processing identified 6 articles
[59,67-71] that met these challenge tasks, although only 1 study
dealt with task 3 [67]. As mentioned earlier, studies on
anonymization were excluded; thus, the RDoC framework links
the neuro-biological basis of mental processes with phenotypical
manifestations [110]. The CEGS N-GRID shared task provided
usable data for investigating ML and NLP techniques, which
could lead to new psychiatric nosology.

Type of Data Used
As can be seen in Table 1 (in which no hapaxes are displayed),
the most frequent corpus type is that of EHRs (to which EMRs
can be added). EHRs (and EMRs) are convenient data sources
because of their heterogeneity: they combine structured,
semistructured, and free data, and they often use a significantly
controlled language containing medical terms that allow the
extraction of CUIs (Methods Section). The second most frequent
sources of data are clinical notes and clinical records, which
share the convenient properties of EHRs or EMRs, but are not
standardized in the same way.

Table 1. Corpus type.

ValuesCharacteristics

22.9508EHRsa

16.3934ClinNotes

11.4754ClinRecords

8.1967Interviews

8.1967Tweets

6.5574Questionnaires

6.5574Reddit

4.918Web

3.2787EMRsb

aEHR: electronic health record.
bEMR: electronic medical record.

The data described earlier share an important property: the
corpora are generated by practitioners and therefore can be used
for medical term extraction with satisfactory results.

A different category of data is generated by the patients. This
category can be divided into 2 subcategories: data generated
with the help of practitioners (eg, interviews and questionnaires)
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and data freely generated by patients on social media (tweets,
posts on Reddit, web blogs, etc).

Interviews and (textual parts of) questionnaires are technically
free text but practitioners still have some amount of control over
the content, and the environment in which the data are collected
influences the degree of informality of texts. For these reasons,
traditional NLP methods can be applied to them with satisfactory
results.

Data collected from social media, because of their high degree
of informality, loose spelling and syntax, and use of
abbreviations and emojis, can only be superficially processed
by standard NLP methods. Typical examples are in studies by
Doan et al [41] and Jackson et al [73], in which tweets were
selected because they contained the hashtags #stress and #relax
and their words were used in a bag-of-words without any further
linguistic treatment [41] or tweets were selected based on the
presence of terms denoting opioids [72]. Although the authors
lemmatized tweet contents, the main feature of tweets taken
into account was their geographical origin.

Methodology
Two phases of NLP projects were distinguished: (1)
preprocessing, which consists of analyzing the data to obtain
numeric or categorical features, and (2) classification.

Preprocessing

Table 2 (in which no hapaxes are displayed) represents the
frequency of use of various preprocessing methods that can be
of different natures. Some methods apply to words or word

groups: lemma (lemmatization, ie, replacing a word by a base
form such as the singular for nouns or the infinitive for verbs),
POS (part of speech, ie, attaching to a word a label denoting its
grammatical function), cTAKES or CUIs (mapping a word or a
noun phrase to concept in an ontology, such as the UMLS, and
therefore unambiguously defining its semantics), tf-idf (attaching
to a word or a term a value representing its significance in
characterizing a given document or class it belongs to),
embedding (representing a word by a vector in a
high-dimensional space), named-entity recognition (deciding
whether a given word or noun phrase is a named entity), LIWC
(Linguistic Inquiry and Word Count, a commercial tool
advertised as being “based on solid science” providing various
“social and psychological insights” of words). Other methods
combine words into higher structures: n-grams (considering an
n-gram, ie, a sequence of n subsequent words, as an entity and
measuring the frequencies of these entities). Finally, other
methods are applied to entire sentences, paragraphs, or
documents: SentiAna (analyzing sentiments or emotions), LDA
and LSA (calculating sets of topics, detecting the significance
of each topic for a given document, and providing representative
words for each topic). The most frequent preprocessing methods
are the standard methods of NLP (lemmatization, part-of-speech
tagging, n-grams, and tf-idf), and methods specific to medical
texts such as CUI extraction (keywords cTAKES and CUIs in
Table 2). The embedding method is related almost exclusively
to NNs and therefore is relatively recent. Finally, the tail of the
graph in Table 2 contains methods applied primarily to free
texts such as topic detection, named-entity recognition,
sentiment or emotion analysis.

Table 2. Preprocessing methods.

ValuesCharacteristics

16.3043lemma

10.8696POSa

10.8696cTAKESb

9.7826ngrams

7.6087tfidf

6.5217embedding

5.4348CUIsc

5.4348LDAd

5.4348SentiAna

4.3478LIWCe

4.3478NERf

3.2609LSAg

aPOS: part of speech.
bcTAKES: clinical Text Analysis and Knowledge Extraction System.
cCUI: concept unique identifier.
dLDA: latent Dirichlet allocation.
eLIWC: Linguistic Inquiry and Word Count.
fNER: named-entity recognition
gLSA: latent semantic analysis.
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Classification

Once the classification phase is reached, linguistic data are
entirely converted into numeric data, and therefore, the choice
of classifier depends on factors other than corpus type. Some
of these factors include (1) the volume of data, (2) the type of
classification (supervised vs unsupervised), (3) the explicability
level, and (4) the platform used. In Table 3 (where hapaxes are
not displayed), we have shown decision tree, association rules,
and C4.5 (also a decision tree algorithm) that are transparent
methods, that is, the user can follow the classification process
in a step-by-step manner and understand the reason a given
individual belongs to a particular class. They are not the most
frequent classifiers, probably because explicability is not a major
concern of most studies. Instead, the most frequently used

classifiers such as support vector machine (SVM), LogiR
(logistic regression), RF (random forest), and LinR (linear
regression) are solid, fast legacy classifiers with small parameter
sets and good performance. In the middle of Table 3 are NNs
that belong to the deep learning tendency of ML: they are
opposite to DT/AR/C4.5 when it comes to explicability and
they rely heavily on certain parameters (type and geometry of
NN, number of layers, size of layers, optimizer, learning rate,
loss function, etc). The causes of the relatively low frequency
of NNs in publications may be (1) the fact that they have been
implemented in user-friendly frameworks (such as Theano or
Keras) only recently, (2) the necessity to fine-tune a large
number of parameters, and (3) the relatively high requirements
in terms of memory, central processing unit, and graphical
processing unit. This is likely to change in the near future.

Table 3. Classifier type.

ValuesCharacteristics

22.6804SVMa

16.4948LogiRb

11.3402RFc

6.1856DTd

6.1856NBe

6.1856NNf

5.1546LinRg

3.0928K-Means

2.0619ARh

2.0619C4.5

aSVM: support vector machine.
bLogiR: logistic regression.
cRF: random forest.
dDT: decision tree.
eNB: Naive Bayes.
fNN: neural network.
gLinR: linear regression.
hAR: association rules.

Platforms

As can be seen in Table 4 (hapaxes are not represented), the 2
most common platforms are Python and R. Python is a universal
programming language, in the sense that it is not specific to a
given domain: more than 120,000 packages allow the user to
perform specialized tasks in any possible field. Furthermore, it
is open-source and high-quality documentation abounds. R is
also an open-source programming language and compiler, but
contrary to Python, it is oriented toward statistics. Although
many classifiers have been implemented efficiently both in
Python and R, the domain of NLP is better represented in
Python, in credit to packages such as NLTK (Natural Language

ToolKit), spaCy, and Stanza. The third bar, titled Unknown,
represents publications that do not mention the platform used.
The fourth bar indicates the General Architecture for Text
Engineering General Health platform, an open-source Java
application that provides an environment for processing textual
data in a user-friendly manner. The Apache bar gathers different
tools distributed by the Apache Software Foundation. Stata is
a commercial statistics software from College Station, Texas,
first released in 1985. Weka is an open-source programming
environment for ML.

Figure 1 shows the use of platforms in chronological order. The
use of Python and R started after 2015, while Stata, Weka, and
Apache were already in use in 2011.
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Table 4. Platforms.

ValuesCharacteristics

34.4828Python

18.9655R

10.3448Unknown

8.6207GATEa

5.1724Apache

5.1724Stata

3.4483Weka

aGATE: General Architecture for Text Engineering General Health.

Figure 1. Platforms usage.

Correspondence Analysis of Data, Methods, Classifiers,
Platforms, and Publications
The correspondence analysis is a dimension reduction technique
that maps the data into a factorial space where each dimension
is a combination of the initial variables. Figure 2 represents the
principal coordinates of the publications and the various entities
considered in their study.

On the right, a cluster of publications is surrounded by data type
ClinNotes, method cTAKES, and platform R. In the upper left
quadrant, some publications gather with method embedding and
classifier NN. Toward the left of the diagram and close to the
horizontal axis, publications with an unknown platform using
the NB classifier are present along with a big cluster whose
center includes tf-idf, LogiR, SVM, Python, and n-grams: the
legacy methods, most used classifiers, and the most used
platform.

Figure 2. Correspondence analysis.

With regard to publications, Filannino_17 is an obvious outlier
because it has no method, classifier, or platform and because it
describes a task and how this task has been treated by others.
Clark_17 is at the extreme upper left, as it uses NNs and
k-means (the latter is not displayed because only entities

appearing at least 5 times are included). Coppersmith_18 also
uses embeddings and NNs, whereas Tran_17 (which is closer
to the central cluster) uses both NNs and SVMs. On the right
side, Shiner_13 and Vaucheret_19 use clinical notes and R,
whereas Hart_20 and Moessner_18 use R and methods that
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have not been taken into account in the calculation. In the
bottom left, Iqbal_15 uses EHRs in the General Architecture
for Text Engineering General Health (which is not displayed).
At the extreme left and close to the horizontal axis, Pestian_16
and Yu_11 use an unknown platform.

Geographical Distribution of Authors
In the map in Figure 3, the diameter of the red marks is
proportional to a score calculated as follows: we added 1 unit
for the geographical origin of the affiliation of each author of
each paper. The cities with scores greater than 10 were Boston
(54), London (44), New York (21), Cincinnati (15), Buenos
Aires (13), Cambridge, Massachusetts (12), San Francisco (11),
and Taiwan (11).

Figure 3. Geographical distribution of authors.

Citations and Cocitations
Figure 4 represents the citations of the papers in our list by other
papers on the same list. The size of the nodes of a paper is
proportional to the number of papers citing it. The colors of the
nodes and edges represent communities. Each community has
a central node: Perlis et al [55] are cited in 7 other papers,
Jackson et al [73] are cited in 4 other papers, Carrell et al [74]
and Afshar et al [75] are cited in 2 other papers, and Bedi et al
[39] are cited in 2 other papers. In total, 22 papers are singletons:
they are neither cited nor cite any other paper in our list.

Although mutual citations show influences between papers in
our list, we can also measure the number of cocitations (ie,
common references between 2 papers in the list). In Figure 5,
the edges between papers indicate that they have at least 3
common references. The edge width is proportional to the
number of references.

The edge of the greatest width is the one between the papers by
Coppersmith et al [76] and Coppersmith et al [77], which is

normal—the 2 papers share the same first author, have been
released within less than a year, and have 26 common
references.

The second case, in descending order of edge width, is between
Shiner et al [64] and Maguen et al [63]. This is also normal—the
first author of the former is also the last author of the latter and
the latter is presented as an extension of the former: “In this
study, our goal was to extend Shiner and colleagues’ work by
applying automated coding to a large national pool of mental
health treatment notes in order to identify the use of cognitive
processing therapy and prolonged exposure.” The 2 papers share
14 common references.

The size of nodes in the graph is proportional to the degree.
Zhong et al [78] have the highest degree: this paper has more
than three common references with as many as eight other
papers, in fact, with 8 references. The color of the nodes and
edges corresponds to the connected components. There are 19
singleton nodes that share ≤2 references with every other paper
of the list.
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Figure 4. Graph of cocitations.
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Figure 5. Graph of cocitations.

Discussion

Strengths and Limitations of the Review
This study reviews ML and NLP models in the field of mental
health, which has been a highly topical issue in recent years.
The methodology was elaborated to screen a maximum number
of specific medical studies by expanding the research to 4
medical databases (PubMed, Scopus, ScienceDirect, and
PsycINFO). Furthermore, the characterization of the selected
studies has been done very precisely in a qualitative manner to
simultaneously depict the populations, methods, data sources,
and technical aspects.

The primary limitation of this study is the lack of quantitative
comparisons between the selected studies. It is indeed not
feasible to compare highly heterogeneous studies that do not
share common research patterns. In addition, the selected works
were not scored on their risk of bias. Despite this shortcoming,
their limitations and strengths are outlined in the individual
tables in Multimedia Appendix 2.

Methodological and Technical Limitations of the
Selected Studies
ML and NLP methods may be considered as a new paradigm
in medical research in which it becomes practical to analyze
every possible, even unexpected, and innovative parameter of
a topic to discern new clinical patterns. This new paradigm
involves reconsidering the standard methodology, which consists
of formulating a sound hypothesis, defining objectives, and
collecting results to either uphold or reject the hypothesis.
However, in practice, the selected studies tend to confirm
clinical hypotheses based on fundamental clinical intuitions,
namely language abnormalities in adults with ASD [42].

Other methodological limitations and potential bias sources
have been noted. As stated in the Results section, one of the 3
main population categories is social network or chat users
[40,41,66,77,79], whose members are predominantly young.
Owing to this, Coppersmith et al [76,77] cautioned that these
results may not be generalizable to other populations [77,106].
In addition, when Chary et al [66] focused on Lycaeum users
and Coppersmith et al [76] mentioned participants from a
company, the lack of precise information on the participants of
a cohort was obvious. An exception to this is the group of
OurDataHelps.org users [77] who volunteered to participate in
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scientific research and filled out a questionnaire to provide
information about themselves. Even when participants volunteer
to provide personal information, there is a high likelihood that
personality bias plays a role, especially in studies on suicide
and depression.

Similarly, studies rarely consider cultural or ethnic differences
within a sample [80]. For example, in a study on violent
behavior, researchers should acknowledge that spanking children
for discipline purposes is considered inappropriate in some
cultures but appropriate in others. In some cases,
language-specific features can improve the performance of NLP
methods. For example, in the case of Takano et al [62], the
distribution of morphemes is used to distinguish between
specific and nonspecific memories in the Autobiographical
Memory Test. As shown in the paper, among the most important
distinctive factors are grammatical particles that are specific to
the Japanese language, such as た/だ (past tense), ない
(negation), は (topic marker), and で (place or method). In
languages with different structures, the same method may be
less efficient and other indicators may need to be investigated.

Is There an Advantage in Using ML and NLP for Mental
Health Clinical Practice?
The hallmark ML principle is to simultaneously analyze large
quantities of data; however, this sometimes leads researchers
to the implicit assumption that the more data they input, the
more accurate will be the results. ML and NL allow the analysis
of large amounts of data and the comparison of broad groups
and patients. For example, Roysden et al [56] screened
administrative data and EHRs from a population of 12,759
patients; Maguen et al [63] compared over 8,168,330 clinical
notes collected over 15 years; and Yazdavar et al [79] analyzed
posts authored by 4000 Twitter users. At the same time, even
though thousands of papers have been published using medical
data, very few have made meaningful contributions to clinical
practices [111].

Twitter and other social networks, with almost 3 billion users
globally, have become significant sources of information for
medical use and research [112]. Moreover, the analysis of social
media–based platforms can generate valuable details about
people’s mental health and social or professional interactions.
The alteration of daily habits is one of the core criteria for the
diagnosis of a mental health disorder (in general, criterion B of
DSM-5). A recent study by Fagherazzi and Ravaud [113]
illustrates the idea that AI can be implemented in the so-called
digitosome (data generated online and by digital technologies)
that constitutes a powerful agent for detecting new digital
markers and risk factors in medicine. By analyzing a global
cohort of more than 85,000 tweets per week authored by people
with diabetes, they were able to discuss different illness-related
stress patterns of patients with type 1 or type 2 diabetes. By
analyzing tweets, Mowery et al [106] found that there may be
alternative ways in which people express depression. These
findings indicate that there may be new ways for people to
express mental illness.

From this perspective, different expressions of psychological
distress (whether people are addressing health care professionals,
relatives, or digital friend networks) could be accessible and

useful to care providers. ML and NLP may be valuable in
psychiatry for identifying people with clinical risks for
depression, suicide attempts, anxiety, or even psychosis based
on digital data or clinical notes.

Ethical Reflections
AI in psychiatry and more broadly in medicine raises ethical
issues and requires prudence in its application. As mentioned
earlier, ML and NLP techniques have valuable advantages in
psychiatry for analyzing large amounts of data with high
diagnostic and prognostic validity. These tools, which have
been groundbreaking in medicine and psychiatry, should receive
more attention for their promising results with regard to clinical
practice and medical research. In addition, recent studies suggest
that people are becoming more comfortable when speaking with
a machine compared with a clinician: Lucas et al [51] state that
in a clinical trial, people who (believed they) were interacting
with a computer disclosed information more openly than people
who thought that an individual was controlling the computer.
Perhaps the machine is viewed as being more objective than a
human and therefore reduces the fear of judgment from a
practitioner. The introduction of a computer in medical practice
as a new type of clinician leads to a profound change in the
physician-patient relationship and promotes the idea of having
a new clinical model involving a third party. The relationship
is crucial to psychiatric clinical practice, and the use of data
processing should be discussed. Sassolas [114] questioned this
technological psychiatry as a practice that is likely to avoid
what he called the “psychic privacy proximity.” Technological
psychiatry could generate an operative encounter whose unique
purpose is to normalize the patient’s symptoms and reduce the
fear of disclosure.

In addition to improved relationships, the application of ML
and NLP in psychiatry should be done with special precautions
to avoid clinical abuse. This review includes 2 studies about
the prediction of psychosis in patients at high risk of this disease.
One even introduced a model of ML+NLP that had a 100%
accuracy in predicting psychosis among the latter patient sample
[39], which was better than a simple clinical evaluation.
Nevertheless, these results should be treated with caution
because of the small sample size and the lack of detail on the
statistical techniques used. The risk of overfitting needs to be
considered. Although further research should be continued to
improve technical issues, ethics should be taken into account.
Martinez-Martin et al [115] questioned whether it is ethical to
use prognostic estimates from ML to treat psychosis, as it is not
known whether variables are present in the local context (such
as differences in psychiatric practice and social support) that
would affect the model’s validity. Moreover, when programming
an ML algorithm, investigators can choose to strengthen the
criteria they esteem to be more relevant, such as clinical criteria
instead of socioeconomic factors. This could result in loss of
opportunity for some patients when the automated machine
analysis gives the illusion of greater objectivity. These
adjustments should be done to respect the principle of equity.

In the case of predicting psychosis, the study involved only
patients who consented to both psychiatric care and the
completion of interviews. This was not the case in studies on
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suicide prevention, where researchers tracked information on
patients by using social media. This could be considered a
violation of confidentiality. Should information from social
media be used to identify symptoms? Applying AI in this
context raises significant ethical concerns, particularly in
balancing beneficence and respecting confidentiality [53]. ML
and NLP can help identify people at clinical risk for depression
or suicidal ideation, who most likely do not have access to
mental health providers and/or a primary care doctor [61];
however, this reduces confidentiality protection and can lead
to increased vulnerability in certain populations [21]. To obtain
informed consent from patients and protect their privacy,
McKernan et al [53] proposed some recommendations: patients
should be informed that (1) algorithms can be imperfect or
wrong; (2) algorithm data should be considered highly sensitive
or confidential; (3) algorithm data might recommend actions
that are not immediately apparent; and (4) algorithms might
prompt unnecessary intervention from the provider. Therefore,
psychiatrists should be trained in ML and NLP techniques and
be able to explain to patients their main characteristics and why
they may require certain recommendations. This last point
underlines the need for an explainable AI that goes further than
black box methods.

Finally, ML and NLP should not lead to disempowerment of
psychiatrists or replace the clinician-patient pair. On the
contrary, the combination of ML with NLP should be considered
as a tool to support clinical practice and medical research.

Conclusions
In the past decade, the use of ML and NLP has become
increasingly widespread in medicine and more specifically in
psychiatry. Hence, this review aimed to summarize and
characterize studies that used ML and NLP techniques for
mental health in methodological and technical terms. The
secondary aim was to consider the potential use of these methods
in mental health clinical practice (eg, contribution to diagnosis,
prognosis, establishment of risk factors, impact of
psychotherapy, treatment adherence, and side effects).

Although the selected studies were heterogeneous in terms of
topics and mental disorders, common features were found in

terms of population categories (patients included in medical
databases, patients presenting to the emergency room, and social
media network users) and objectives (ie, symptom extraction,
severity classification, comparison of therapies, findings of
psychopathological clues, and challenges to the current
nosography). The type-of-data-used analysis identified 2 major
corpora: data collected by care providers (EHR, clinical notes,
or EMR) and data from social media. Finally, the method
analysis indicates that the authors privileged certain techniques.
The standard methods of NLP (such as lemmatization, POS
tagging, or n-grams) are most frequently used for preprocessing,
in addition to CUI extraction dedicated to medical texts. The
classification analysis specifies that classifiers with good
performance (SVM, LogIR, and RF) are preferred to those with
transparent functioning. The use of the universal programming
language platforms such as Python and R is verified; Python
turned out to be the most frequently and recently used. The
correspondence analysis of data, methods, classifiers, platforms,
and publications reveals a cluster of publications associating
clinical notes data with cTAKES methods and the R-Python
platform.

ML and NLP methods may sometimes be impressive with their
huge amount of data screening and the multiple perspectives
they offer. This has led some authors to consider it to be a new
paradigm in mental health research. However, these processes
tend to confirm clinical hypotheses rather than developing new
information, and some results should be treated with caution
(eg, results from social media users’ cohorts or the impact of
language-specific features on NLP methods performance). On
the contrary, ML and NLP techniques provide information from
unexplored data and on patients’ daily habits that are usually
inaccessible to care providers. It may be considered as an
additional tool in every step of mental health care: diagnosis,
prognosis, treatment efficacy, and monitoring. In this regard,
ethical issues, such as predicting psychiatric troubles or
implications in the physician-patient relationship, remain and
should be discussed in a timely manner. Therefore, ML and
NLP methods may offer multiple perspectives in mental health
research, but they should be considered as a tool to support
clinical practice.
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Abstract

Background: The use of information and communication technology (ICT) in suicide prevention has progressed rapidly over
the past decade. ICT plays a major role in suicide prevention, but research on best and promising practices has been slow.

Objective: This paper aims to explore the existing literature on ICT use in suicide prevention to answer the following question:
what are the best and most promising ICT practices for suicide prevention?

Methods: A scoping search was conducted using the following databases: PubMed, PsycINFO, Sociological Abstracts, and
IEEE Xplore. These databases were searched for articles published between January 1, 2013, and December 31, 2018. The five
stages of the scoping review process were as follows: identifying research questions; targeting relevant studies; selecting studies;
charting data; and collating, summarizing, and reporting the results. The World Health Organization suicide prevention model
was used according to the continuum of universal, selective, and indicated prevention.

Results: Of the 3848 studies identified, 115 (2.99%) were selected. Of these, 10 regarded the use of ICT in universal suicide
prevention, 53 referred to the use of ICT in selective suicide prevention, and 52 dealt with the use of ICT in indicated suicide
prevention.

Conclusions: The use of ICT plays a major role in suicide prevention, and many promising programs were identified through
this scoping review. However, large-scale evaluation studies are needed to further examine the effectiveness of these programs
and strategies. In addition, safety and ethics protocols for ICT-based interventions are recommended.

(J Med Internet Res 2021;23(5):e25288) doi: 10.2196/25288
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Introduction

Background
Information and communication technology (ICT) has been
used for suicide prevention over the past decade. Moreover,
there is a growing body of evidence supporting the use of ICT
in the development of promising suicide prevention practices
[1,2]. ICT can be used to screen individuals at risk of suicide
on the web; offer information and help regarding suicidal
thoughts and behavior; and offer web-based assessment,
interventions, and follow-up [1-6]. The use of ICT widens
accessibility to hard-to-reach individuals who do not always
seek help in person and offers treatment opportunities to
communities with lower access to care, such as rural
communities. The use of ICT in suicide prevention can also
help professionals offer better care to their patients by combining
multiple approaches, such as using mobile apps to monitor
symptoms or providing web-based therapeutic programs [7,8].

Many opportunities arise when using ICT to expand suicide
prevention strategies. However, the pace at which ICT is
advancing makes it difficult to keep up with, especially from a
research perspective. To make better use of these different
web-based suicide prevention strategies, a better understanding
of these different uses of ICT is necessary. We identified 3
major questions. First, a better understanding of how to
emphasize the technical aspects of ICT regarding the
development, maintenance, privacy, and life cycle of the
technology would help make better choices regarding which
ICT to use in what context. For example, machine learning
offers many possibilities for identifying at-risk individuals, but
major technical and ethical considerations must be described
and taken into account. Second, we need to improve our
understanding of ICT use in suicide prevention. To support
adequate decision making, it is important to know whether
ICT-based suicide prevention strategies reach different clienteles
or if we are reaching the same individuals differently. Third, a
better understanding of the structure and efficacy of various
types of current web-based assessments and interventions is
also important. For instance, can artificial intelligence (AI) and
machine learning be used to optimize and accelerate the
assessment of individuals at risk? Is a suicide crisis intervention
by chat as effective as talking over the phone or in person? Are
web-based cognitive behavioral therapy (CBT) programs as
effective for suicide prevention as face-to-face CBT programs?
Before shifting toward using and recommending the use of these
different ICT-based assessments and interventions, it should be
noted that their effectiveness has yet to be demonstrated in the
literature.

Current Study
The available literature often refers to a specific type of ICT as
opposed to a general overview of existing ICT-based strategies
in mental health and suicide prevention. More precisely, existing
literature reviews have focused on specific ICTs such as
smartphone tools [1], web-based interventions [3], mobile apps
[4], and social media [5] or specific age groups such as youth
[6]. Based on this background and a rapidly evolving corpus of
research, we set out to review the evidence supporting the use

of all types of ICTs in different levels of suicide prevention
strategies. More precisely, we carried out a scoping review to
identify the best and most promising practices for ICT use at
all levels of suicide prevention, which are described by the
World Health Organization as the universal (entire population),
selective (specific subpopulations), and indicated (high-risk
individuals) levels [9]. ICT was defined as all materials,
software, or services used to collect, process, and transmit
information; this includes electronic, computer,
telecommunications, multimedia, and internet technologies [10].
AI was defined as all theories and techniques used to develop
machines capable of simulating intelligence [7].

Methods

Scoping Review Framework
We used the 5-stage scoping framework developed by Arksey
and O’Malley [11] and adapted by Levac et al [12] to review
peer-reviewed publications. These stages are (1) identifying
research questions; (2) identifying relevant studies; (3) selecting
studies; (4) charting data; and (5) collating, summarizing, and
reporting results. A scoping review allows researchers to explore
the available data on various aspects of a theme instead of just
one [11,12]. This provides an overview of the relevant literature
that helps to identify the various ICT and suicide prevention
strategies examined by researchers since 2013 and to document
their effects. The Center for Research and Intervention on
Suicide, Ethical Issues, and End-of-Life Practices decided to
better understand the use of ICT in suicide prevention as of
2013 following the publication of the book Suicide prevention
and new technologies: Evidence-based practice [13]. This book
provides an overview of new technologies in suicide prevention
and demonstrates the need for further research in this area. As
ICT tools, contents, and use evolve rapidly, a 5-year timeframe
seems relevant to address the current state of ICT preventive
practices and research. For example, major social networks have
changed their policies toward content related to suicidality.
During the 2019 International Suicide Prevention Day, Facebook
revised its policy of preventing self-harm and suicide by banning
graphic representations of suicidality, which could change the
level of exposure of individuals vulnerable to suicide. At the
same time, the rapid development of scientific knowledge and
technology has been noted many times. For example, a review
of the scientific literature published in 2013 identified 5
scientifically evaluated mobile apps for child and adolescent
mental health [14], whereas Grist et al [15] identified 19 more.
In addition, web-based platforms such as Parler or 4Chan were
not as widely known and used 10 years ago. Including older
technologies and neglecting to consider the rapid content change
of internet content over the years may skew results toward
obsolete prevention strategies.

Summary of Search Strategy

Identifying the Research Question
The research question identified for this scoping review aims
to guide future program development and implementation by
establishing an inventory of strategies using ICT that have been
the subject of research in recent years. Following the PRISMA
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(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses) recommendations, the research question was
developed using the PICO (population, intervention, comparison,
and outcomes) conceptual tool [16]. Note that an adaptation of
PICO was made through an amalgamation with the SPIDER
(sample, phenomenon of interest, design, evaluation, research
type) tool by Methley et al [17] to facilitate the consideration
of the psychosocial nature of the research object. Consequently,
the research question was “How information and communication
technology (ICT) can be used in intervention and prevention of
suicide among the general population, people at risk, or suicidal
people of all ages and conditions combined to contribute to the
reduction of any indicators relating to suicidality?” This question
was selected to promote the instrumental use of the research
results [18].

Identifying Relevant Studies
The search strategy consisted of identifying key concepts related
to ICT-based suicide prevention and intervention, developing
a provisional syntax specific to each database for pretesting,
and determining the definitive syntax based on the pretest
results. The keywords used to construct research syntaxes were
extracted from natural (everyday vocabulary) and controlled
(indexer terms) language terms and based on the central concepts
associated with the research questions. The researched concepts
were suicidal behavior, ICT (AI, machine learning, application,
social network, and mobile technology), intervention
(information, education, prevention, decision making, and
intervention), and program evaluation. The final syntax based
on these keywords and used with each database searched is
presented in Multimedia Appendix 1. PubMed, PsycINFO,
Sociological Abstracts, and IEEE Xplore were searched for
publications from January 1, 2013, to December 31, 2018. The
selection of each database was carefully thought out by the

research team (2 senior researchers in suicidology, 2 ICT
experts, 1 postdoctoral student, 1 doctoral student, and 1
specialized librarian who provided support) to include data in
the medical field, psychology, social and behavioral sciences,
and ICT. The number of databases chosen was in line with that
of other reviews that focused on specific ICTs and mental health
[5,19]. In addition, the choice of databases was based on the
following 2 criteria: the number of documents they contain and
the degree of overlap of the content indexed in each database
[20]. The final choice was made to select high quantities of
indexed documents in databases and databases with less content
overlap to maximize the completeness of the retrieval process.

Selecting Studies

The final search syntax identified 3848 publications that were
imported for EndNote selection. From these, 1391 duplicates
were removed. The remaining 2457 publications were then
sorted according to the inclusion and exclusion criteria applied
by 5 research assistants against titles and abstracts only.
Interrater reliability was assessed for 100 publications.
Agreement reached 89% and a Cohen κ statistic of 0.704 was
achieved, which is considered substantial by Cohen [21]. The
studies covered in our review used various methods (qualitative,
quantitative, and mixed methods) and were drafted in English
or French. They had to provide original empirical or descriptive
data. Literature reviews, editorials, theoretical articles, and
studies focused only on ethical or legal issues surrounding
ICT-based suicide prevention were excluded. The included
articles had to directly address suicide prevention strategies
using ICT. All studies that used death by suicide, suicidal
ideation, or suicide behavior as outcomes were considered. The
PRISMA flow chart [16] of our study presented in Figure 1
provides an overview of our study selection process.

J Med Internet Res 2021 | vol. 23 | iss. 5 | e25288 | p. 3https://www.jmir.org/2021/5/e25288
(page number not for citation purposes)

Rassy et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram.

Charting, Collating, Summarizing, and Reporting Data

A form was developed in Microsoft Excel to retrieve pertinent
information from selected qualitative, quantitative, and mixed
methods studies to optimize data charting. A research team
tested the form before use. It included 10 items: title, objectives,
research design, instruments of measure, type of suicide
prevention (universal, selective, or indicated), technology
category, participant characteristics, results associated with
effects and benefits regarding lowering suicidal behavior,
clinical and scientific contributions, and recommendations. The
research team thoroughly examined 5 independent studies with
10 items and then compared the results. Following this analysis,
precision was applied to the exclusion criteria of the studies.
Verbal telephone interventions were excluded from this review.
Considering the large quantity of data available on suicide
prevention telephone interventions [22-24], studies addressing

these types of interventions were excluded from this scoping
review. However, interventions based on text messaging and
smartphone apps were included as new ICT-based interventions
relevant to this review. After criteria validation, a summary of
pertinent information was prepared for each study included. No
systematic methodological quality evaluation was carried out
in accordance with the scoping review methodology [11].

Results

General Information
Our search of PubMed, PsycINFO, Sociological Abstracts, and
IEEE Xplore yielded 3848 articles. After removing 1391
duplicates and 2265 articles based on a perusal of title and
abstract, 192 texts were read in full for the final screening. This
allowed us to remove an additional 77 articles, leaving 115
articles for the scoping review. We also noticed through our
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analysis that the number of publications increased in 2016 and
2017, and the scientific articles focused more on selective and
indicated suicide prevention strategies.

Classification of Interventions’ Efficacy
In the context of this scoping review, we aim to provide a
general portrait of existing suicide prevention strategies based
on ICT. It does not aim to determine the quantitative
effectiveness of such interventions. Therefore, a prevention
strategy is considered effective when it is based on rigorous
theory and when it has been evaluated by a minimum of 2
studies with a quasi-experimental approach [25]. Typically, in
traditional systematic reviews, identifying evidence-based
practices requires a weighting of the methodological quality of
primary studies, unlike the scoping review [12]. If the relevant
studies are randomized trials, the body of evidence begins with
high certainty. If the relevant studies are observational, the body
of evidence begins with low certainty [26]. Certain strategies
may, however, be presented as promising when at least one
observational or randomized study supports its efficacy.
Therefore, we considered all interventions that have
demonstrated effectiveness in any type of research design
(qualitative, quantitative, or mixed studies).

Universal Suicide Prevention Strategies
In total, 10 of the studies selected referred to universal suicide
prevention strategies (Table 1). These addressed 2 main program
categories: (1) health promotion and suicide prevention through
the use of educational websites and (2) health promotion and
suicide prevention through awareness campaigns and social
media psychoeducation. These programs were accessible to all
participants. The types of websites identified were
information-based, interactive, forums, and chats. Social media
platforms included Facebook, Twitter, and personal and
professional blogs. In general, the effects of these programs on
perceptions and knowledge have been poorly evaluated.
Universal suicide prevention strategies included the SUPREME
(Suicide Prevention through Internet and Media-Based Mental
Health Promotion) project [27], the Storytelling project [28],
the It Gets Better project [29], the Live Through This project
[30], and Media-Based Prevention Messages [31]. Although
these different universal strategies could have some effects on
the negative emotions of participants [32], they primarily play
a potential role in reducing the stigma associated with suicide
[30,33] and suicidal ideation and behavior [27,30,32] and
increasing web-based suicide prevention knowledge [31,34,35],
mental health literacy [32,33], and web-based help seeking
[33,34]. Table 1 presents a description of the studies that referred
to universal suicide prevention strategies.

Table 1. Universal suicide prevention strategies.

Results and com-
ments

ExamplesTargeted
population

ICTa usedPro-
grams, n

ObjectivesIdentified
studies

Type of program

Results in terms of
reducing suicidal
ideation and behav-
ior, increasing men-
tal health literacy,
and increasing web-
based help seeking
seemed promising.

“SUPREMEb”
project [27] and
“Live Through
This” [30]

2[27,28,30,32]Health promotion
and suicide preven-
tion through the use
of educational web-
sites

••• Young
people

WebsitesImprove mental
health and
well-being

• Interactive
modules • Young

adults• Educate and in-
crease aware-
ness of young
people of men-
tal health and
suicide preven-
tion

• Forums
• At-risk

groups

• Prevent stigma
• Encourage help

seeking and
service use by
young people

• Promote protec-
tive factors

Results in terms of
reducing suicidal
ideation and behav-
ior and improving
knowledge, atti-
tudes, and asking for
help on the web
seemed promising.
However, further re-
search was needed.

“It Gets Better”
project [29] and
“Media-Based
Prevention
Messages” [31]

4[29,31,33-36]Health promotion
and suicide preven-
tion through aware-
ness campaigns and
social media psy-
choeducation

••• Young
people

Presenting,
broadcasting
and sharing
messages on
social media

Increase social
media users’
awareness of
the existence of
and issues asso-
ciated with sui-
cide and its
prevention

• At-risk
groups

aICT: information and communication technology.
bSUPREME: Suicide Prevention through Internet and Media-Based Mental Health Promotion.
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Selective Suicide Prevention Strategies
We identified 53 studies that dealt with selective suicide
prevention strategies (Table 2). From these, 9 different selective
suicide prevention program categories emerged, and each had
multiple different outcomes. These strategies ranged from
identifying people at risk to web-based self-management and
training programs. Some were designed to be used alone,
whereas others were part of a larger intervention program
involving direct contact between suicidal individuals and suicide
prevention resources. The programs targeted distressed
individuals and groups at risk, that is, health professionals. ICT
use varied according to the desired outcome. For example,
algorithms were used to identify individuals at risk for suicide
on the web, as advertised by Google AdWords, which is now
known as Google Ads [37,38]; interactive websites were used
to support the assessment and management of mental health

disorders in collaboration with a mental health professional
[39]; and training modules, web-based exercises, and multimedia
presentations were used to enhance knowledge, understanding,
and attitudes regarding suicide prevention and intervention
[40-42]. Programs using algorithms to identify at-risk
individuals seemed most promising for identifying people at
risk for suicide versus those not at risk [37,38,43-58]. These
algorithms analyzed suicide risk on the basis of different
elements, including speech and linguistic characteristics, medical
notes, search engine ad clicks, and profiles from web-based chat
sessions or social media [37,38,43-58]. Although these
algorithms helped identify individuals at risk for suicide, a
clinical application of these algorithms is yet to be developed,
as little is known about the effectiveness of these programs in
increasing actual web-based and in-person help-seeking
behaviors.
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Table 2. Selective suicide prevention strategies.

Results and com-
ments

ExamplesTargeted popula-
tion

ICTa usedPrograms, nObjectivesIdentified
studies

Type of program

This technology
seems effective in

Analysis of
speech and

2[44-47]Identifying at-risk
individuals through

••• Individu-
als present-

Analysis of
characteristics

Identify indi-
viduals at risk
for suicideautomatic analysis distinguishing suici-sound character-ing riskfrom observa-
and qualifyof their linguistic dal from nonsuici-istics program

[45-47]
factors at
assessment
interviews

tion of spoken
languagerisk level

based on
characteristics dur-
ing face-to-face
consultations

dal individuals. A
clinical use of this
technology is yet
to be developed.

speech charac-
teristics

This technology
seems effective in

The “Safety-
Net” program
[56]

1[54-57]Identifying at-risk
individuals through
automatic analysis
of medical file

••• Individu-
als present-
ing risk
factors

Analysis of
written lan-
guage

Identify indi-
viduals at risk
for suicide
and qualify

distinguishing suici-
dal from nonsuici-

during as-risk levelnotes and/or re-
search data

dal individuals. A
clinical use of this
technology is yet
to be developed.

sessment
interviews

based on data
(medical file
or research
data) from
clinical obser-
vations by
clinicians or
researchers

This technology
seems promising.

Suicide mean-
ing making ap-

0[43,58]Identifying at-risk
individuals through

••• Individu-
als present-

Analysis of
written lan-

Identify indi-
viduals at
high risk forautomatic analysis A clinical use ofplied in specific

contexts [58]
ing risk
factors
during

guage
suicide based
on characteris-

of their linguistic
characteristics dur-

this technology is
yet to be devel-
oped.written ex-

changes
tics of their
words or re-

ing chat sessions or
on written forms

sponses

This technology is
innovative. Further
research is needed.

Program to
screen suicidal
individuals
based on tweets
[52,59]

4[48-53,59-62]Identifying at-risk
individuals through
automatic analysis
of their linguistic
characteristics on
social media

••• Social me-
dia users

Analysis of
written lan-
guage

Examine writ-
ings of social
media users
to automatical-
ly identify in-
dividuals at
risk for sui-
cide and offer
them proac-
tive help

The number of
clicks on targeted

Web-based sen-
tinel program
[37]

2[37,38]Identifying at-risk
individuals through
targeted ads on
search engines

••• General
public

Search engine
algorithm and
targeted ads

Identify suici-
dal individu-
als through
their queries
on search en-

ads serves as an in-
dicator. There are
too few results to
date to evaluategines
these programs’ef-• Suggest help

resources fectiveness in in-
creasing the web-
based help-seeking
behaviors of suici-
dal individuals.

This type of pro-
gram allows identi-

EMPATHYb

[63] and

3[63-69]Web-based identifi-
cation programs
tailored to different
groups

••• Individu-
als at risk
for suicide

Web-based
standardized
risk assess-
ment question-
naires with re-

Identify vul-
nerable
groups using
mailing lists
or websites to

fying individuals at
risk who have no
contact with health

HEARc for
nurses [69]

services. Utiliza-sponse algo-direct them
tion rates for pro-rithms adapt-toward help
posed resources
seem encouraging.

ed to assess-
ment results

resources
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Results and com-
ments

ExamplesTargeted popula-
tion

ICTa usedPrograms, nObjectivesIdentified
studies

Type of program

Improves patient
engagement in un-
derstanding their
situation and in
managing their
treatment.

myGRaCE deci-
sion support
system [39] and
YouthCHAT
[70]

• Individu-
als receiv-
ing sup-
port from
a health
profession-
al

• Interactive
website

• Web-based
evaluation
tool

• Algorithm
tool for redi-
recting to re-
sources

• Development
of a web-
based person-
alized inter-
vention plan

1• Support evalu-
ation and
management
of mental
health prob-
lems in con-
junction with
a mental
health profes-
sional

[39,70]Web-based mental
health self-evalua-
tion programs

Program member-
ship rates are rela-
tively low. Individ-
uals tend more of-
ten to experience a
decrease in suicidal
ideation and depres-
sion symptoms.
Programs are of-
fered alone or in
conjunction with
clinical follow-up
by a professional.
Results are hard to
compare.

MindSpot Clin-
ic [77]

• Individu-
als with
low-inten-
sity mental
health
problems

• Interactive
website

• Psychoeduca-
tion module

• Multimedia
presentation

• Web-based
exercises

• Discussion
and consulta-
tion forum

5• Facilitate
web-based
mood self-
management
and improve
quality of life
through a
cognitive be-
havioral inter-
vention

[71-81]Web-based mental
health self-manage-
ment program with
measures of impact
on suicide risk

These programs al-
low improving
knowledge and atti-
tudes. They seem
less effective in
changing interven-
tion practices if not
offered along with
certain forms of
face-to-face prac-
tices.

Question, Per-
suade, Refer,
and Treat pro-
gram [40,84]

• Profession-
als

• Sentinels

• Website
• Training

modules
• Multimedia

demonstration
• Web-based

exercises

5• Improve
knowledge,
attitudes and
suicide pre-
vention prac-
tices of profes-
sionals and
sentinels

[40-42,82-87]Web-based suicide
prevention training
programs

aICT: information and communication technology.
bEMPATHY: Empowering a Multimodal Pathway Toward Healthy Youth.
cHEAR: Healer Education Assessment and Referral.

Using ICT to identify individuals at risk for suicide in school
(from elementary school to medical school) or community
settings has been associated with increased mental health
literacy, help-seeking behavior, and use of help resources
[63-65]. For example, in the Health Education Assessment and
Referral (HEAR) program, medical students anonymously
responded to a web-based questionnaire on suicide risk and
various mental health issues. The program allowed identifying
students at risk for suicide and referring them to a medical
school psychiatrist or psychologist through a web-based
platform. As a result, the use of medical schools’ mental health
services increased from 11.5% to 15% over 4 years [64].

Our review also identified web-based self-assessment and
self-management programs. For example, myGRaCE is a
decision-making support system that combines service user
self-assessment and practitioner expertise by comparing the

user’s self-assessment against a practitioner’s assessment [39].
Most of the participants in this study agreed that myGRaCE
helped them assess their personal security, understand what
puts them in danger, and what areas they should change in their
lives. Self-assessment programs are also a way to engage young
people and adults by helping them understand their situation
and identify ways to take control of their health [39,70]. As for
web-based self-management programs, results showed that
many programs could, in some cases, significantly reduce
suicidal ideation [71-74] and increase chances of resorting to
mental health interventions [75,76]. However, the rate of
adherence to these types of programs remains low. Examples
of these include MoodGYM [71], MindSpot Clinic [77],
different types of internet-based cognitive behavioral therapy
(iCBT), Thrive [73], the Sadness program [78], and CATCH-IT
(Competent Adulthood Transition with Cognitive, Behavioral,
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Humanistic and Interpersonal Training) [74]. These programs
were offered either alone or in combination with clinical
follow-up. Users seemed to appreciate the mobile apps used for
self-management and suicide prevention training. Many
web-based suicide prevention programs have been tested for
their efficacy. These programs were intended for gatekeepers
who work with adolescents [82], gatekeepers in school settings
[83], mental health professionals [40], health professionals in
general [41,42,84], Veterans Affairs providers [85], and graduate
students [86]. In some cases, face-to-face training developed
more knowledge and suicide prevention skills than web-based
training [84]. In addition, an increase in suicide prevention
knowledge was often observed within the first months post
training but often decreased over time [82]. Details of the studies
that referred to selective suicide prevention strategies are
presented in Table 2.

Indicated Suicide Prevention Strategies
Regarding the indicated suicide prevention strategies, we
selected 52 studies for our review and identified 9 program
categories. These programs, presented in Table 3, were offered

by health professionals or psychosocial help services and
covered suicide risk assessment triage and monitoring, crisis
intervention, low-intensity psychological interventions,
psychotherapy for individuals at risk for suicide, and
technological tools to support face-to-face interventions. The
ICTs used for these programs included classification algorithms,
chats and text messages, mobile apps, and interactive clinical
intervention websites. Examples of these programs include the
Mental Health eClinic [55], a web-based assessment and
self-management program; Reframe-IT [88], an internet-based
CBT program for high school students at risk for suicide;
MYPLAN [89], a mobile phone safety plan app for supporting
people at risk for suicide; dialectical behavioral therapy Coach
Mobile [90], a CBT support intervention mobile phone app;
and RAFT (Reconnecting After a Suicide Attempt) [91], a brief
web-based outreach intervention for people who attempted
suicide and who lost contact with services. In general, ICT-based
self-assessment tools have been reported to be as effective in
person as in hardcopy format in identifying suicide risk warning
signs [92].
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Table 3. Indicated suicide prevention strategies.

Results and com-
ments

ExamplesTargeted popula-
tion

ICTa usedPrograms, nObjectivesIdentified studiesType of program

Electronic assess-
ment tools seem

Web-based
Columbia Sui-

4[92-97]Development of
web-based sui-

••• Individu-
als at risk

Electronic
clinical in-

Propose sui-
cide risk as-
sessmentcide risk assess-

ment tools
as effective as
hardcopy ver-
sions. They allow

cide Severity
Rating Scale
[93]

for suicide
in contact
with health
services

strument
tools admin-
istered elec-
tronically in

• Response
selection al-
gorithm internet users at
based on as-clinical con- times to reveal
sessment re-texts their suicidal be-
sults haviors more eas-

ily

This type of algo-
rithm allows re-

CAT [98]1[98]Use of artificial
intelligence and

••• Individu-
als at risk

CATbReduce
completion
time for sui-machine learning ducing the num-for suicide
cide risk as-to optimize com- ber of itemsin contact
sessmentpletion time for needed to assess

suicide risk.
with health
servicestoolssuicide risk as-

sessment tools

This type of pro-
gram allows

Mental health
eClinic [99]

1[99]Use of triage sys-
tems by ICT to
assess suicide
risk

••• Individu-
als at risk
for suicide
in contact
with health

On-lining of
clinical sui-
cide risk as-
sessment
tools

Improve
triage of in-
dividuals at
risk for sui-
cide who

identifying young
people at risk for
suicide and offer-
ing them clinicalservicesuse health • Risk-level

classifica-services treatment more
rapidly.tion algo-

rithm based
on scores

• Targeted of-
fer of re-
sources

• Automatic
alert to the
clinical
team

Text messages
and internet chat

Kids Help
Phone

3[68,69,84,85]Crisis interven-
tion via text mes-

••• Young
people are

Text messag-
ing

Intervene in
a crisis situa-
tion via textsaging or internet

chatting
interventions
seem a viable al-
ternative to tele-

LIVECHAT
Project [100]

and RAFTc [91]

the priority
target
group of
these inter-

• Internet
chattingmessaging

or internet
chatting

• Computer-
ized system phone interven-

ventions.for process- tions for certain
groups. However,They can,ing text
interventionhowever,messages
strategies adaptedbe used toand chat ex-
to these modes ofreach otherchanges
communicationage groups
need to be devel-
oped.

The use of con-
tent written on

Patient’s social
networking

1[101,102]Use of web-based
publications by

••• Suicidal
individuals

Content of
posts writ-

Assess sui-
cide risk
and inter-patients as inter- social networkssites as a clini-

cal tool [101]
receiving
mental
health ser-

ten on social
networksvene using a

person’s
vention support
material

by patients al-
lows a better un-
derstanding ofvicesweb-based
the situation anddiscourse
helps perform a
suicide risk as-
sessment, espe-
cially in the case
of patients who
deny such behav-
iors.
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Results and com-
ments

ExamplesTargeted popula-
tion

ICTa usedPrograms, nObjectivesIdentified studiesType of program

These programs
bring about a
small decrease in
suicide risk
among partici-
pants.

Reframe-IT
[88], Fitmindkit
[102], EMPA-

THYd [63], and

SMARTe Men-
tal Health
Project
[110,113]

• General
population

• Individu-
als re-
ferred to
programs
by clini-
cians

• Interactive
website

• Web-based
exercise
module

• Discussion
forum

• Multimedia
presentation

7• Intervene
with individ-
uals at risk
for suicide
using a cog-
nitive behav-
ioral ap-
proach

[1,31,63,68,88,102-114]Web-based man-
agement and low-
intensity interven-
tion for individu-
als at risk for sui-
cide

These apps seem
to help reduce the
danger of suicide
and the urgency
of self-harm. Per-
ceptions are posi-
tive, and apps al-
low reaching
young people in
isolated communi-
ties.

DBTf Coach
Mobile [90] and
AIMhi Stay
Strong iPad
[101]

• Individu-
als receiv-
ing mental
health ser-
vices

• Aboriginal
young peo-
ple

• Interactive
mobile app

• Algorithm
for provid-
ing respons-
es and offer-
ing re-
sources
based on in-
formation
provided by
the user

2• Support
face-to-face
clinical inter-
vention

• Support abo-
riginal
young peo-
ple by com-
plementing
face-to-face
intervention

[90,115-121]Mobile apps used
as part of treat-
ment follow-up
with suicidal indi-
viduals

The use of an app
facilitates disclo-
sure of suicidal
and self-harm be-
haviors. Regular
monitoring of
symptoms helps
adjust interven-
tion strategies.

Depression
Project [123]

• Individu-
als diag-
nosed with
a mood
disorder
and receiv-
ing mental
health ser-
vices

• Digitaliza-
tion of
screening
tools

• Mobile app
• Contact

with inter-
vention
team via au-
tomated
alerts

• Automated
sending of
text mes-
sages

3• Conduct
regular eval-
uations of
individuals
and their
symptoms
to inform
and adjust
intervention

[107,122,123]Use of web-based
monitoring tools
to improve psy-
chological fol-
low-up of individ-
uals at risk for
suicide

Users appreciate
the text messages
and deem them a
good way of
keeping in touch
with care ser-
vices. Help-seek-
ing behaviors in-
crease, and self-
harm behaviors
decrease.

Postattempt fol-
low-up program
by text messag-
ing [124]

• Suicidal
individuals
receiving
mental
health ser-
vices

• Automated
sending of
predrafted
text mes-
sages, in-
cluding en-
courage-
ment and
appointment
date re-
minders

3• Offer tai-
lored fol-
low-up fol-
lowing a
suicide at-
tempt to in-
crease treat-
ment use
and reduce
suicidal be-
haviors and
self-harm

[91,124-126]Follow-up pro-
gram by automat-
ic text messages
for individuals at
risk for suicide

aICT: information and communication technology.
bCAT: computerized adaptive testing.
cRAFT: Reconnecting After a Suicide Attempt.
dEMPATHY: Empowering a Multimodal Pathway Toward Healthy Youth.
eSMART: Systematic Medical Appraisal, Referral and Treatment.
fDBT: dialectical behavioral therapy.

In some cases, web-based self-assessment tools, as opposed to
face-to-face tools, seemed to facilitate the disclosure of suicidal
behavior [93]. AI has also been shown to be effective in
optimizing the web-based assessment of suicide behavior by

using an item response-based computer-adaptive simulation to
reduce the length of a suicide risk assessment tool [98]. As for
ICT-based triage systems, the use of the Synergy Online System
allowed young people to complete a web-based clinical
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assessment before a face-to-face or web-based clinical
appointment, who were to be prioritized and contacted
immediately in case of high suicide risk [99]. Web-based crisis
interventions by chat or SMS text messaging have been on the
rise and seem to be an alternative to phone interventions for
some groups. Studies comparing chat services with SMS text
messaging have shown similar results [127]. However, users
of chat services, such as 113Online [128], were more likely to
be at a high level of suicide crisis, had more mental health
problems, were younger, and were more often to be women
compared with crisis hotline users. In addition, interventions
delivered through chat services were longer and more
complicated, and fewer changes were observed in the
individual’s emotional state [127,128]. Interventions have yet
to be developed and adapted to this type of technology; the fact
that interventions designed to be delivered by telephone were
delivered by chat or SMS text messaging without being adapted
to these other media was considered a major limitation [128].
Some studies also analyzed content posts by suicidal patients
on social networking sites to better assess suicide risk, especially
in patients denying suicidal behavior [101,129]. Although social
media content helped with better understanding a person’s
situation, there were many ethical concerns regarding this data
collection method [129].

Self-management and iCBT programs seemed to reduce suicidal
ideation. Unlike iCBT and self-management interventions
addressing general mental health in the selective suicide
prevention section, these interventions specifically addressed
user suicide behaviors. Examples of these programs included
Empowering a Multimodal Pathway Toward Healthy Youth
[63], Reframe-IT [88], Fitmindkit [102], Safe conversation
[103], Latitudes [103] and PrevenDep [104]. Intervention goals
included developing basic problem-solving skills [88] and
cognitive restructuring [105] to reduce suicide risk. Other ICT
suicide prevention interventions include using computer alerts
or mobile apps to apply a safety plan. These ranged from a
system alerting the clinician not to forget to use the safety plan
with a patient [130] to a mobile app of a personalized safety
plan that patients could have on their phones at all times
[89,115]. Research has demonstrated a good level of
acceptability [131] for these interventions, but further evaluation
of their effects on suicidal behaviors is necessary. Mobile apps
have also been used to support therapeutic follow-up for suicidal
patients [90,115,116], including for specific groups such as
Aboriginals and Torres Strait Island Australians [117]. These
mobile apps seemed to help reduce suicidal danger and self-harm
[90,118], reach young people in isolated communities [132],
and increase adherence to face-to-face follow-ups [119].

Discussion

Limitations
The rapid expansion of ICT use in suicide prevention has
preceded the development of theoretical models to orient its
methods and content and the accumulation of sufficient
empirical research to indicate what is most helpful and what is
not helpful. In this context, common sense has been the guiding
principle, resulting in a plethora of suicide prevention activities

being implemented with limited research evaluations of their
effectiveness slowly following. Many of the most widely used
ICT suicide prevention services have never been evaluated.
Therefore, the published studies concern a small nonrandom
sample of select interventions that a few researchers have been
interested in studying. When little or no research has been
published on ICT programs, this does not mean that they are
not effective. Similarly, when there are promising empirical
data on the benefits of a program, this does not mean that it is
better or more useful than programs that have not been studied.
Furthermore, we do not know if the promising results reported
will stand the test of time, as more research is conducted using
more rigorous research methodologies. Therefore, any
conclusions drawn from the limited scientific publications must
be considered preliminary and hopefully will be subject to
verification in the future.

Contributions
This scoping review on ICT use in suicide prevention shows
that a large number of studies have been published in the past
few years [1,3,5]. Our findings shed light on the use of ICT in
different types of universal, selective, and indicated suicide
prevention strategies.

Amid publications with the potential to reach a large population,
there are only a few publications on the use of ICT in universal
suicide prevention [27-35,133]. Our findings reveal that there
are around 85% fewer studies on universal prevention strategies
than those on selective and indicated strategies. The 10
publications we identified describe health promotion and suicide
prevention through educational websites, web-based awareness
campaigns, and social media [27-35,133]. The limited empirical
findings suggest that these programs may play a role in
increasing general mental health literacy and the incidence of
help-seeking behavior, which are associated with reduced
suicidal ideation and behavior. However, the effects of these
programs on perceptions and knowledge have rarely been
investigated. It is important to identify which characteristics of
educational websites, awareness campaigns, and postings on
social media are associated with positive changes in help seeking
and reductions in suicidal ideations and behaviors. Furthermore,
it is essential to develop effective means for identifying sites
and postings that are helpful and notifying users about or
orienting them toward internet content that may be of help to
them.

Selective suicide prevention strategies using ICT consist of
programs that identify specific subpopulations to offer
specialized support to reduce suicide risk. They particularly
targeted young people and various at-risk groups (eg, the lesbian,
gay, bisexual, transgender, queer, and other community; sexual
minorities; and aboriginal communities) through their profiles
and linguistic characteristics (eg, chat sessions, web-based
written forms, and social media) or by analyzing their medical
records and research data. They also include targeted web-based
advertising, web-based self-assessment and self-management,
and web-based training. A larger published body of research
indicates that these approaches are promising, particularly in
controlled environments such as schools. School programs using
ICT, such as HEAR, have been shown to have a positive impact
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on mental health help seeking and service use in youth [64].
Programs targeting specific subgroups of the general population
have been shown to increase mental health literacy and the
chances of using mental health services, but this effect seems
to decrease over time [71,73,74,77,92]. Therefore, it is important
to focus on the sustainability of the effects of programs that
have an initial positive impact. The novelty of an intervention
may be associated with greater effects. If novelty is a key feature
of programs’ success, then either the programs need to be
constantly changed and renewed to sustain their impact or the
programs need to be continually replaced by new and different
activities to ensure that people will continue to be helped over
time. Therefore, both approaches may be proven to be
unsustainable over time. This rapid effect can also give a false
sense that resorting to web-based strategies is sufficient.
However, web-based help does not replace face-to-face or direct
support and care from trained professionals. These different
selective suicide prevention strategies should only be used in
addition to face-to-face type of help and interventions.
Moreover, our empirical findings show that more research is
required to better distinguish between false positives and false
negatives in these web-based identification techniques. It is of
utmost importance to help identify at-risk groups and avoid
discarding individuals who are assessed as false negatives too
quickly. A false impression of security can put these individuals
at a greater risk.

Where indicated suicide prevention strategies are concerned,
programs vary, including using ICT in suicide risk assessment
triage, monitoring suicide risk, crisis intervention activities, and
psychotherapy. The programs were offered on the web only
(eg, websites, mobile phone apps, and chats), but they were
sometimes supported by face-to-face interventions. In some
instances, they were found to be efficient (eg, shortened
web-based assessments), and sometimes they were
time-consuming (eg, interventions were longer in chat sessions).
ICT-based and self-management interventions seem promising,
as they address suicidal behaviors directly and offer alternatives
for coping with suicidal thoughts by developing problem-solving
skills [88,90-92]. In addition, specific at-risk groups in isolated
communities where other services are not available may benefit
from mobile apps used for patient follow-up.

Ethical Considerations to Address in the Future
Many of the studies included in this review raised security and
ethical concerns regarding web-based suicide prevention
practices. Ethical concerns range from a lack of training and
web-based moderators’ skills to the lack of an evidence-based
framework providing guidelines for the secure use of ICT [35].
As mentioned by Robinson et al [35], it is ethically necessary
to provide security protocols and a clear code of ethics for safe
web-based intervention. Another ethical concern is that all
individuals have the right to privacy, including web privacy
[101,129]. Thus, there is reason to question whether the content
analysis of web-based social media posts, emails, and other
web-based sources of information is an ethical research endeavor
if informed consent is not obtained from the individuals who
have posted the information [101,129]. Beyond security and
privacy, there are many other ethical concerns regarding
web-based surveillance, informed consent, communication,

controls, and disclosure [134,135]. For example, a proper ethical
assessment of risks and benefits to the use of different ICT
strategies is rarely, if almost never, considered in the
development process. There is also a major ethical concern
regarding reducing or eliminating in-person services and
replacing them with insufficient web-based solutions that may
appear to present better cost-effectiveness without proper
in-depth assessment. With this concern, web-based interventions
should always be combined with in-person formal help and
intervention services. This raises many concerns and provides
plenty of grounds for further research aimed at ensuring safer
and more ethical use of ICT in suicide prevention.

Conclusions
As the number of studies on ICT use in suicide prevention is
growing, the published literature needs to be reviewed regularly.
This scoping review shows that ICT use in suicide prevention
provides an interactive, personalized, readily available, and
accessible approach to reach various populations for
identification of at-risk individuals and to provide support. ICT
may provide a sense of being connected to people who are
otherwise isolated and reluctant to use offline services.
Promising published findings on web-based intervention content
includes psychoeducation and skills training. As digital help
proliferates, one should consider whether this means that
help-seeking and suicide prevention activities will replace
traditional offline services. However, in some areas where
radical changes were expected, existing modalities continue to
be used (eg, individuals did not stop using in-person services
when telephone phone crisis lines appeared, and these telephone
lines reached a different audience and complemented existing
services). The extent to which ICT will become the main source
of suicide prevention activities will depend upon its efficacy in
helping people, compared with and as a complement to existing
services and activities.

Although there is a growing body of evidence regarding ICT
use in suicide prevention, program evaluation is still lacking.
There is a need for more research evaluating and comparing the
impacts of various ICT strategies in different contexts,
understanding the profiles of individuals at risk of suicide who
use ICT, and web-based help-seeking behaviors. We also need
to better understand the impact of ICT on individuals who are
bereaved by suicide. Moreover, ethics and security concerns
regarding web-based suicide prevention have been the focus of
very limited research and need to be addressed in future studies.

Furthermore, service users, providers, and managers from
private or public systems should be informed as of now and
updated regularly on the benefits and risks of ICT use in health
and social services. This information should include (1)
effectiveness in various well-described contexts and potential
unexpected iatrogenic effects, (2) cost-benefit relationship to
the best comparator, (3) access, (4) acceptability and ethical
concerns, (5) security, and (6) implementation. Concerning
implementation, quality standards should be similar to those of
Improving Access to Psychological Therapies standards set by
the United Kingdom for access to psychotherapy. These
standards are (1) a model of care, (2) access, (3) evidence-based
interventions, (4) outcome-based measurement, and (5) the
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provider’s training and supervision. International health and
social technology assessment agencies should therefore consider
developing guidelines and a system of voluntary accreditation
for ICT use in suicide prevention. National and regional public
health and social services may require that, before

commissioning an ICT for suicide prevention or mental health
care, their Health Technology Agency recommends ICT based
on its efficacy, efficiency, safety, acceptability, and feasibility
in the context of jurisdiction.
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