
  1Plasek JM, Zhou L. BMJ Health Care Inform 2023;30:e100765. doi:10.1136/bmjhci-2023-100765

Open access�

Applying a user-centred design machine 
learning toolkit to an autism spectrum 
disorder use case

Joseph M Plasek  ‍ ‍ ,1,2 Li Zhou  ‍ ‍ 1,2

To cite: Plasek JM, Zhou L.  
Applying a user-centred design 
machine learning toolkit to an 
autism spectrum disorder use 
case. BMJ Health Care Inform 
2023;30:e100765. doi:10.1136/
bmjhci-2023-100765

Received 16 March 2023
Accepted 15 April 2023

1Division of General Internal 
Medicine and Primary Care, 
Brigham and Women's Hospital, 
Somerville, Massachusetts, USA
2Medicine, Harvard Medical 
School, Boston, MA, USA

Correspondence to
Dr Li Zhou;  
​lzhou@​bwh.​harvard.​edu

Editorial

© Author(s) (or their 
employer(s)) 2023. Re-use 
permitted under CC BY-NC. No 
commercial re-use. See rights 
and permissions. Published by 
BMJ.

Two BMJ Health & Care Informatics editors’ 
choice papers present insights based on case 
studies from real-world data and machine 
learning models for clinical risk prediction 
use cases. Seneviratne et al focus on case 
management to demonstrate how one might 
implement their proposed user-centred 
design toolkit consisting of process maps, 
storyboards and four questions.1 This toolkit 
was developed to address the tendency to 
develop machine learning models in an 
opportunistic manner based on the avail-
ability of data rather than through funda-
mental design principles focused on resolving 
the actual pain points of stakeholders. Chen 
et al created a screening tool for the early 
detection of patients with autism spectrum 
disorder (ASD).2 Here, we present a critical 
thought exercise using the four questions in 
the user-centred design toolkit, applied to 
the ASD screening tool. Any gaps identified 
are not intended to serve as criticism of the 
ASD tool, but serve as illustrative examples 
of the potential utility of the user-centred 
design toolkit. The authors examine the ASD 
tool from the perspectives of a conversation 
between clinicians and developers.

Question 1: Where are the current pain 
points? From the clinical perspective, early 
identification of patients with ASD is crit-
ical for active brain development, which is 
influenced by both genetics and experience. 
While benefits from early intensive applied 
behaviour analysis can reduce the need 
for support services such as occupational, 
physical and speech therapy over their life-
times, current ASD screening tools perform 
poorly.2–4 From an artificial intelligence 
perspective, we often have a hard time identi-
fying ASD aetiology. Most cases are idiopathic, 
but sometimes a cause is known (eg, fragile X 
syndrome). A structural causal model (often 
depicted as a directed acyclic graph) can be 
helpful to explore potential relationships 

between model features. For example, co-oc-
currences of ASD with anxiety and attention-
deficit/hyperactivity disorder are common, 
as well as other neurological disorders, and 
recent studies have shown a link between 
ASD and the gut microbiome, but correla-
tions are not necessarily causative.5 More 
concerning, individual confounders, such as 
vaccination and circumcision, have repeat-
edly been shown not to cause ASD but are 
circumstantial; as ASD unfolds over the first 
few years of life, a child can appear typical in 
the first few months before regressing during 
the time when babies are being vaccinated.6

Question 2: Where could machine learning 
add unique value? Large-scale retrospec-
tive clinical claims data contains potentially 
meaningful causal signals among spurious 
correlations that can be identified through 
application of various data science tech-
niques. Chen et al used Lasso regularisation 
and random forests for dimensionality reduc-
tion in order to identify complex and hidden 
correlations in the data. Machine learning 
may be helpful in addressing temporal biases 
in the data. For example, prior research 
conducted over the same time frame of 
Chen et al suggests an artificial increased 
prevalence due to improved awareness and 
changes in the diagnostic criteria of ASD.7 In 
Chen et al, the key predictor of ASD was male, 
however, increased clinical attention to iden-
tifying ASD in females over the years of the 
study has demonstrated a statistical decrease 
in the male/female ratio which may manifest 
as drift in machine learning models.2 7

Question 3: How will the model output 
be acted on? The authors do not propose a 
specific clinical workflow within which this 
ASD screening tool could be used, though 
they speculate that it could be used as a 
triaging tool for identifying patients that 
would benefit from a comprehensive diag-
nostic evaluation that involves the integration 
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of behavioural symptoms in the context of developmental 
history, family factors and cognitive level.

Question 4: What criteria should the model be opti-
mised for? Screening tests are helpful if they can rule-in 
(Specific test when Positive rules IN the disease) or rule-out 
(Sensitive test when Negative rules OUT the disease) a 
diagnosis.8 9 Given that ASD is a rare (2.3%), underdiag-
nosed disorder, choosing a threshold based on the posi-
tive predictive value (PPV)-sensitivity curve (also known 
as thearea under the Precision-Recall curve (AUPRC)) 
may be challenging and suboptimal because PPV, in this 
case, is severely adversely affected by prevalence. Chen et 
al report PPV at three sensitivity target thresholds, with 
minimal improvements to PPV. Instead, optimising and 
choosing thresholds based off of the often-forgotten 
negative predictive value (NPV)-specificity curve may be 
more appropriate as early ASD interventions are costly, 
and having a high NPV reassures providers that the child 
is not likely being harmed through inaction or delay.3 4

This thought exercise adds insights to the existing eval-
uation of the ASD screening tool. This suggests that the 
Seneviratne et al toolkit is a potentially useful practical 
addition to the multitude of clinical machine learning 
guidelines, emphasising the utility of connecting with 
stakeholders to codesign models that are clinically mean-
ingful and implementable in real-world workflows.1
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ABSTRACT
Background  Although mHealth applications are becoming 
more widely available and used, there is no evidence about 
why people are willing to use them. Therefore, this study 
aimed to assess the willingness of patients with diabetes 
to use mHealth applications and associated factors for 
self-care management in Ethiopia.
Methods  An institutional cross-sectional study was 
conducted among 422 patients with diabetes. Data 
were collected using pretested interviewer-administered 
questionnaire. Epi Data V.4.6 for entering the data 
and STATA V.14 for analysing the data were used. A 
multivariable logistic regression analysis was carried out to 
identify factors associated with patient’s willingness to use 
mobile health applications.
Results  A total of 398 study participants were included in 
the study. About 284 (71.4%) 95% CI (66.8% to 75.9%)). Of 
participants were willing to use mobile health applications. 
Patients below 30 years of age (adjusted OR, AOR 2.21; 
95% CI (1.22 to 4.10)), urban residents (AOR 2.12; 95% CI 
(1.12 to 3.98)), internet access (AOR 3.91; 95% CI (1.31 to 
11.5)), favourable attitude (AOR 5.20; 95% CI (2.60 to 10.40)), 
perceived ease of use (AOR 2.57; 95% CI (1.34 to 4.85)) and 
perceived usefulness (AOR 4.67; 95% CI (1.95 to 5.77)) were 
significantly associated with patients’ willingness to use 
mobile health applications.
Conclusions  Overall, diabetes patients’ willingness to 
use mobile health applications was high. Patients’ age, 
place of residence, internet access, attitude, perceived 
ease of use and perceived usefulness were significant 
factors concerning their willingness to use mobile health 
applications. Considering these factors could provide 
insight for developing and adopting diabetes management 
applications on mobile devices in Ethiopia.

INTRODUCTION
According to the International Diabetes 
Federation 2019, diabetes mellitus (DM) is a 

WHAT IS ALREADY KNOWN ON THIS TOPIC
	⇒ Ethiopia faces obstacles in adopting a sustainable 
mobile health application due to a lack of top-level 
commitment to using the system for managing 
chronic disease.

	⇒ Mobile health application allows users to store their 
health-related data, provide medical references and 
support clinical decision-making.

	⇒ For the adoption of mHealth interventions, consider-
ing users’ willingness is crucial.

WHAT THIS STUDY ADDS
	⇒ This study assessed the willingness of patients 
with diabetes mellitus (DM) to use mhealth apps in 
Ethiopia, which aided in the development of mobile 
health technology for the advancement of Ethiopia’s 
healthcare system.

	⇒ The results of this study were used as input to design 
and test the effectiveness of a mobile health appli-
cation for reducing the burden of DM in Ethiopia.

	⇒ The study provides potential solutions for the iden-
tified barriers to the willingness of using mobile 
health applications.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

	⇒ There is limited evidence on the willingness to use 
mobile health applications to manage diabetes and 
it serves as a baseline for researchers in a resource-
limited setting.

	⇒ Practically, this study offers insights for policy-
makers, developers, managers and decision-
makers in the healthcare industry to improve the 
use and willingness of mobile health applications 
for self-care management based on the findings.

	⇒ The study serves as a foundation for more interven-
tional research that can create and evaluate mobile 
health applications as interventions and as a tool for 
enhancing Ethiopia’s DM prevention programme.
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serious public health issue that affects 463 million people 
worldwide as of 2019 and is expected to affect 578 million 
people by 2030 and 700 million people by 2045.1 It is also 
a prevalent, costly, chronic metabolic condition that is 
defined by elevated blood glucose levels brought on by 
either an inability to produce insulin (type 1 diabetes) or 
an inability to produce enough insulin and insulin resis-
tance (type 2 diabetes).1 2 Despite the WHO’s attempts 
to reduce the strain of diabetes, its prevalence is rising 
and might lead to more early deaths and an estimated 
US$2.1 trillion (2.2% of the global gross domestic 
product) in economic impacts by 2030.3

Ethiopia is 1 of the 48 nations in the International 
Diabetes Federation’s African region (AFR), and currently, 
24 million individuals in the AFR region and 537 million 
people worldwide have diabetes; by 2045, those numbers 
will rise to 55 million, and 3.3% of adults have the disease.4 
Diabetes can lead to a variety of consequences, including 
retinopathy, hypertension, cardiovascular, nephropathy 
and macrovascular disorders, all of which lower patient 
quality of life, reduce rates of economic growth, reduce 
labour productivity and raise healthcare costs. It is critical 
to achieve optimal glycaemic management to avoid and 
reduce problems.5 Consequently, digital health solutions, 
such as mobile health technologies, are essential for 
overcoming time and geographical constraints through 
mobile applications, and remote monitoring of data at 
home, such as blood glucose levels.6

Mobile health applications use the internet to support 
medical and health activities, offer tools for tracking 
consumers’ health states, storing their health-related 
data, providing medical references and supporting clin-
ical decision-making.7 A self-contained programme or 
piece of software with a specific purpose is referred to 
as an ‘application’ or ‘app’ and is typically customised to 
run on mobile devices, including smartphones, tablets 
and wearable technology.8

Consumers are using mobile health applications more 
frequently as a result of the global proliferation of mobile 
device technology.9 More than 2.5 billion individuals will 
own smartphones by the year 2019, and by 2017, more 
than 50% of them will have mobile health applications 
installed.10 More than 60% of people in the USA use 
digital devices and mobile health apps to manage their 
health.11 In China, the most popular mobile health appli-
cations had over 10.5 million active users as of January 
2020.12 In a study done in Japan, although only 51 (16%) 
people currently use information communication tech-
nology (ICT)-based self-management tools, 157 people 
(50%) said they would be willing to use them.5 Patients 
with diabetes have access to mobile applications that 
have increased their physical activity and hypoglycaemia 
control.5 13 As a result, mobile health applications are 
becoming a crucial part of managing personal health.

To use mHealth technologies for managing and caring 
for diabetics, it is critical to assess the level of the patient’s 
willingness and identify factors for using mobile health 
applications. Accordingly, factors were identified, such 

as sociodemographic factors (age, gender, educational 
status, place of residence).1 5 6 8 14–17 The technology accep-
tance model; and the theory of reasoned action, state the 
adoption of new technology is dependent on the user’s 
willingness or intention, which is influenced by attitude, 
perceived ease of use and perceived usefulness.14 16 17

The findings may have implications for practice, policy 
and upcoming researchers. The main beneficiaries of this 
study, which is useful as input for common practices, are 
the patients, health professionals, regional health bureau 
and non-government organisations. According to our 
review of the literature, there is no evidence of research 
exploring how willing Ethiopian patients with diabetes are 
to use mobile health applications to manage their health. 
This study aimed to assess the willingness of patients with 
DM to use a mobile health application and its associated 
factors in southwest Ethiopia.

METHODS
Study area and period
The study was carried out in public facilities in Ilu Abba Bor 
and Buno Bedelle Zones, Oromia Regional State, south-
west Ethiopia. Ilu Abba Bor Zone and Buno Bedelle Zone 
are two of the Oromia regional state situated southwest of 
the region and located at a distance of about 600 km and 
483 km from the centre of the region, respectively. In the 
two zones, there are five public hospitals, namely: Bedele 
hospital, Darimu hospital, Dembi hospital, Metu Karl 
hospital and Chora hospital. The study was conducted 
from 12 November 2022 to 21 December 2022.

Study design
An institution-based cross-sectional study was carried out 
among patients with diabetes who were followed up in 
public hospitals.

Study population
All adult patients with DM who attend public hospitals 
in the Ilu AbaBor and Bunno Bedelle zones are used as 
the source population. All adult (>18-year-old) patients 
with DM at public hospitals in the Ilu AbaBor and Bunno 
Bedelle zones were included in the study, whereas patients 
who are seriously ill and unable to give a response during 
the study period were not included.

Study variables and measurements
The outcome variable was the willingness to use a mobile 
health application and its associated factors for self-care 
management. Perceived usefulness, perceived ease of 
use, attitude, sociodemographic characteristics, clinical 
and behavioural attributes, and mobile device utilisation 
patterns were considered as predictor variables for the 
outcome of interest in this study.

Willingness to use a mHealth app was defined as the 
user’s likelihood to use a computer program or soft-
ware health application designed to run on a mobile 
device for self-care management to measure willingness, 
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respondents were asked whether they would be willing 
to use mobile phone-based diabetic health applications. 
Thus, it was measured by the median score. If the score 
was above the median, it was considered as willing to 
use mobile health applications, else not willing to use it. 
Whereas, items for the composite variables were scored on 
a Likert-type scale with a maximum score of 5 and a range 
of 1 for ‘strongly disagree’ to 5 for ‘strongly agree’. To 
produce a composite variable scale (ranging from score 
1 to 5) for data analysis, item scores for each composite 
variable were added and divided by the number of items. 
Finally, depending on the final result, the composite vari-
able score was dichotomised as ‘yes’ or ‘no’. Accordingly, 
final scores of 3 or below (strongly disagree, disagree 
and neutral) were classified as ‘“no’, while final scores of 
three or above (agree and strongly agree) were classified 
as ‘yes’.16 18

Sample size determination and sampling procedure
The sample size was determined using the single popu-
lation proportion formula by the following assumptions.

‍
n = (Zα/2)2×p(1−p)

d2 , = (1.96)2×0.5(0.5)
(0.05)2 , = 384

‍
, then after 

we consider non-response rate 10%.
Finally, 384+384 (0.1)=422, where n=estimated sample 

size; p=single population proportion (50%); because 
willingness of patients with DM to use mobile applica-
tions in Ethiopia was not investigated, Z/2=95% level of 
CI; d2=5% margin of error. A total of 422 patients with 
diabetes who participated in this study were recruited 
using a systematic random sampling technique. To select 
the participants, first, the entire sample size was propor-
tionally allocated according to the number of patients 
with DM in each hospital, resulting in 1874 eligible partic-
ipants in the study. Then, a sampling interval of four was 
computed after the total sample size was determined. As 
a result, every fourth patient who visited the specified 
hospitals for diabetes follow-up included in this study.

Data collection tool, data quality control and procedure
Data were gathered using standardised, pretested, 
interviewer-administered questionnaires that were 
adapted from available research.1 5 6 8 14–17 The question-
naire contains sociodemographic characteristics, clinical 
and behavioural characteristics, mobile pattern utilisation 
and perceived ease of use, perceived usefulness, attitude 
and willingness to use mHealth applications, which were 
adapted from Davis’s study.19 For ease of data collection, 
an English version of the questionnaire was created and 
translated into an Amharic version. The Amharic version 
was translated back into English by a language expert to 
ensure that the meaning was consistent.

To evaluate the validity and reliability of the data collec-
tion instrument before the actual data collection, a pretest 
study outside of the study area was conducted in Jimma 
Hospital with 10% of the total sample size, and necessary 
modifications were made accordingly. Cronbach’s alpha 
was used to evaluate the internal consistency for each 
aspect of the data collection instrument, and it scored on 

attitude (Cronbach’s alpha=0.78), perceived usefulness 
(Cronbach’s alpha=0.82), perceived ease of use (Cron-
bach’s alpha=0.87) and willingness to use mHealth appli-
cations (Cronbach’s alpha=0.91). Finally, for the actual 
data collection, 2 days of training were provided for four 
nurses, two health informatics professionals who were 
data collectors and three onsite supervisors.

Data processing and analysis
Data entry was done by using Epi Data V.4.6, and anal-
ysis was done by using STATA V.14. For descriptive statis-
tics, frequencies and percentages were determined and 
presented using graphs and tables. A candidate for multi-
variable, binary logistic regression analysis with a p<0.2 at 
95% CI was applied using bivariable binary logistic regres-
sion. After that, using the backward technique to enter 
candidate variables into a multivariable logistic regression 
model, it was possible to adjust for potential confounders 
and determine which components were statistically signif-
icant for the outcome variable. The adjusted OR (AOR) 
and its 95% CIs, p<0.05 were used to summarise the 
findings.

The variance inflation factor was used with a cut-
off point of 10 to determine whether multicollinearity 
existed among independent variables, and there was no 
evidence of it. Finally, the model fit was examined using 
the Hosmer and Lemeshow goodness of fit test, and the 
result showed good goodness of fit for the data (p=0.706).

RESULTS
Sociodemographic characteristics of patients with DM
A total of 398 study participants were included in the 
study, with a response rate of 94.3%. Of the 398 respon-
dents, 224 (56.3%) were male, 155 (38.1%) were between 
the ages of 30 and 45, and the mean age was 43+14.6 years. 
More than half of the 276 respondents (69.3%) lived in 
urban areas. In addition, 249 (62.6%) of the respondents 
were married (table 1).

Clinical and behavioural characteristics of the patients
The majority of patients, 249 (62.6%), had type 2 DM. 
Almost half of the participants 193 (48.5%), had comor-
bidities. A total of 175 (44%) of these patients were diag-
nosed 3 years ago or more. A total of 108 (27.1%) of 
patients were educated by healthcare providers during 
the follow-up period. Seventy-five (21.4%) of patients had 
used substances, 156 (39.2%) had a weekly habit of phys-
ical exercise, 302 (75.9%) of patients obtained diabetes 
medication regularly and 113 (28.4%) of patients had a 
habit of excessive sugar consumption (table 2).

Mobile device utilisation pattern
About three-fourth, 298 (74.9%) of patients with DM 
had a mobile device, and 216 (57.2%) were using a 
smart mobile phone. Fifty-two (13.1%) of respondents 
used mobile applications for disease management, and 
271 (68.1%) of them did not understand or use mobile 
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applications easily. A total of 247 (67.1%) of the patients 
used the internet on mobile devices (table 3).

Willingness to use mHealth applications
A total of 284 (71.4%) of respondents were willing to 
use mobile health applications with a 95% CI (66.8% 
to 75.9%). A total of 209 (52.5%) respondents had a 
favourable attitude towards using mobile health appli-
cations, and 293 (73.6%) of the participants perceived 
the usefulness of mobile health applications for self-care 
management. Moreover, 281 (70.6%) of the participants 
perceived the mobile health application to manage DM 
as easy to use (figure 1).

Factors associated with willingness of patients with DM to 
use the mHealth application
Results of the bivariate analyses showed that age, place of 
residence, time to reach the facility, use of the internet on 
mobile devices, substance use, time to reach the health 
facility, own mobile device, diabetes follow-up time, 
obtained education during follow-up, obtained medication 
at any time, attitude, perceived ease of use and perceived 
usefulness were associated with willingness to use mHealth 
applications at a p<0.2. All of these associated factors were 
entered in the multivariable logistic regression analysis 
model to control for the effect of confounders (table 4).

Table 1  Socio demographic characteristics of diabetes mellitus patients in a low-income country, 2022 (n=398)

Variables Category Frequency (N) Percentage (%)

Age (year) <30 91 22.9

30–45 155 38.9

>45 152 38.2

Gender Male 224 56.3

Female 174 43.7

Place of residence Urban 276 69.3

Rural 122 30.7

Educational status Unable to read and write 56 14.1

Informal educational 109 27.4

Primary school 27 6.8

Secondary school 66 16.6

Higher education and above 140 35.2

Marital status Single 48 12.1

Married 249 62.6

Separated 58 14.6

Others 43 10.7

Occupational status Housewife 59 14.8

Government employed 97 24.4

Non-government employed 38 9.5

Farmer 45 11.3

Merchant 103 25.9

Student 31 7.8

Others* 25 6.3

Religion Muslim 102 25.6

Protestant 103 25.8

Orthodox 168 42.3

Catholic 25 6.3

Time to reach the health facility <1 hour 306 76.9

≥1 hour 92 23.1

Income status (ETH Birr) <1500 20 5.0

1500–3000 103 25.9

>3000 275 69.1

Others: separated and divorced.
*Daily labourer and unemployed.
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The multivariable logistic regression model identified 
the age of patients, place of residence, use of the internet 
on mobile devices, attitude, perceived ease of use and 
perceived usefulness as being associated with willingness 
to use mHealth applications at a p<0.05 (table 4).

As the result summarised in table 4 shows, patients with 
DM below 30 years of age were 2.21 times more likely to 
be willing to use mobile health applications (AOR 2.21; 
95% CI 1.22 to 4.10) than those who were 35 years of 
age or older after controlling other variables. Patients 
who were urban residents were 2.12 times more likely to 
be willing to use mobile health applications (AOR 2.12; 
95% CI 1.12 to 3.98) than those who lived in rural areas, 

keeping other variables constant. Patients who accessed 
the internet on mobile devices were 3.91 times more likely 
to be willing to use mobile health applications (AOR 3.91; 
95% CI 1.31 to 11.5) as compared with their counterparts. 
Similarly, patients who had a favourable attitude towards 
mobile health applications to manage DM were 5.20 times 
more likely to be willing to use mobile health applications 
(AOR 5.20; 95% CI 2.60 to 10.40).

In addition, patients who perceived mHealth applica-
tions as easy were 2.57 times more likely to be willing to 
use mobile health applications (AOR 2.57; 95% CI 1.34 
to 4.85) as compared with patients who did not perceive 
ease of use. Similarly, patients who perceived mHealth 

Table 2  Clinical and behavioural characteristics of patients with diabetes mellitus (DM) in a low-income country, 2022 (n=398)

Variables Category Frequency (N) Percentage (%)

DM types Type 1 149 37.4

Type 2 249 62.6

Have comorbidity Yes 193 48.5

No 205 51.5

Comorbidity type Hypertension 53 27.5

Cardiovascular 71 36.8

Kidney failure 26 13.5

Neuropathy 30 15.5

Others 13 6.7

Route of medication Pill 236 59.3

Injection 162 40.7

Time since diagnosis <1 year 70 17.6

1–3 years 153 38.4

>3 years 175 44.0

Diabetes follow-up time <1 year 88 22.1

1–3 years 108 27.1

>3 years 202 50.8

Obtained education during follow-up Yes 108 27.1

No 290 72.9

Obtained medication regularly Yes 302 75.9

No 96 24.1

Substance use Yes 85 21.4

No 313 78.6

Type of substance use Alcohol 18 21.2

Khat 43 50.6

Cigarette 24 28.2

A habit of excessive sugar consumption (per week) Yes 113 28.4

No 285 71.6

A habit of physical exercise (per week) Yes 156 39.2

No 242 60.8

Frequency of physical exercise (per week) Once 77 49.3

Twice 58 37.2

Three times 12 7.7

Every day 9 5.8

Others: cancer, retinopathy and stroke.
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applications as useful were 4.67 times more likely to be 
willing to use mobile health applications (AOR 4.67; 
95% CI 1.95 to 5.77) as compared with patients who did 
not perceive the usefulness of the mHealth applications 
(table 4).

DISCUSSION
The purpose of this study was to assess willingness of 
patients with DM to use mobile health applications and 

associated factors for self-care management. The result 
showed that willingness to use mHealth applications 
among patients with DM in the Oromia region was high 
(71.4%, 95% CI (66.8% to 75.9%)). This result was in line 
with the willingness to use mHealth services in Ethiopia.1 
However, This finding was higher than London (63.9%),20 
USA (66.9%),21 China (66.1%).22 This difference might 
be due to sample size, data collection technique (the 
self-administered method in China), study period and 

Table 3  Pattern of mobile devices utilisation among patients with diabetes mellitus in a low-income country, 2022 (n=398)

Variables Category Frequency (N) Percentage (%)

Own mobile device Yes 298 74.9

No 100 25.1

Type of mobile device Regular/standard 104 27.5

Smartphone 216 57.2

Tablet 27 7.1

PC 31 8.2

The mobile app used for disease management Yes 52 13.1

No 346 86.9

Can you understand how to use the mobile app easily Yes 127 31.9

No 271 68.1

Use the internet on mobile devices Yes 247 62.1

No 151 37.9

PC, personal computer.

Figure 1  Willingness to use mobile health applications among patients with diabetes mellitus (DM) in southwest public 
hospitals, Ethiopia, 2022. n=(398).
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sociodemographic differences between patients. It is also 
lower than studies about willingness or intention to use 
mHealth services among reproductive women done in 
Ethiopia (78.9%),16 China (79.5%), USA (80.6%).23 The 
discrepancy might be the result of the socioeconomic 
differences between the participants, or the differences 
in the ICT development and study period.

Moreover, this study identified numerous factors, 
including age, place of residence, intermate usage, atti-
tude, perceived usefulness and perceived ease of use that 
were associated with willingness to use a mHealth app in 
southwest Ethiopia.

Patients with DM below 30 years of age were associated 
with a willingness to use mobile health applications. This 
finding was in line with different studies.20 22 The possible 
reason for this is that young person is close to new tech-
nologies and accept them easily. Furthermore, a mobile 

health app that would be crucial for the young age group 
rather than the older age. As was to be expected, there 
was high usage of technology and mobile devices, which 
confirms the potential for and necessity of creating inter-
ventions that make use of smartphones as a platform for 
young people’s health. Younger people can explain why 
they use particular apps, why they manage them, and 
what qualities and features health apps should have.

Patients who were urban residents were 2.12 times 
more likely to be willing to use mobile health applications 
(AOR 2.12; 95% CI 1.12 to 3.98) than those who lived in 
rural areas. This finding is consistent with different study 
settings.24 25 This finding could be explained by the fact 
that urban residents were more likely than rural resi-
dents to have access to mobile health devices, internet 
access and interactive new technology. Moreover, in rural 
areas, the challenges range from the high price of mobile 

Table 4  Bivariable and multivariable binary logistic regression analysis of factors associated with willingness of patients with 
DM to use mHealth application in a low-income country, 2022

Variable Category

Willingness

Crude OR (95% CI) Adjusted OR (95% CI) P valueYes No

Age (year) <30 59 32 0.70 (0.04 to 0.94) 2.21 (1.22 to 4.10) 0.03*

30–45 115 40 1.10 (1.03 to 3.59) 1.51 (0.80 to 2.81) 0.43

>45 110 42 1 1

Place of residence Urban 189 87 0.62 (0.34 to 2.64) 2.12 (1.12 to 3.98) 0.02*

Rural 95 27 1 1

Time to reach the facility <1 hour 226 80 1 1

>1 hour 38 54 4.01 (3.21 to 5.85) 0.60 (0.31 to 1.10) 0.61

Own mobile device Yes 226 72 2.30 (1.61 to 4.22) 1.07 (0.44 to 2.60) 0.32

No 58 42 1 1

Internet access Yes 164 83 0.51 (0.28 to 2.66) 3.91 (1.31, 11.5) 0.03*

No 120 31 1 1

Substance use Yes 45 40 1 1

No 239 74 0.35 (0.21, 0.57) 1.63 (0.98 to 2.70) 0.77

Obtained education during 
follow-up

Yes 60 48 0.37 (0.14 to 5.64) 2.74 (1.25 to 6.04) 0.34

No 224 66 1 1

Obtained medication 
regularly

Yes 204 98 1.92 (0.23 to 2.59) 1.06 (0.49 to 2.26) 0.11

No 50 46 1 1

Diabetes follow-up time <1 year 62 26 1 1

1–3 years 63 45 1.71 (1.10 to 2.90) 1.29 (0.71 to 2.40) 0.72

>3 years 139 63 1.10 (1.59 to 4.21) 2.03 (0.94 to 4.34) 0.21

Attitude Favourable 166 43 2.32 (2.90 to 5.50) 5.20 (2.60 to 10.40) 0.01*

Not favourable 118 71 1 1

Perceived ease of use Easy 223 58 3.53 (2.26 to 6.25) 2.57 (1.34 to 4.85) 0.002†

Not easy 61 56 1 1

Perceived usefulness Useful not 220 73 1.93 (1.24 to 7.18) 4.67 (1.95 to 5.77) 0.001†

Useful 64 41 1 1

*Statistically significant at p<0.05,
†Statistically significant at p<0.01.
CI, Confidence Interval; DM, diabetes mellitus; OR, Odd Ratio.
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devices, lack of knowledge about their use, a lack of infra-
structure or both.

Patients who access the internet on mobile devices 
were 3.91 times more likely to be willing to use mobile 
health applications (AOR 3.91; 95% CI 1.31 to 11.5) as 
compared with their counterparts. This finding is consis-
tent with different study settings.22 25 This could be due 
to patients’ increased use of the internet on their mobile 
devices, improved access to health information and 
increased awareness of the use of mobile health applica-
tions for self-care management. Therefore, expanding 
internet connectivity and infrastructure is necessary for 
the effective distribution of mHealth applications for 
diabetes patients’ self-care management.

Patients who had a favourable attitude towards mobile 
health applications to manage DM were 5.20 times more 
likely to be willing to use mobile health applications (AOR 
5.20; 95% CI 2.60 to 10.40). This finding is consistent with 
the findings of other studies.26 27 This demonstrates how 
patients’ attitudes towards mobile health technologies 
influence their willingness to use them positively. Patients’ 
intentions to use mobile health applications also increase 
as they view these technologies as a tool to improve their 
health management. The probable cause of this is that 
patients with DM who have a settled, positive attitude 
towards mobile health applications will be extremely 
incensed by new solutions. Therefore, a strong emphasis 
should be placed on activities that improve attitudes, such 
as computer access, ongoing training and support, and 
knowledge sharing on mobile health technology for self-
care management.

Patients who perceived mHealth applications as easy 
were 2.57 times more likely to be willing to use mobile 
health applications (AOR 2.57; 95% CI 1.34 to 4.85), as 
compared with patients who did not perceive ease of 
use.16 28 29 Users tend to focus more on a system’s usability 
when they have no or little prior experience with it. 
This suggests that if a new mHealth service is perceived 
as being difficult to use, users will not use it, regardless 
of how valuable the system may be. Users will stop using 
mHealth solutions that are not user-friendly, according 
to research. If a person believes that a new system will 
benefit them, any difficulty with using it may be resolved. 
Deploying mHealth applications may, therefore, need 
further education on how to use and manage the new 
system for better adoption.16

Patients who perceived mHealth applications as useful 
were 4.67 times more likely to be willing to use mobile 
health applications (AOR 4.67; 95% CI 1.95 to 5.77) as 
compared with patients who did not perceive the useful-
ness of the mHealth applications.28 29 This showed that no 
matter how simple or complex the mobile health applica-
tion is to use, patients will not use it if they do not believe 
it will be valuable to them. As a result, it is important to 
make sure that the system will enhance the desired health 
results when developing it.

Limitations of the study and future research
The study has some limitations, the study was interviewer 
based, so the responses might have been affected by 
bias introduced by the interviewers, the study did not 
include private hospitals; and the study used quantitative 
approaches, which may affect the generalisability of the 
findings. Hence, future research studies could include 
patients with diabetes from private hospitals, support the 
finding with a qualitative study and use a health infor-
mation technology acceptance model, so that the results 
could be generalisable.

CONCLUSION
Overall, this study showed that the proportion of willing-
ness of patients with DM to use mobile health applica-
tions for self-care management was high. The willingness 
of patients with DM to use mobile health applications 
was influenced by their age, place of residence, internet 
access, attitude, perceived ease of use and perceived 
usefulness. Considering these factors could provide 
insight for designing and implementing diabetes manage-
ment applications on mobile devices in Ethiopia.
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ABSTRACT
Sepsis is a worldwide public health problem. Rapid 
identification is associated with improved patient 
outcomes—if followed by timely appropriate treatment.
Objectives  Describe digital sepsis alerts (DSAs) in use in 
English National Health Service (NHS) acute hospitals.
Methods  A Freedom of Information request surveyed 
acute NHS Trusts on their adoption of electronic patient 
records (EPRs) and DSAs.
Results  Of the 99 Trusts that responded, 84 had an EPR. 
Over 20 different EPR system providers were identified 
as operational in England. The most common providers 
were Cerner (21%). System C, Dedalus and Allscripts 
Sunrise were also relatively common (13%, 10% and 7%, 
respectively). 70% of NHS Trusts with an EPR responded 
that they had a DSA; most of these use the National Early 
Warning Score (NEWS2). There was evidence that the EPR 
provider was related to the DSA algorithm. We found no 
evidence that Trusts were using EPRs to introduce data 
driven algorithms or DSAs able to include, for example, 
pre-existing conditions that may be known to increase 
risk.
Not all Trusts were willing or able to provide details of their 
EPR or the underlying algorithm.
Discussion  The majority of NHS Trusts use an EPR of 
some kind; many use a NEWS2-based DSA in keeping with 
national guidelines.
Conclusion  Many English NHS Trusts use DSAs; even 
those using similar triggers vary and many recreate paper 
systems. Despite the proliferation of machine learning 
algorithms being developed to support early detection of 
sepsis, there is little evidence that these are being used to 
improve personalised sepsis detection.

INTRODUCTION
Sepsis is a worldwide public health problem, 
with a recent report estimating a 11 million 
global death toll in 1 year alone. Early diag-
nosis and management is crucial to improve 
patient outcomes,1 2 with inconsistent recog-
nition and management of sepsis being 
repeatedly highlighted as a safety concern in 
hospital service/quality of care audits.3

These related issues currently make 
early sepsis recognition more challenging: 

interindividual heterogeneity in the under-
lying aetiology and clinical phenotype; incon-
sistency in the implementation of a consensus 
clinical definition; and most critically, the 
lack of a reliable test for sepsis.4

Screening for sepsis is widely implemented 
across countries, and is essential for prompt 
treatment and optimal outcomes.5 Latest 
international guidelines recommend that all 
hospitals and healthcare systems adopt sepsis 
performance improvement programmes, 
which include the use of screening tools to 
promptly identify sepsis.1 6 However, compli-
ance with these guidelines is not universal, 
and implementation is an ongoing challenge.7

Currently, hospitals in England are required 
to screen both emergency department (ED) 
patients and inpatients for sepsis ‘where 
appropriate’ and there have been associated 
financial incentives towards this.8 Recent 
guidelines are summarised in figure  1. To 
date, none of these guidelines considers the 

WHAT IS ALREADY KNOWN ON THIS TOPIC
	⇒ Digital alerts are being introduced into hospital sys-
tems in England as they switch to electronic patient 
records (EPRs). Little is known about the presence of 
digital sepsis alerts in these hospitals or the accura-
cy of the underlying algorithms.

WHAT THIS STUDY ADDS
	⇒ The majority of hospitals with EPRs use digital sep-
sis alerts, with National Early Warning Score 2 being 
the most common algorithm to detect all-cause de-
terioration including sepsis. The algorithm in use is 
influenced by the EPR contracted by the Trust.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

	⇒ Detailed patient data within EPRs is not currently ex-
ploited to improve digital sepsis alerts in hospitals. 
We recommend that NHS organisations are open 
about the digital tools in use and their effectiveness 
rigorously evaluated.

http://bmjopen.bmj.com/
http://orcid.org/0000-0002-5533-7693
http://orcid.org/0000-0001-6991-7798
http://dx.doi.org/10.1136/bmjhci-2023-100743
http://dx.doi.org/10.1136/bmjhci-2023-100743
http://crossmark.crossref.org/dialog/?doi=10.1136/bmjhci-2023-100743&domain=pdf&date_stamp=2023-05-11
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use of electronic tools to aid screening, or their potential 
advantages and disadvantages.

Despite their absence from current guidelines, elec-
tronic screening tools for sepsis have been in use in English 
hospitals for over 5 years. Previous work from our group 
showed that the introduction of a digital sepsis screening 
tool and accompanying alert was associated with reduc-
tion in risk of mortality, and an increase in timely treat-
ment with antibiotics.9 Individual Trusts have identified 
improvements in patient outcomes including reductions 
in septic shock in under 45s from 60% to 7.7%,10 70% 
increase in patients diagnosed with sepsis receiving anti-
biotics within the target time frame, and 64 potential lives 
saved 1 year.11 However, these claims have not been peer 
reviewed, or adjusted for underlying trends and casemix.

Currently, most electronic screening tools for sepsis 
available in England are rule based, track and trigger 
(T&T) systems, that is, systems which rely on periodic 
observation of selected physiological signs with predeter-
mined criteria for escalating care.12 The most commonly 
available tools include systemic inflammatory response 
syndrome (SIRS) criteria, quick Sepsis-related Organ 
Failure Assessment (qSOFA), modified Early Warning 
Scores and, in the UK, National Early Warning Score 
(NEWS)2.6 SIRS and qSOFA were initially developed as 
diagnostic tools for sepsis, but are now commonly used 
for highlighting patients at risk of poor outcomes from 
sepsis (details are shown in table 1).4 These tools often 
have high sensitivity, but low specificity.6 The criteria of 
these tools are applicable to adults and are not directly 
appropriate for neonates, children or maternity patients; 
consequently, this paper focuses on digital sepsis tools for 
use in adults.

Current UK adult sepsis guidelines recommend using 
NEWS2 (see figure 1) to identify patients at risk of dete-
rioration and then involve a senior clinical decision 
maker to determine if sepsis is driving the deterioration. 
This is a simple approach that can easily be linked to 

electronic systems. None of these algorithms, including 
NEWS2, makes use of the granular nature of electronic 
patient records (EPRs); for example, pre-existing condi-
tions and treatments or deviations in vital signs from 
the normal for an individual patient. This is despite 
published studies highlighting the benefits and high 
predictive performance of algorithms based on machine 
learning approaches which can factor in more detailed 
patient information.13 These studies were not conducted 
in hospital settings, hence evidence of positive results 
in hospital settings is still limited.14 Indeed, few digital 
sepsis alerts (DSAs) available to hospitals have been eval-
uated in terms of patient benefit as opposed to predictive 
accuracy.

As the UK National Health Service (NHS) seeks to 
become paperless and embraces digital technology, the 
incorporation of digital alerts embedded within the EPR 
is an attractive option to aid clinical decision-making, and 
has the potential to increase the quality, efficiency and 
cost-effectiveness of sepsis care. However, little is known 
about the digital alerts currently in use or the rationale 
for their inclusion in healthcare systems. In the case of 
sepsis, there is some emerging evidence of the effec-
tiveness of these tools, but there are no validated digital 
tools available to NHS Trusts which have been shown to 
be effective in improving patient outcomes in a range 
of settings, nor has there been a recent comprehensive 
review of the algorithms in use.

In this paper, we describe DSAs, based on English 
NHS Trusts responses to Freedom of Information (FOI) 
request.

METHODS
Working with a group of close collaborators identified to 
be part of a wider project (see box 1 for further details), 
we identified key aspects of algorithms in use in five NHS 
hospitals to inform our further work. We used an FoI 

Figure 1  Timeline showing the development of sepsis guidelines and incentives in the NHS in England. NEWS2, National Early 
Warning Score version details of NICE guidelines and quality Standards are available at: www.nice.org.uk/guidance/conditions-
and-diseases/infections/sepsis, details of CQUINs are available at: www.england.nhs.uk/nhs-standard-contract/cquin/, details 
of NHS standard contract are available at: www.england.nhs.uk/nhs-standard-contract/previous-nhs-standard-contracts/. CQC, 
Care Quality Commission; CQUIN, Commissioning and Quality Innovation; ED, emergency department.; NICE, National Institute 
of Clinical Excellence; NHS, National Health Service

www.nice.org.uk/guidance/conditions-and-diseases/infections/sepsis
www.nice.org.uk/guidance/conditions-and-diseases/infections/sepsis
www.england.nhs.uk/nhs-standard-contract/cquin/
www.england.nhs.uk/nhs-standard-contract/previous-nhs-standard-contracts/
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request to survey all hospitals and used internet searching 
to gather additional information.

The FoI request was submitted to all acute NHS hospital 
Trusts in England that have an ED (with the exception of 
the five NHS hospitals in the pilot work), to collect infor-
mation on EPRs; electronic sepsis screening tools and the 
underlying algorithms they use; the association between 
the underlying algorithm and the alerts to clinicians; the 
timing of introduction of the electronic screening tool in 
the hospital; and which staff groups see and respond to 
alerts. We did not give a definition of EPR in our request 
which enabled trusts to respond how they deemed most 
appropriate. The FoI request is available in online supple-
mental appendix 1.

The results of the FoI were screened by two authors (KH 
and A-PN). Where there was ambiguity in the response 
by the trust, for example, if the response indicated that 
there was no DSA but details of the algorithm and process 
were supplied, we discussed the response and reached a 
consensus approach.

RESULTS
FOI of requests were sent to 120 Acute NHS Trusts which 
had EDs. Responses were received from 94 NHS Trusts. 
Additional information was gathered from the Digital 
Alerts for Sepsis (DiAlS) clinical team and from five NHS 
Trusts participating in DiAlS (see box 1). Of the 99 Trusts 
for which information was available, 14 (14%) responded 
that they did not have an electronic health record or EPR. 
Eighty-four (85%) Trusts responded that they had an EPR. 
The most common single provider was Cerner (18 Trusts, 
21%). System C, Dedalus and Allscripts Sunrise were also 
relatively common (13%, 7% and 10%, respectively). 
Four Trusts used Epic and two used in-house systems. 
Over one-fifth of Trusts (22%) identified a mix of compa-
nies providing their EPRs, with EDs and inpatient wards 
sometimes using different systems, and some identifying 
various patient administration systems. Further details are 
provided in table 2. One Trust refused to provide infor-
mation on their provider citing potential cyberattacks as 
justification.

DSAs were reported to be in use in 59 of the 85 digital 
Trusts (69%). Systems based on NEWS2 were the most 
used across all systems (46 Trusts (78%)). Of these, 29 
used a combined approach, an aggregate score of 5 or 
above or a single parameter of 3 or above, compared with 
21 which either specified that they use a score of 5 or 
above or did not specify. Within Trusts which use NEWS2, 

Box 1  DiAlS—Digital Alerting for Sepsis

The DiAlS study is investigating the impact of DSAs on patient outcomes 
and staff activity in six NHS hospital Trusts across England and Wales.
The implementation of digital alerts in hospitals is a complex health 
intervention. Therefore, we are using a mixed-methods approach to 
ensure understanding of the relationship between inherent aspects of 
the alerts, such as the underlying algorithm and the method of clini-
cian notification. Using appropriate qualitative and quantitative meth-
ods, based on the analysis of natural experiments, we will evaluate the 
implementation of alerts across six NHS Trusts, most of which have 
adopted distinctive digital alerts.
Outcomes will include in-hospital mortality within 30 days, transfers to 
the intensive care unit, length of stay and administration of intravenous 
antibiotics. We will also consider unintended consequences related to 
unnecessary and inappropriate use of antibiotics.
DiAlS is funded by National Institute for Health and Care Research 
(NIHR) Health and Social Care Delivery Research (HS&DR) and is work-
ing in collaboration with NIHR-Health Informatics Collaborative.

DSAs, digital sepsis alerts.

Table 2  EPR providers, digital sepsis alerts and associated algorithms

All EPRs

NEWS2

qSOFA 
alone

Red Flag 
alone

SIRS 
alone

Sepsis 
alerts Alone & qSOFA

& Red 
Flag

& sepsis 
screen & SIRS

Total 84 59 22 9 6 8 1 3 8 2

Mix 19 (23%) 14 (24%) 4 3 2 3 2

Cerner 18 (21%) 15 (27%) 6 2 – 1 4 2

System C 11 (13%) 8 (14%) 1 5 – 1

Allscripts 
Sunrise

6 (7%) 3 (5%) 1 1 1 1

Dedalus 8 (10%) 3 (5%) 1 1 1

In-house 2 (5%) 1 (2%) – 1

Epic 4 (5%) 3 (5%) 2 1

Other 14 (17%) 8 (15%) 5 1 1 – 1 1

Missing 2 (2%) – 1 1

Percentages are column percentages, showing the proportion of each algorithm associated with each of the main EPR provider.
EPR, electronic patient record; qSOFA, quick Sepsis-related Organ Failure Assessment; SIRS, systemic inflammatory response syndrome.

https://dx.doi.org/10.1136/bmjhci-2023-100743
https://dx.doi.org/10.1136/bmjhci-2023-100743
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24 (52%) use an additional screening tool; these include 
Red Flag Sepsis15 and qSOFA.4 A further eight NEWS2 
Trusts use an additional screening tool, such as asking 
for an indication of infection, and one uses SIRS criteria. 
Some Trusts indicated that their digital system prompts a 
question or a series of questions about the possibility of 
sepsis, but there was no evidence that the responses to 
these were precompleted by the electronic system, despite 
some of this information being available within the EPR. 
Eight Trusts responded that they used Red Flag criteria 
as a stand-alone assessment, while three used qSOFA and 
two SIRS.

Five Trusts did not give sufficient information to deter-
mine the algorithm behind the sepsis alert. An additional 
four were unwilling to provide information on the algo-
rithm, and three trusts use bespoke systems which were a 
modification of NEWS2 or Red Flag Sepsis.

We saw some patterns in the algorithm used and the 
EPR provider. These are summarised in table  2. The 
EPR provider for all Trusts which use a combination of 
NEWS2 and qSOFA is system C and for those that use an 
SIRS-based system it is Cerner. Cerner was also a common 
provider for Trusts using Red Flag Sepsis alone or in 
combination with NEWS2.

Willingness to disclose information
As identified above, not all NHS Trusts were happy 
to disclose information and some Trusts were unable 
to provide information. Some of these responses are 
provided in box 2.

DISCUSSION
The majority of Trusts responding reported having an EPR 
and over 20 different providers were identified as operational 
in NHS Trusts in England. Three-quarters of digital Trusts 
responded that they had a DSA and most these use NEWS2 
as part of their sepsis alerting system. This is the approach 
included in the NHS National Standard Contract.16

There is evidence that the provider of the EPR in use in 
the hospital is associated with the underlying sepsis algo-
rithm in use in the Trust. For example, SIRS-based alerts 
are only found in Trusts where the provider is Cerner and 
qSOFA is part of the System C sepsis alert system.

Given NEWS2 is the nationally recommended system 
for identifying patients who need to be screened for sepsis 
it is not surprising that NEWS2 is the most commonly 
used system, usually with a threshold of 5 as the trigger 
for review and consideration of sepsis. In addition, many 
Trusts include a score of 3 in any single parameter, despite 
national guidance moving away from this approach as a 
trigger for significant escalation as it is a poor predictor 
of risk.17 This may be a legacy of the overlap between indi-
cators in Red Flag Sepsis and NEWS2.

There was no evidence that Trusts’ digitisation of patient 
health records was associated with the introduction of 
more complex algorithms, either data-driven, machine 

learning-based algorithms or algorithms which were able to 
include pre-existing conditions or patient information.

Our review of the EPR systems in use in English Trusts are 
in line with those found by Warren et al.18 In their study of 
NHS Trusts (2017–2018), 23% of Trusts reported having no 
electronic system, suggesting an increase in adoption of elec-
tronic systems since 2018. Cerner was the most commonly 
reported provider (18%), then DXC (13%) and System C 
(11%). DXC were the providers of the Lorenzo EPR in 2017, 
but were bought out by Dedalus, an Italian-based provider, in 
April 2021,19 which was still a common provider in our survey 
(10%). We found a higher proportion with a mixed system 
than Warren et al, which may reflect a less precise definition 
of EPR in our study or changes over time.

In 2007, the NIHR reported that ‘T&T systems were in 
widespread use in NHS acute hospitals’; it is therefore no 
surprise that we have found that the majority of digital 
trusts are using digital T&T systems as key components 
of their DSAs.20 In addition, Trusts are expected to use 
NEWS2 as a screening system for deteriorating patients. 
Advantages of T&T systems include the ability to monitor 
large numbers of patients without ‘a large increase in 
workload’, and digital enhancement of these systems has 
clear advantages, for example, one study showed errors 
in pen-and-paper T&T systems, with errors in 29% calcu-
lated scores reviewed (n=84), half of these led to incor-
rect clinical action.12 Although NEWS2 is a relatively 
simple system, there is an obvious advantage in clinical 
data being aggregated automatically and removing the 
need for busy clinical staff determining and totalling the 
‘points’ value of each observation.

In addition to NEWS2, qSOFA and SIRS were rela-
tively commonly used, with adoption associated with the 
EPR provider. qSOFA was also used in addition to the 

Box 2  Example of responses from trusts which were 
unable or unwilling to provide information on EPR 
provision or digital sepsis alert algorithms.

‘The Trust considers this question to be exempt from disclosure in ac-
cordance with section 43.2 of the Freedom of Information Act as to 
release this information would, or would be likely to, prejudice the com-
mercial interests of the supplier.’
‘Care Flow Vitals Clinical uses qSOFA scoring for detection of patients at 
risk of sepsis. The exact algorithm is not known by the Trust.’
‘N/K’.
‘“Unable to provide as this is managed by the supplier’.
‘In view of cybersecurity attacks on organisations, the Trust considers 
that public release of this information could put the Trust’s system and 
information contained on that system at risk. Accordingly the Trust con-
siders, therefore, that section 31(1) of the Freedom of Information Act 
2000 applies. As this is a qualified exemption, the Trust has applied 
the public interest test as required and deems that, on balance and for 
the reason stated above, the public interest lies in not disclosing this 
information.’
‘Unable to provide as the algorithms are part of a third party system and 
proprietary knowledge’.

EPR, electronic patient record.
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expected NEWS2. It is possible to trigger a qSOFA score 
of 2 or more without aggregating to a score of 5 or more 
in NEWS2, but there is no evidence that using the two 
combined leads to improved specificity.21

SIRS-based systems were only in use in Trusts where 
Cerner was the EPR provider. SIRS is not now currently 
considered a useful way of defining sepsis, but may be 
useful in predicting poor outcomes for patients.9 22 SIRS-
based algorithms do make use of more detailed infor-
mation contained within patient records, for example, 
recent lactate and bilirubin levels which reflect organ 
dysfunction. In addition, the Cerner-based algorithm can 
be set different thresholds for patients with diabetes or 
undergoing dialysis, the only system which automatically 
considers wider information about the patient. However, 
most studies suggest that SIRS has limited utility in 
accurately identifying sepsis21 or predicting mortality in 
patients.23

NEWS2 and qSOFA were designed to be easily 
performed at the bedside and qSOFA was developed 
using a parsimonious model to achieve a ‘simple scoring 
system with the fewest number of variables associated with 
the greatest predictive ability’.24 Although this approach 
makes sense in low-resource settings without EPRs, it does 
not take advantage of the available granular patient data. 
This includes information from the current visit, previous 
contacts with the hospital and potentially information 
from recent primary care appointments.

In this paper, we have not examined the potential bene-
fits or harms of DSAs; a systematic review25 did not find 
a reduction in mortality, in contrast to Honeyford et al.9 
Studies have shown improvements in achievement of 
process measures. In different parts of the hospital, alerts’ 
potential to improve patient outcomes varies; in modern 
EDs, there is often continuous electronic monitoring. 
In highly resourced EDs, unwell patients are usually 
reviewed early by a senior clinician, hence there may be 
limited value of an alert system. Where staff are under 
increased pressure, alerts may be more important.25 This 
contrasting evidence emphasises the need for robust 
evidence to determine the most appropriate DSA.

A minority of Trusts were unwilling or unable to give 
detailed information about their EPR or the underlying 
algorithm used for their sepsis alert. This is an important 
aspect of the introduction of digital alerts in hospitals 
in England/UK. Currently, there is no clear approval 
process for digital alerts, and, hence, no necessity for 
hospitals to use ‘approved’ digital alerts. Two high-profile 
alerts have recently been identified at best as having no 
utility, at worst, causing patient harm.14 26

Initially, it was hypothesised that Trusts who responded 
that they had an EPR would be paperless or heavily paper 
reduced. However, responses to the question indicate 
some Trusts are combining electronic and paper systems; 
we were, therefore, unable to determine how many Trusts 
are paper reduced/less. We had similar challenges in 
determining the level of ‘digital’ in the sepsis alert. While 
some Trusts answered ‘yes’ to DSAs, examination of the 

details provided suggested that the alert relied on paper. 
The UK Sepsis Trusts describes sepsis screening as a two-
part process, recommending that patients are ‘screened 
for sepsis’ if they have a NEWS2 score of 5 or more. It 
was difficult to determine whether the DSA described by 
respondents was the ‘prescreen’ to identify which patients 
needed screening for sepsis. Trusts which did not explic-
itly state that they used NEWS2 are highly likely to be using 
NEWS2 as part of their sepsis screening system, however, 
this may not be digital or not be considered part of the 
DSA. The combined paper and digital model requiring 
significant staff input to determine the requirement for 
review reduces some of the advantages of automation.

We opted to use an FOI request to increase response 
rate. People completing FOIs in NHS Trusts will not neces-
sarily have the knowledge to answer the questions and err 
on the side of caution. Although some Trusts responded 
to the FOI with ‘not known’ or equivalent we are sure 
that there are staff in the Trust who know the algorithm 
being used. Finally, a minority of Trusts were unwilling or 
unable to give detailed information about their EPR or 
the underlying algorithm used for their sepsis alert. This 
is an important aspect of the introduction of digital alerts 
in hospitals in England. Currently, there is no necessity 
for hospitals to use approved digital alerts and no clear 
approval process. Two high-profile alerts have recently 
been identified as having no utility and at worst, causing 
patient harm.14 26

Wong et al14 have highlighted that in the USA ‘the ease 
of integration within the EPR and loose federal regula-
tions’ means that hospitals adopt algorithms with ease, 
without a detailed knowledge of real-world performance. 
This is also the case in England, however, the Medical 
Health Regulatory Authority are now recommending 
that software as a medical device should undergo proper 
scrutiny, ‘commensurate with risk’. There is a need for 
a strong methodological library for evaluating digital 
tools, including determining risk. This is the focus of the 
UK NIHR DiAlS study that is evaluating electronic sepsis 
screening tools which are currently in use in England.

CONCLUSION
Digital tools currently in use in acute hospitals in England 
use simple algorithms, based on paper-based T&T systems 
and are not taking advantage of granular data available 
in the EPR. While the majority of NHS Trusts in England 
are using NEWS2, as required in the National Standard 
Contract, this was not designed as a digital tool nor 
developed within data rich environments. Many Trusts 
are using alternative algorithms, often in combination 
with NEWS2, which do not have a strong evidence base. 
Studies which compare these approaches are vital to 
inform on the most effective practice.

As EPRs become universal, there is enormous poten-
tial in harnessing granular data to improve the perfor-
mance of digital tools to support care of deteriorating 
patients. However, we need a strong methodological 
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evaluation approach and clinicians and hospital leaders 
have a responsibility to understand the digital tools in use 
in their hospitals. We would go further and suggest that 
there should be a publicly accessible registry of digital 
alerting tools in use in hospitals, including DSAs.
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ABSTRACT
Objectives  The objective of this study was to explore 
the use of natural language processing (NLP) algorithm to 
categorise contributing factors from patient safety event 
(PSE). Contributing factors are elements in the healthcare 
process (eg, communication failures) that instigate an 
event or allow an event to occur. Contributing factors can 
be used to further investigate why safety events occurred.
Methods  We used 10 years of self-reported PSE reports 
from a multihospital healthcare system in the USA. 
Reports were first selected by event date. We calculated 
χ2 values for each ngram in the bag-of-words then 
selected N ngrams with the highest χ2 values. Then, 
PSE reports were filtered to only include the sentences 
containing the selected ngrams. Such sentences were 
called information-rich sentences. We compared two 
feature extraction techniques from free-text data: (1) 
baseline bag-of-words features and (2) features from 
information-rich sentences. Three machine learning 
algorithms were used to categorise five contributing 
factors representing sociotechnical errors: communication/
hand-off failure, technology issue, policy/procedure issue, 
distractions/interruptions and lapse/slip. We trained 15 
binary classifiers (five contributing factors * three machine 
learning models). The models’ performances were 
evaluated according to the area under the precision-recall 
curve (AUPRC), precision, recall, and F1-score.
Results  Applying the information-rich sentence selection 
algorithm boosted the contributing factor categorisation 
performance. Comparing the AUPRCs, the proposed NLP 
approach improved the categorisation performance of 
two and achieved comparable results with baseline in 
categorising three contributing factors.
Conclusions  Information-rich sentence selection can be 
incorporated to extract the sentences in free-text event 
narratives in which the contributing factor information is 
embedded.

INTRODUCTION
Patient safety event (PSE) reporting systems 
aim to identify safety hazards by encouraging 
hospital staff to report on errors and poten-
tial errors in the hospital system.1 2 Although 
PSE reports are limited in that they are often 
voluntary and only captures a small percentage 
of the actual prevalence of hazards, these 
reports have been demonstrated to still be 

a valuable lens to understand and improve 
patient safety.3–6

PSE reporting systems collect structured 
and unstructured data. The unstructured 
data include information about events, such 
as the contributing factors (CFs) relating 
to events and patient condition.7 CFs are 
important as they represent the factors influ-
encing patient safety incidents (eg, socio-
technical issues, communication failures, 
technology issues).8–10 Although identifying 
and mitigating CFs could improve patient 
safety, the language associated with CFs could 
be subtle and difficult to extract as CFs might 
not always be explicitly described as CFs. It 
could be interjected between other state-
ments, which makes extracting CFs and using 
current document-level natural language 
processing (NLP) and machine learning 
approaches challenging and often relies on 
time-intensive manual review. In the example 
below, while the CF distraction, there is only 
one sentence about a distraction:

‘Registered nurse (RN) was preparing 
patient for left eye surgery, verified site and 

WHAT IS ALREADY KNOWN ON THIS TOPIC
Contributing factors are important in patient safety 
event (PSE) report analysis, but the language associated 
with contributing factors could be subtle and might be 
embedded in other statements. This makes extracting 
contributing factors challenging through either manual 
analysis or machine learning approaches.

WHAT THIS STUDY ADDS
We explored the use of a natural language processing 
algorithm leveraging the unstructured PSE reports to 
identify information-rich sentences and demonstrated 
how this method improved classification performance 
of contributing factors in PSE reports.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY
This approach can be used in near real-time to reduce 
the burden of manually extracting the factors influenc-
ing a patient’s safety incident.
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procedure, consent for left eye surgery signed by the 
patient at bedside. RN was interrupted and inadvertently 
placed the eye drop for the procedure into the right eye. 
Patient was notified. Doctor was at bedside’.

The contributions of this work are twofold. First, we 
explored the use of NLP techniques to categorise CFs 
from PSE reports. Specifically, we investigated the utility 
of identifying information-rich ngrams and sentences in 
categorising CFs. Second, we employed three machine 
learning algorithms to categorise CFs: logistic regression 
with elastic net regularisation (elastic net), XGBoost and 
feed-forward neural network (FFNN).

BACKGROUND
PSE reports
PSE reports contain information regarding adverse events 
and errors in healthcare.11 PSE reports contain both 
structured and unstructured data. For example, the rele-
vant department and level of patient harm are reported 
as structured data. The event narrative is reported as 
unstructured, free-text data. While reporting systems 
encourage reporters to annotate reports with structured, 
easily searchable data, there are known limitations to 
reporting systems. They often rely on self-reporting, only 
captures a small per cent of hazards, can sometimes be 
bias based on who or what departments are reporting.12 13 
Also, the definition of taxonomies can be confusing.14

An example of this is the annotation or coding of CFs. 
Although reporting systems can give checkbox options 
to reporters to select associated CFs, they are used infre-
quently. As a result, relevant information about CFs would 
only occur in the free-text event narratives.

CFs in PSE
CFs are elements in the healthcare process (eg, sociotech-
nical issues, communication failures) that instigate an 
event or allow an event to occur. Human factor models, 
such as Systems Engineering Initiative for Patient Safety 
and Human Factors Analysis and Classification System 
were developed to categorise CFs.15 16 These CFs can be 
used to understand changes that need to be made to the 
system or further investigate why events occurred (eg, 
interviews, observations).7

Challenges with identifying CFs
Although CFs can be selected from a predefined list by 
reporters, PSE reports are often recorded without a CF 
indicated in the structured field.17 Instead, these factors 
are often described in free-text narratives. Extracting CFs 
from free text can be challenging because CFs are often 
interspersed with other text, requiring a time-consuming 
manual review to extract the information.

Natural language processing
NLP is an algorithmic method for extracting relevant 
information from free text. In this study, we hypothesise 

that an NLP approach that uses a sentence selection 
strategy will successfully identify CFs.

In generating features from free text, the standard 
options are to either use the term frequency-inverse 
document frequency (TF-IDF) matrix or word embed-
ding techniques.18–21 Using bag-of-words and its associ-
ated TF-IDF matrix for a categorisation task leads to a 
high-dimensional feature space that requires a strong 
computational capacity to train a model. Moreover, the 
less informative features can add noise to the free-text 
data and lead to less accurate model performance. On 
the other hand, while popularly used word-embedding 
models such as word2vec can help reduce the dimension-
ality of the problem, utilising word embeddings comes 
with a loss of interpretability since the original terms are 
replaced by numeric vectors.15 Our proposed approach 
was inspired by previous work in identifying important 
sentence in free-text categorisation.22 23 In this study, we 
hypothesised that an NLP approach, such as a sentence 
selection algorithm, could be used as a remedy by 
enabling noise reduction by filtering out the less informa-
tive parts of a free-text while preserving interpretability.

METHODS
We explored using an NLP approach to select information-
rich sentences relating to CFs information. Then, we 
used three machine learning algorithms to categorise 
five sociotechnical CFs. Finally, the effect of the proposed 
methods on categorisation performance was assessed. 
Figure 1 demonstrates a summary of the methods used in 
this study. The Institutional Review Board approved this 
study.

Data and CF description
The self-reported PSE reports from November 2011 to 
October 2021 from a multihospital healthcare system in 
the mid-Atlantic region of the USA were included in this 
study. In the reporting system, reporters can select over 
20 CF options from a list. The CFs are presented to the 
reporter as a checkbox. Reporters can select none, one 
or multiple CFs. For this study, we used reports with at 
least one CF selected by the user to have ground truth 
for all the included PSE reports. The list of reported CFs 
and a free-text brief factual description of the event were 
extracted for each PSE report.

Contributing factors
This study focused on five labels of reported PSE CFs 
associated with sociotechnical errors: communication/
hand-off failure, technology issue, policy/procedure 
issue, distractions/interruptions and lapse/slip. These 
five CFs were among our data set’s 10 most frequent 
CFs. Communication/hand-off failure refers to the 
problems with shift change, patient transfers and infor-
mation exchange between providers. Technology issues 
refer to problems with health information technology 
and medical devices. Policy/procedure issues refer to 
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confusing, absent or inappropriate guidelines. Distrac-
tion/interruption refers to issues when providers are 
diverted to a second task before completing the initial 
task. Lapse/slip refers to issues in human performance, 
such as accidentally pushing the wrong button.24

Text preprocessing
A PSE report can contain multiple CFs. A binary label 
(ie, one or zero) was assigned to each PSE report before 
categorising each CF. Text preprocessing is explained in 
online supplemental appendix A.

Selecting Information-rich terms and sentences
Our proposed NLP approach starts with identifying the 
information-rich ngrams in each categorisation task. 
We calculated χ2 value (for every ngram that was identi-
fied in the bag-of-words free-text preprocessing step). χ2 
was calculated using the two-way contingency table of a 
ngram (t) and a CF (c). In Equation 1, A is the number of 
times t and c co-occur, B is the number of times t occurs 
without c, C is the number of times c occurs without t, D 
is the number of times neither c nor t occurs and N is the 
total number of PSE reports in the cohort.

	﻿‍
X2 =

N×
(
AD−CB

)2
(
A+C

)
×
(
B+D

)
×
(
A+B

)
×
(
C+D

)
‍�

Equation 1. χ2 calculation to identify information-rich 
ngrams.

χ2 measures the degree of association between a specific 
ngram and the outcome label. This association can indi-
cate a positive or negative relationship between an ngram 
and a CF; therefore, information-rich ngrams were the 
ones that achieved a higher χ2.25 This approach is moti-
vated by previous work utilising χ2.26–28 χ2 is computation-
ally fast, and the results are easily interpretable.

Finally, selected sentences have at least one of the 
information-rich ngrams. These sentences will be referred 
to as ‘information-rich sentences’. Concatenating all the 
information-rich sentences for a PSE report, we produced 
the free-text for generating the feature matrix.

Machine learning models
Using the bag-of-words from the preprocessed reports, 
we calculated the TF-IDF matrix associated with the PSE 
reports. TF-IDF is a statistical measure that evaluates 
how relevant a word is to a document in a collection 
of documents and it is calculated by multiplying two 
metrics: the number of times a word appeared in a docu-
ment and the inverse document frequency of the word 
across a set of documents. TF-IDF is a popular method 
to translate free-text to numerical features in training 
machine learning models. The data were split into a 
training set (80%) and a testing set (20%) using strat-
ified sampling. All the preprocessing steps were then 
applied to the training set, and the same bag-of-words 

Figure 1  The summary of the methods. PSE, patient safety event; TF-IDF, term frequency-inverse document frequency.
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was incorporated to calculate the TF-IDF matrix of the 
PSE reports in the testing data.

To assess the effect of the sentence selection method, 
we used three machine learning strategies (elastic net, 
XGBoost and FFNN) to categorise the PSE reports and 
trained separate binary categorisation models for each 
of the five CFs. Multiple sociotechnical CFs could be 
assigned to a PSE report; therefore, training a multi-
label classification is possible. However, the information-
rich sentence selection approach selects different sets of 
information-rich ngrams for each CF leading to different 
feature matrices for each classifier; therefore, we trained 
separate binary categorisation models for each CF. The 
top N information-rich ngrams were identified through 
χ2 calculation for each categorisation task. We set N values 
as 2, 5, 10, 40, 60 and 100. We compared the performance 
of these models with their associated bag-of-words, base-
line models in which no sentence selection algorithm was 
applied.

Elastic net
We employed a logistic regression model with elastic 
net regularisation, which is a weighted combination of 
least absolute shrinkage and selection operator (LASSO 
or L1) and ridge (L2) regularisations.29 Elastic net can 
remove the effect of the insignificant features by setting 
their estimated coefficient to zero and lower the effect 
of the less significant features by pushing their estimated 
coefficient towards zero while adding more weights to 
the more important features. Elastic net model is easy 
to implement and does not require high computation 
power. Such characteristics make this model an accepted 
baseline in machine learning-based studies.30 31 We used 
elastic net as the benchmark model and compared its 
results with more complex categorisation methods.

XGBoost
This model is a decision tree-based boosting ensemble 
machine learning algorithm.32 In a boosting algorithm, 
many weak learners are trained to correctly categorise the 
observations incorrectly classified in the previous training 
rounds. XGBoost uses a shallow tree as a weak learner 
and proved to have a decent performance in the case of 
class-imbalanced data classification.31 33

Feed-forward neural network
The feed-forward model is a simple form of a neural 
network as information is only processed in one direc-
tion, and the connection between nodes does not form 
a cycle.34 The main benefit of this model is that FFNN 
accounts for higher order interactions among the input 
features.31 We used one hidden layer, a binary cross-
entropy loss function and Adam optimiser to train this 
model.35

Instead of data-level solutions (Synthetic Minority 
Oversampling TEchnique (SMOTE),36 under-sampling, 
oversampling), we incorporated algorithm-level solu-
tions (eg, boosting methods, neural networks) as remedy 

to the class-imabalanced problem in this categorisation 
problem. To evaluate the performance of the trained 
models, we calculated area under the operative charac-
teristic curve (AUROC), sensitivity, specificity, positive 
predictive value (PPV) or precision, negative categori-
sation value (NPV), accuracy, F-1 score and area under 
the precision-recall curve (AUPRC). Since the models 
were trained on class-imbalanced data, we focused on the 
AUPRC values to identify the best-performing models.

RESULTS
Descriptive summary
Of 70 680 self-reported PSE reports from November 2011 
to October 2021 were extracted from PSRS. The PSE 
reports with unknown CFs were excluded from the study. 
In total, 53 899 PSE reports met the inclusion criterion. 
Online supplemental appendix B presents the frequency 
of the five CFs in our cohort. Not all CFs were included in 
this analysis; therefore, the percentages in online supple-
mental appendix B do not add up to one.

The PSE reports data were deidentified in terms of 
patient’s name, date of birth, etc. However, the event 
narratives were not deidentified. The data are stored 
behind our Healthcare System’s firewall, and it is not 
accessible to unauthorised users.

Information-rich terms and sentences
Table  1 presents the ngrams that were most influential 
when categorising the specific CFs. These ngrams were 
associated with high χ2 and represented information-rich 
ngrams in each categorisation task.

The 25th percentile, median and 75th percentile of 
the number of sentences per PSE report were 4, 6, and 
9, respectively. Communication/hand-off failure was the 
most sensitive and lapse/slip was the least sensitive to 
the changes in the number of selected information-rich 
ngrams.

Filtering out less relevant text changes the number of 
features to incorporate in a categorisation model. Figure 2 
presents how the machine learning models’ input dimen-
sion changed as we increased the number of selected 
information-rich ngrams. The input dimension would be 
almost 6700 if no sentence selection was applied. Unsur-
prisingly, the input dimension increased with the number 
of selected information-rich ngrams. Lapse/slip had the 
largest difference, while distractions/interruptions had 
the smallest difference.

Model comparison
The average number of sentences associated with each CF 
before and after incorporating information-rich sentence 
selection algorithm is presented in online supplemental 
appendix C. Moreover, the number of PSE reports grouped 
by sociotechnical CFs in training and testing data sets are 
included in online supplemental appendix D.

The XGBoost model performed best in categorising 
technology issues with AUPRC of 0.56 (figure  3). The 

https://dx.doi.org/10.1136/bmjhci-2022-100731
https://dx.doi.org/10.1136/bmjhci-2022-100731
https://dx.doi.org/10.1136/bmjhci-2022-100731
https://dx.doi.org/10.1136/bmjhci-2022-100731
https://dx.doi.org/10.1136/bmjhci-2022-100731
https://dx.doi.org/10.1136/bmjhci-2022-100731
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FFNN model outperformed the other two models in cate-
gorising policy/procedure issues with AUPRC of 0.66. 
The XGBoost, elastic net and FFNN models achieved 
comparable performance in categorising communica-
tion/hand-off failure (AUPRCs=0.6, 0.58, 0.6), lapse/slip 
(AUPRCs=0.17, 0.15, 0.18) and distractions/interrup-
tions (AUPRCs=0.24, 0.24, 0.22).

Besides AUPRC values, AUROC, sensitivity, speci-
ficity, PPV, NPV, F-1 score and accuracy were calculated 
for each model, and the results are included in the 
online supplemental appendix D. The elastic net model 
achieved highest AUROC (0.948) with baseline model 
in categorising distractions/interruption, highest sensi-
tivity (0.879) with 60 information-rich ngrams in cate-
gorising distractions/interruptions, highest specificity 
(0.984) with two information-rich ngrams in categorising 
policy/procedure issue, highest PPV (0.692) with two 
information-rich ngrams in categorising technology issue, 
highest NPV (0.996) with 60 information-rich ngrams in 
categorising distractions/interruptions and highest accu-
racy (0.692) in categorising technology issue. The FFNN 
model obtained the highest F-1 score (0.962) with five 
information-rich ngrams in categorising policy/proce-
dure issue.

DISCUSSION
This study used an NLP approach to identify information-
rich sentences to categorise five CFs associated with soci-
otechnical errors. Automating the identification of CFs 
may help safety officers identify the CFs leading to safety 
issues in their organisations.

Utility of Information-rich sentences
Working with noise in the data is one of the challenges 
when dealing with free-text formatted input data. Filtering 
the input sentences and selecting more informative ones 
work as a solution to reduce the noise in the data when 
dealing with free-text categorisation of CFs. Finding a 
balance between removing the noise and keeping a suffi-
cient number of features to have a well-trained model is 
a critical task.

The information-rich ngrams were selected according 
to their χ2 values, indicating the association between 
ngrams and a CF. The most relevant term for communi-
cation/hand-off failure in our cohort was fall followed by 
nurse and order. Glucose readings were repeatedly identified 
as an important contributor to policy/procedure issues. 
Our data’s selected information-rich ngrams for tech-
nology issues present the same trend through identifying 
medconnect and system as the most relevant ngrams for this 
CF. Besides, CGI, the stemmed form of Centigray (CGY), 
was the top information-rich ngram for technology issues. 
CGY is a measurement of absorbed radiation. This result 
suggests for technology-related CFs associated with radi-
ation treatments such as with cyberknife radiation treat-
ments. The ngrams with high χ2 values associated with 
lapse/slip were dose, pharmacy and order. The pattern 
among these ngrams indicates that the medication-related 
tasks were more prone to be affected by this CF. Our anal-
ysis indicated that the data entry process was affected by 
distractions/interruptions as some of the information-
rich ngrams for this CF were data entry and error. Box 1 
presents examples of information-rich ngrams, which 
identified information-rich sentences in PSE reports.

Table 1  Top five information-rich ngrams identified through 
χ2 feature selection in each categorisation task

Ngrams χ2 value

Communication/handoff 
failure

fall nurs order emerg 
depart depart

3786.7
2793.9
2462.0
1902.3
1853.6

Policy/procedure issue min later fall polici 
glucomet glucose 
glucos run

1714.5
1474.9
1429.4
1408.1
1373.5

Technology issue cgi field dose system 
medconnect

4917.1
1664.5
1646.7
1488.2
1425.2

Lapse/slip dose pharmacy order 
pharmacist med

2158.7
1520.0
929.4
901.2
664.2

Distractions/interruptions data entri vaccin error 
tablet medic

1686.5
1467.1
1452.1
1437.0
895.2

The words are stemmed.

Figure 2  Input dimension vs the number of selected 
information-rich ngrams. Selecting the information-rich 
sentences, which include at least one of the selected 
information-rich ngrams, led to a new input feature dimension 
for contributing factor categorisation.

https://dx.doi.org/10.1136/bmjhci-2022-100731
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We included unigrams and bigrams in the bag-of-words 
to calculate their χ2 value. Information-rich unigrams 
were more common than bigrams, perhaps because 
unigrams contain more generalisable information. 
However, bigrams can convey more specific information, 
but they are susceptible to noise. Further investigation is 
needed to assess the effect of bigrams in the information-
rich sentence selection algorithm.

Performance boosting
The proposed method proved its benefit by improving 
the results of categorising two CFs and achieving compa-
rable results with the baseline models for three CFs 
in this analysis. Figure  2 shows a near-linear relation-
ship between the number of input dimensions and the 
selected information-rich ngrams with higher χ2 values. 
However, the AUPRC plots in figure 3 indicate that incor-
porating 2, 5 or 10 information-rich ngrams in selecting 
the information-rich sentences for the model training 
process may lead to better performance metrics. Thus, it 
can be inferred that the balance between removing noise 
and preserving features for an accurate model can be 
obtained by selecting the sentences containing the top 5 
or 10 information-rich ngrams with the highest χ2 values. 
This balance depends on the information embedded in 
the unstructured data.

Content depending
The elastic net model did not perform remarkably better 
than the neural network or ensemble model, implying 
that including the higher order interaction between the 
terms improved the categorisation performance. Iden-
tifying bigrams as information-rich terms also indicates 

the importance of the interactions among the features. 
FFNN and XGBoost models achieved comparable results. 
The difference between the three models’ performance 
was negligible when categorising the CFs with lower prev-
alence, such as lapse/slip and distraction/interruption.

The information-rich sentence selection algorithm 
improved the performance of categorising two CFs, 
policy/procedure and technology issues. The perfor-
mance improvement may also indicate that healthcare 
providers tend to be more consistent in their language 
to record safety events related to policy/procedure and 
technology issues. Distraction/interruption and lapse/
slip had relatively smaller sample size compared with the 
other three CFs. However, the effect of information-rich 
sentence selection boosted the performance of distrac-
tion/interruption better. This is also an indication of 
having consistent language in recording safety incidents 
related to distraction/interruption.

Information-rich sentence selection is a data-driven 
approach; therefore, depending on the context of the 
unstructured input, the outcomes of using this approach 
could be different. For instance, the information-rich 
sentence selection approach improved the AUPRC values 
of all three machine learning categorisation models 
compared with baseline models in categorising policy/
procedure and technology issue incorporating 5 and 2 
information-rich ngrams, respectively. While the perfor-
mance was not boosted for communication/hand-off 
failure, applying information-rich sentence selection 
approach using 100 information-rich terms led to similar 
results compared with using the entire PSE report for 
the categorisation task. Equivalently, using the approach 

Figure 3  Area under precision-recall trends. For each of the five contributing factors, this figure presents how the value 
of AUPRC score changes as we only include the information-rich sentences in PSE reports containing the information-rich 
ngrams. AUPRC, area under the precision-recall curve; FFNN, feed-forward neural network; PSE, patient safety event.
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with 100 information-rich ngrams for lapse/slip, and 60 
information-rich ngrams for distraction/interruption did 
not improve the baseline AUPRC but achieved similar 
results with a filtered data and lower dimensional input 
for the machine learning models.

Limitations
Our study has limitations. First, our data came from a 
single health system and may reflect the specific language 
to the system. While PSE reports are recorded across 
all healthcare systems, the external application of our 
methods on data from other facilities may be biased. 
Second, our models were developed and evaluated based 
on a retrospective cohort; therefore, the performance 
may deteriorate when the method is applied to real-time 
data. Third, the five CFs included in this study are not the 
only CFs representing sociotechnical error. We explored 
the use of the NLP approach on only five sociotechnical 
CFs. This approach can be explored to categorising the 
rest of the sociotechnical CFs. Fourth, although we inves-
tigated the results and provided insights into the models’ 
decision-making process, our study did not benefit from 
human factor expert input and critical analysis. Fifth, we 
selected TF-IDF, a widely known text feature extraction 
technique, and did not examine all text feature extraction 
methods (eg, YAKE!, rake, etc). Sixth, the CFs used in 
this study were assigned to PSE reports by reporters of 
safety incidents. The human-selected CFs could intro-
duce some level of uncertainty to the labels. Seventh, 
we tested six values for the number of information-rich 
ngrams (ie, 2, 5, 10, 40, 60 and 100). Other values could 
be incorporated to measure the advantage of employing 
information-rich sentence selection algorithm. Finally, we 
excluded PSE reports, which did not have assigned CF, 
that can affect the performance of the models in near-
real time applications.

Identifying and addressing CFs is critical for improving 
patient safety as these, often latent, themes are prevalent 

Box 1  Instances of information-rich sentence selection 
algorithm applied on patient safety event (PSE) reports 
from different contributing factor categories.

Contributing factor
Communication/hand-off failure.
PSE report (brief factual description)
Patient was taken to nuclear medicine via transport for a scheduled 
stress test. Once he got to NM, the test was cancelled. Patient had 
drunk coffee with his breakfast because there was no NPO order in 
place for the test.
Information-rich Ngram
Selected information-rich sentence
Patient had drunk coffee with his breakfast because there was no NPO 
order in place for the test.
Contributing factor
Policy/procedure issue
PSE report (brief factual description)
A glucose test was performed at (time stamp 1) on patient by (nures 1) 
with a result of 36 mg/dL. The test was performed at (time stamp 2) by 
(nurse 2) with a result of 139 mg/dL, which was 1 hour and 4 min later. 
The Hypoglycaemia Policy states that a patient with a glucose less than 
40 mg/dL should be treated and a glucose run every 15 min until the 
glucose returns to 90 mg/dL.
Information-rich Ngram
Selected information-rich sentence
A glucose test was performed at (time stamp 1) on patient by (nures 1) 
with a result of 36 mg/dL. The Hypoglycaemia Policy states that a pa-
tient with a glucose less than 40 mg/dL should be treated and a glucose 
run every 15 min until the glucose returns to 90 mg/dL.
Contributing factor
Technology issue.
PSE report (brief factual description)
I was unable to gain access to pyxis. Rebooted system and tried several 
interventions but unsuccessful. ICU and ED called to report inability to 
gain access to pyxis. Carefusion called and stated that the database 
was disconnected from the system and unable to diagnose problem 
at this time. Instructed to call help line and high priority ticket initiated. 
Patient began seizing. Medication system down and unable to obtain 
ativan in the ED. Nurse had to physically go to the pharmacy to obtain 
medicine.
Information-rich Ngram
Selected information-rich sentence
Rebooted system and tried several interventions but unsuccessful. 
Carefusion called and stated that the database was disconnected from 
the system and unable to diagnose problem at this time. Medication 
system down and unable to obtain ativan in the ED.
Contributing factor
Lapse/slip.
PSE report (brief factual description)
Order for an HIV med entered on the wrong patient. The pharmacists did 
not quesiton why the patient was ordered for only one HIV medication. 
The doctor called one afternoon asking how did this mistake happen 
and not be caught. At that time, that is when the pharmacists was made 
aware of the mistake.
Information-rich Ngram
Pharmacist.
Selected information-rich sentence
The pharmacists did not quesiton why the patient was ordered for only 
one HIV medication. At that time, that is when the pharmacists was 
made aware of the mistake.

Continued

Box 1  Continued

Contributing factor
Distractions/interruptions.
PSE report (brief factual description)
Three prescriprions were e-scribed for one of our long-term patients 
here at store #N. All prescriptions were prepared and dispensed ex-
pediciously since our client was in a hurry to make his ride. All the 
medications were controlled except for one medication. The next day, 
we received a call from the doctor’s office, which happens to be a first 
time doctor for this client, stating that one of the medications were to be 
dispensed at a later date on ((date)). Unfortunately, missed that date at 
data entry as I performed the data entry of the prescriptions. The team 
did contact the patient and informed him of the prescriber’s specific 
directions in regards to that one prescription.
Information-rich Ngram
Selected information-rich sentence
Unfortunately, missed that date at data entry as I performed the data 
entry of the prescriptions.
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across departments, event types and service lines. Being 
able to more readily identify CFs across departments, 
event types and service lines can provide patient safety 
leaders and healthcare systems awareness and insights 
to address safety events and hazards more at a system 
level.37 38 This analysis is limited to what gets reported. 
While this is a useful start and one lens to understand 
CFs, a broader multiperspective approach is needed to 
understand all dimensions of CFs, including from the 
patient’s perspective.12 13 When analysing a large body 
of PSE reports and the associated CFs, it is essential to 
consider potential language bias and department bias (ie, 
using reports to ‘blame and shame’ other departments) 
in the recorded data.

CONCLUSION
We explored an NLP approach to categorise five socio-
technical CFs in PSE reports. We demonstrated the utility 
of information-rich sentence selection in free-text cate-
gorisation. This approach can be used in near real-time 
to reduce the burden of manually extracting the factors 
influencing a patient’s safety incident. Information such 
as patient feedback and complaints can be paired with the 
findings of this study to inform strategies around patient 
safety efforts and help teams make decisions.
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ABSTRACT
Objectives: Applications of artificial intelligence (AI) have 
the potential to improve aspects of healthcare. However, 
studies have shown that healthcare AI algorithms also 
have the potential to perpetuate existing inequities in 
healthcare, performing less effectively for marginalised 
populations. Studies on public attitudes towards AI outside 
of the healthcare field have tended to show higher levels 
of support for AI among socioeconomically advantaged 
groups that are less likely to be sufferers of algorithmic 
harms. We aimed to examine the sociodemographic 
predictors of support for scenarios related to healthcare AI.
Methods: The Australian Values and Attitudes toward 
AI survey was conducted in March 2020 to assess 
Australians’ attitudes towards AI in healthcare. An 
innovative weighting methodology involved weighting a 
non-probability web-based panel against results from a 
shorter omnibus survey distributed to a representative 
sample of Australians. We used multinomial logistic 
regression to examine the relationship between support 
for AI and a suite of sociodemographic variables in various 
healthcare scenarios.
Results: Where support for AI was predicted by measures 
of socioeconomic advantage such as education, household 
income and Socio-Economic Indexes for Areas index, the 
same variables were not predictors of support for the 
healthcare AI scenarios presented. Variables associated 
with support for healthcare AI included being male, having 
computer science or programming experience and being 
aged between 18 and 34 years. Other Australian studies 
suggest that these groups may have a higher level of 
perceived familiarity with AI.
Conclusion: Our findings suggest that while support 
for AI in general is predicted by indicators of social 
advantage, these same indicators do not predict support 
for healthcare AI.

BACKGROUND
There are currently many applications for 
healthcare artificial intelligence (HCAI) in 
various stages of development and imple-
mentation.1 Defined as technologies that 
allow computer programs to perform tasks 
and solve problems without explicit human 
guidance,2 HCAI-based systems employ 

algorithms to complete the tasks typically 
performed by health professionals. Algo-
rithms have been trained to read ECGs,3 
detect skin cancer from smartphone images4 
and predict people’s risk of disease using 
large-scale national data sets5 with ostensibly 
comparable accuracy to current approaches.

While these technologies have the poten-
tial to improve aspects of healthcare, they also 
have the potential to cause harm to patients.6 
Algorithmic harms are exacerbated in already 
marginalised populations,7 8 as the causes 
and effects of historical structural disadvan-
tage are embedded in healthcare data sets, 
and training sets often exclude marginal-
ised groups. Obermeyer et al9 audited an 
algorithm used in the USA for determining 
whether patients should be referred to high-
risk care, and found that patients who identi-
fied as black were less likely to be flagged by 

WHAT IS ALREADY KNOWN ON THIS TOPIC
	⇒ Artificial intelligence (AI) has the potential to perpet-
uate existing biases in healthcare data sets, which 
may be more harmful for marginalised populations. 
Support for the development of AI tends to be higher 
among more socioeconomically privileged groups.

WHAT THIS STUDY ADDS
	⇒ While general support for the development of AI was 
higher among socioeconomically privileged groups, 
support for the development of healthcare AI was 
not. Groups that were more likely to support health-
care AI were males, those with computer science 
experience and younger people.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

	⇒ Healthcare AI is becoming more relevant for the 
public as new applications are developed and im-
plemented. Understanding how public attitudes 
differ among sociodemographic subgroups is im-
portant for future governance of healthcare AI.
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the algorithm as needing high-risk care, despite having 
more comorbidities than non-black-identifying coun-
terparts. Similarly, Seyyed-Kalantari et al,8 using data 
from the USA, found that women, people aged under 
20, those with lower socioeconomic status and black or 
Hispanic-identifying people were less likely to be diag-
nosed correctly by a chest radiograph algorithm. Factors 
preventing marginalised groups from accessing care in 
the past exist implicitly in many healthcare data sets, and 
algorithms trained on these data sets perpetuate these 
inequities.9

Surveys examining public attitudes towards artificial 
intelligence (AI) have found that certain sociodemo-
graphic characteristics are associated with higher levels of 
support for AI. Zhang and Dafoe10 in a survey in the USA 
found that younger people, males, those with computer 
science experience and those with a high annual house-
hold income were more likely to be supportive of the 
development of AI. A survey study in the Netherlands, 
using a representative panel of the Dutch population, 
studied trust in HCAI and found that the sociodemo-
graphic characteristics associated with higher levels of 
trust were being male, having a higher level of education, 
being employed or a student and having not stayed in 
hospital in the past 12 months.11 It is suggested that those 
who are less likely to suffer from the negative impacts of 
AI are more supportive of its implementation.10–12

We conducted a survey to examine whether Austra-
lians’ attitudes towards HCAI vary with different sociode-
mographic characteristics.

METHOD
Our aims for this study were threefold. We aimed to (1) 
examine the sociodemographic variables associated with 
support for AI in Australia, (2) examine the sociodemo-
graphic variables associated with support for HCAI and 
(3) determine whether sociodemographic characteris-
tics were associated with different preferences in AI-inte-
grated healthcare.

This paper reports results from an analysis of the Austra-
lian Values and Attitudes toward AI (AVA-AI) survey. The 
survey was conducted with the Social Research Centre’s 
Life in Australia (LIA) study, which regularly engages 
a representative panel of Australians in independent 
surveys.13 A shortened version of the AVA-AI question-
naire was included in the 36th wave of the LIA study, 
disseminated in March 2020. The full version of the 
questionnaire was disseminated to a non-probabilistically 
sampled online panel. We used the shortened version of 
the questionnaire as a reference survey to produce weights 
for the non-probability sample that account for charac-
teristics that influence people’s propensity to participate 
in the online panel. A more detailed description of the 
data collection and weighting methodology is provided 
in Isbanner et al’s study.14 For this analysis, we report on 
results from the weighted non-probability sample using 
data obtained from the full questionnaire.

Predictor variables
We selected predictor variables analogous to two other 
surveys on public attitudes towards AI: Zhang and Dafoe’s 
study in the USA10 and Selwyn and colleagues’ study in 
Australia.15 Variables used in the analysis included age 
group, gender, self-identification as having a chronic 
health condition or disability, living in a capital city, 
highest level of educational attainment, area of socio-
economic advantage (henceforth referred to as Socio-
Economic Indexes for Areas (SEIFA)) (This study used 
the Australian Bureau of Statistics’ SEIFA to measure the 
relative advantage and disadvantage of areas.16 Partici-
pants were classified into quintiles based on the SEIFA of 
their area (ie, postcode) of residence, with those in quin-
tiles 4 and 5 coded as ‘least socioeconomic disadvantage’, 
those in quintiles 2 and 3 coded as ‘moderate disadvan-
tage’ and those in quintile 1 coded as ‘most socioeconomic 
disadvantage’), household income, computer science 
or programming experience and speaking a language 
other than English at home. Additionally, we included 
self-reported health status as a predictor variable because 
evidence elsewhere indicated that health-related metrics 
were associated with attitudes towards HCAI.11 A copy of 
the questionnaire is provided in online supplemental file 
1.

We removed any responses where the participant had 
not responded to all predictor and outcome variables 
(n=17). One participant identified with a gender outside 
of the male/female binary. This response was removed,17 
and the limitations of this will be discussed further below. 
n=1983 responses were analysed.

We calculated Spearman’s r coefficients to identify multi-
collinearity between predictor variables (table 1). Some 
pairs of variables were moderately correlated. Those with 
high self-reported health status were less likely to identify 
as having a disability, and those living in a capital city were 
more likely to live in postcodes with less socioeconomic 
disadvantage. We deemed these moderate correlations 
unlikely to have a detrimental effect on model fitting or 
interpretation.

Outcome variables
Eleven outcome variables were selected for the three 
aims of the study (table 2). Item 1 replicated a question 
from Zhang and Dafoe’s study,10 asking participants to 
indicate their level of support for the development of AI 
on a 5-point semantic scale from strongly oppose to strongly 
support. Item 2 was a question that asked participants 
to consider their support for HCAI in a scenario where 
an unexplainable algorithm was being used to analyse 
patient health records and suggest treatments. Item 3 
asked participants to consider their support for an algo-
rithm that diagnosed diseases more accurately than physi-
cians but required patients to share their health record. 
Item 5 asked participants to consider their support for 
HCAI in a scenario where its development leads to physi-
cians becoming less skilled at tasks that were replaced by 

https://dx.doi.org/10.1136/bmjhci-2022-100714
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AI. Each of these questions asked participants to indicate 
their level of support on a 5-point scale.

Items 5–11 were preceded by a scenario asking partic-
ipants to imagine a situation where an algorithm was 
reading a medical test, diagnosing them with a disease 
and recommending treatments. Participants were asked 
to consider the importance of (5) explainability, (6) 
speed, (7) accuracy, (8) human oversight, (9) account-
ability, (10) cost to the healthcare system and (11) equity. 
Participants responded on a 5-point scale from not at all 
important to very important. Each outcome variable was 
recoded to binary categories, where the two highest cate-
gories (ie, strongly support and somewhat support, very 

important and extremely important) were recoded to 1 
and remaining categories were coded to 0.

Statistical analysis
We generated frequency tables that incorporated the 
survey weights using the questionr package.18 We fit sepa-
rate multiple logistic regression models for each of the 
outcome variables using the same suite of sociodemo-
graphic variables as predictors for each. All analyses 
were conducted in R.19 The survey package20 was used to 
incorporate survey weights in the analysis and calculation 
of SEs. ORs are reported with accompanying p values 

Table 1  Correlation matrix of predictor variables (Spearman’s r coefficients)

Self-reported disability 0.04

Age group −0.16 0.23  �   �   �   �   �   �   �

Education 0.26 −0.12 −0.22  �   �   �   �   �   �

Gender 0.13 0.04 0.11 0.05  �   �   �   �   �

Household income 0.07 −0.22 −0.17 0.24 0.04  �   �   �   �

Speaks languages other 
than English at home

0.20 −0.13 −0.23 0.24 0.00 0.02  �   �   �

Living in a capital city 0.08 −0.14 −0.19 0.18 −0.01 0.12 0.22  �   �

SEIFA 0.05 −0.14 −0.06 0.15 −0.01 0.11 0.08 0.32  �

Self-reported health 
status

0.08 −0.34 −0.23 0.14 −0.02 0.17 0.10 0.08 0.10

Computer 
science 
experience

Self-reported 
disability

Age 
group

Education Gender Household 
income

Languages 
other than 
English

Living in 
a capital 
city

SEIFA 
index

0 indicates no correlation. Coefficients closer to 1 or −1 indicate stronger positive and negative correlations, respectively.
SEIFA, Socio-Economic Indexes for Areas.

Table 2  Aims and outcome variables

Aim Items used Predictor variables

Aim 1: examine the 
sociodemographic 
variables associated 
with support for AI in 
Australia

1. Level of support for the development of AI (B01) 	► Gender (A03)
	► Age (A01/A02)
	► Self-identifies as having a 
chronic health condition 
or disability (F18)

	► Education (F07)
	► Household income (F06)
	► Speaks languages other 
than English at home 
(F16)

	► Resides in a capital city 
(A04)*

	► SEIFA (A04)*
	► Self-reported health (F17)
	► Computer science or 
programming experience 
(F05)

Aim 2: examine the 
sociodemographic 
variables associated 
with support for HCAI

2. Level of support for HCAI that is unexplainable (C03)
3. Level of support for HCAI that requires sharing personal data (C04)
4. Level of support for HCAI that leads to clinician deskilling (C05)

Aim 3: determine 
whether 
sociodemographic 
characteristics were 
associated with 
different preferences 
in AI-integrated 
healthcare

5. Importance of explainability (C01a)
6. Importance of getting an answer quickly (C01b)
7. Importance of getting an accurate answer (C01c)
8. Importance of being able to talk to a person about one’s health (C01d)
9. Importance of knowing who is responsible for one’s care (C01e)
10. Importance of reducing health system costs (C01f)
11. Importance of knowing the system treats everyone fairly (C01g)

*Residing in a capital city and SEIFA are derived from self-reported postcode.
AI, artificial intelligence; HCAI, healthcare artificial intelligence; SEIFA, Socio-Economic Indexes for Areas.
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and 95% CIs. We considered results significant where 
p<0.05 and commented on all results where p<0.10.

RESULTS
n=1983 responses were analysed. Weighted and 
unweighted sample demographics are shown in table 3. 
Weights primarily affected distributions in self-reported 

health, chronic health condition or disability status and 
speaking languages other than English at home.

Support for development of AI
Logistic regression results are displayed in figure 1 with 
weighted proportions in online supplemental file 2. 
Overall, 56.7% of the weighted sample supported the 
development of AI. Support was significantly higher 

Table 3  Weighted and unweighted sample demographics

Unweighted Weighted

n % n %

Computer science or programming experience

 � No 1598 85.0 1603.4 85.3

 � Yes 281 15.0 275.6 14.7

Has chronic health condition or disability

 � No 1361 72.4 1457.2 77.6

 � Yes 518 27.6 421.8 22.4

Age group

 � 18–34 572 30.4 593.2 31.6

 � 35–54 630 33.5 640.5 34.1

 � 55+ 677 36.0 645.3 34.3

Highest level of educational attainment

 � High school 603 32.1 632.3 33.7

 � Trade certificate/diploma 630 33.5 709.3 37.7

 � Bachelor’s degree 452 24.1 374.7 19.9

 � Postgraduate degree 194 10.3 162.7 8.7

Gender

 � Female 947 50.4 968.1 51.5

 � Male 932 49.6 910.9 48.5

Household income (per week)

 � <$500 361 19.2 340.2 18.1

 � $500–$1999 1095 58.3 1051.5 56.0

 � $2000+ 423 22.5 487.3 25.9

Speaks languages other than English at home

 � No 1598 85.0 1473.8 78.4

 � Yes 281 15.0 405.2 21.6

Lives in capital city

 � No 626 33.3 626.7 33.4

 � Yes 1253 66.7 1252.3 66.6

SEIFA

 � Most disadvantage 281 15.0 294.9 15.7

 � Moderate 1185 63.1 1160.2 61.7

 � Least disadvantage 413 22.0 423.8 22.6

Self-reported health

 � Excellent/very good 735 39.1 1015.1 54.0

 � Good/fair/poor 1144 60.9 863.9 46.0

SEIFA, Socio-Economic Indexes for Areas.

https://dx.doi.org/10.1136/bmjhci-2022-100714
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among those with computer science experience (weighted 
proportion supportive=72.1%; OR=1.89; p=0.001) 
compared with those without such experience; those with 
moderate (55.6%; OR=1.39; p=0.043) or high (66.3%; 
OR=1.90; p=0.002) household incomes compared with 
those with low income; and those with trade certificates/
diplomas (57.4%; OR=1.37; p=0.028), bachelor’s degrees 
(65.6%; OR=1.61; p=0.008) and postgraduate degrees 
(69.0%; OR=1.75; p=0.022) compared with those with 
only high school-level education.

Support for the development of HCAI and trade-offs
Participants were asked to consider whether they 
supported the development of HCAI in three scenarios. 
Across the weighted sample, only 27.0% were supportive 
of HCAI that led to physician deskilling, 28.7% were 
supportive of unexplainable HCAI and 41.9% were 
supportive of HCAI that necessitated sharing personal 
data. Logistic regression results are displayed in figure 1.

Support for unexplainable HCAI was significantly 
higher among those with computer science experience 
(43.4%; OR=1.82; p=0.001) and males (32.5%; OR=1.44; 
p=0.007). Support was significantly lower among those 
aged 35–54 (25.3%; OR=0.63; p=0.005) and those aged 
55+ (25.0%; OR=0.65; p=0.018) compared with those 
aged 18–34 (36.4%).

Support for AI that necessitates data sharing was signifi-
cantly higher among males (46.0%; OR=1.37; p=0.011). 
Participants aged 35–54 (38.4%; OR=0.71; p=0.025) were 
less likely than those aged 18–34 (48.4%) to be supportive 
of HCAI that necessitates data sharing.

Support for HCAI that leads to physician deskilling 
was significantly higher among those with computer 
science experience (40.0%; OR=1.49; p=0.025) and males 
(31.6%; OR=1.60; p=0.001).

The analysis did not show an association between 
household income, living in areas with less social disad-
vantage, living in a capital city, speaking languages other 
than English at home or having a chronic health condi-
tion/disability and support for the HCAI trade-offs.

Importance of different features in AI-integrated healthcare
Participants were asked to respond to a series of ques-
tions about the importance of various aspects of HCAI 
implementation. Logistic regression results can be found 
in figure 2 and weighted proportions for each subgroup 
can be found in online supplemental file 3. Across all 
sociodemographic groups, accuracy was the feature most 
regarded as important, and reducing costs to the health-
care system was least likely to be regarded as important 
followed by speed.

Socioeconomic characteristics
Socioeconomic factors had a little effect on perceived 
importance of the features. Having a high (>$2000 per 
week) income had a weak positive effect on perceived 
importance of reducing costs to the healthcare system 
(64.5%; OR=1.44; p=0.073). SEIFA was not associated 
with perceived importance for any of the features.

Demographic characteristics
Demographic characteristics had some associations with 
perceived importance of the features. Those who spoke 
languages other than English at home were significantly 
less likely to regard explainability (68.0%; OR=0.66; 
p=0.035) and equity (65.1%; OR=0.66; p=0.035) as 
very/extremely important. They were also perhaps less 
likely to perceive accuracy (77.7%; OR=0.65; p=0.056) 
and accountability (70.6%; OR=0.70; p=0.074) as very/
extremely important. Those aged over 55 were more 

Figure 1  OR plot of weighted logistic regression results. Error bar indicates 95% CI. Index categories displayed with OR=1. 
Plots indicate (1) participants’ level of support for artificial intelligence (AI), (2) participants’ level of support for unexplainable 
AI in healthcare, (3) participants’ support for AI in healthcare that necessitates sharing data and (4) participants’ support for 
healthcare artificial intelligence (HCAI) that leads to physician deskilling. pw, per week; SEIFA, Socio-Economic Indexes for 
Areas.

https://dx.doi.org/10.1136/bmjhci-2022-100714
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likely than those aged 18–34 to perceive all features as 
very important, particularly human oversight (85.0%; 
OR=1.92; p=0.001); however, this effect was not signifi-
cant for equity and explainability. Gender and living in a 
capital city had no significant association with any of the 
features.

Educational characteristics
Those with postgraduate degrees were less likely than 
those with a high school-level education to see accuracy 
(73.9%; OR=0.55; p=0.027), equity (64.0%; OR=0.56; 
p=0.014), speed (61.1%; OR=0.57; p=0.015) and account-
ability (61.1%; OR=0.57; p=0.018) as very/extremely 
important. Those with computer science or program-
ming experience were slightly more likely to see equity 
(76.0%; OR=1.51; p=0.052) as very/extremely important.

Health-related characteristics
Those with higher self-reported health were signifi-
cantly more likely to perceive all features as important, 
except for equity (at p=0.056), speed and accuracy. 
Those who identified as having a chronic health condi-
tion were significantly more likely than those who did 
not to perceive explainability (81.1%; OR=1.69; p=0.001) 
and human oversight (83.2%; OR=1.5; p=0.02) as very/
extremely important.

DISCUSSION
In this study we examined sociodemographic differences 
in preference for healthcare AI using a large weighted 
Australian sample that was calibrated to the LIA proba-
bility sample using a range of behavioural and lifestyle 
questions, as well as major sociodemographic variables. 
Overall, 56.7% (95% CI 53.8%–59.0%) of the partici-
pants were supportive of the development of AI, slightly 
lower than results from another recent Australian study 

that also used an online panel, which found 62.4% were 
supportive.15 In a separate analysis of the same AVA-AI 
survey, combining the LIA probability sample results with 
the online panel results,14 it was found that 60.3% (95% 
CI 58.4%–62.0%) of Australians were supportive of the 
development of AI. In the unweighted non-probability 
sample, 54.8% (95% CI 52.5%–57%) of participants 
supported the development of AI, suggesting that the 
use of an extensive set of variables in the weighting led 
to some improvement, but the potential of self-selection 
in online panels may not have been corrected fully by the 
sophisticated weighting methodology.

Similar to Zhang and Dafoe’s10 study in the USA, we 
found that support for the development of AI was higher 
among those with computer science experience, higher 
levels of education and higher household incomes. It 
has been suggested that support for AI is lower among 
groups with less education and more social disadvantage, 
whose livelihoods may be more threatened by automa-
tion.10 12 The potential for AI to threaten people’s live-
lihoods through taking jobs appears to be a poignant 
concern in Australia, where Selwyn et al15 found that 
the prospect of automation and job loss was the most 
commonly mentioned fear among their Australian 
sample. Results from our survey appear to support these 
findings, where metrics for social advantage (ie, house-
hold income and education) were strongly associated 
with support for development of AI.

The sociodemographic characteristics associated with 
support for HCAI were different from those associated 
with support for AI in general. The items assessing 
support for HCAI required participants to consider 
whether they supported the development of HCAI, on 
balance, when it involved a trade-off (lack of explain-
ability, data sharing or physician deskilling). For each of 
the HCAI questions, household income and education 

Figure 2  OR plots of weighted logistic regression results. Error bar indicates 95% CI. Index categories displayed with OR=1. 
Plots indicate level of importance attributed to each aspect of artificial intelligence (AI)-enabled care. pw, per week; SEIFA, 
Socio-Economic Indexes for Areas.
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were no longer predictors of support. For example, 
66.3% of the weighted sample with incomes >$2000 per 
week supported the development of AI in general, and 
only 30.5% supported the development of unexplainable 
HCAI. In contrast, 45.9% of those with incomes <$500 
per week supported AI in general and 29.7% supported 
the development of unexplainable HCAI. This suggests 
that measures of socioeconomic advantage are linked to 
a general support of the development of AI, but when 
assessing specific and potentially harmful applications of 
HCAI, there is a low level of support regardless of socio-
economic characteristics.

Qualitative research on HCAI with members of the 
public has found that attitudes towards HCAI are shaped 
by complex evaluations of the alignment of the technolo-
gies with the values of medicine.21 If this is the case, then 
support for HCAI may be driven less by economic values 
and more by values relating to healthcare.

The characteristics that we found to be consistent 
predictors of support for HCAI and their specified trade-
offs were having computer science experience, being 
male and being aged 18–34. Similarly, Zhang and Dafoe10 
found that younger people and those with computer 
science degrees expressed less concern about AI gover-
nance challenges than those who were older or did not 
have computer science qualifications.

Being male, having computer science experience and 
being in a younger age category were three character-
istics among those Selwyn et al15 found were associated 
with higher levels of familiarity with AI. It is possible 
that subgroups more familiar with AI are perhaps more 
tolerant of its risks. However, the Selwyn and colleagues’ 
study did not control for potential confounding relation-
ships between age, gender and computer science expe-
rience so it is unclear from this work whether age and 
gender were indeed associated with greater familiarity 
with AI or whether a greater proportion of their younger 
male sample also had computer science experience, 
which may be more likely associated with higher levels of 
familiarity with AI. The relationship between familiarity 
with AI and tolerance of its risks may warrant further 
investigation.

Our investigation into subgroup differences in the 
perceived importance of features of HCAI found that 
accuracy was regarded as particularly important by all 
subgroups. This differs from Ploug et al22 who found, 
in a choice experiment in Denmark, that factors like 
explainability, equity and physicians being responsible 
for decisions were regarded as more important than 
accuracy. The Danish experiment, however, offered the 
qualifier that the algorithm would at least be as accurate 
as a human doctor, whereas our questionnaire did not. 
Further research could test whether algorithmic perfor-
mance is more important than other features in circum-
stances where there are no assurances that the algorithm 
is as accurate as a human doctor.

Health-related characteristics such as self-reported 
health and having a chronic health condition or disability 

had a strong effect on perceived importance attributed 
to traditionally human aspects of healthcare like explain-
ability, human oversight and accountability. This result 
is echoed by Richardson et al’s21 finding that people’s 
discussions about the value of HCAI were often framed 
by their previous experiences with the healthcare system. 
Participants with complex health needs may have been 
more inclined to reflect on whether automated systems 
could meet all aspects of those needs.

Subgroups that were more likely to be supportive of 
HCAI were not necessarily more likely to see the features 
of care that they were trading off as less important. While 
those who identified as male, those aged 18–34 and those 
with computer science or programming experience were 
more likely to support the development of unexplain-
able AI in healthcare, they were just as likely as others to 
perceive explainability (‘knowing why a decision is made’) 
as an important aspect of AI-integrated care. This hints 
at a complex relationship between people’s support for 
the development of HCAI and their willingness to make 
compromises to their healthcare.

Limitations
Given the quickly shifting landscape around AI, it is 
possible that public support for AI has changed in the 
2 years since the questionnaire was administered. In 
addition, the AVA-AI survey includes an online panel 
obtained by non-probability sampling, which is subject 
to self-selection biases. The weighting methodology 
assists in reducing these effects by accounting for more 
than basic demographic variables, such as age by educa-
tion, gender, household structure, language spoken at 
home, self-reported health, early adopter status and 
television streaming. Any selection effects due to the 
prediction variables included in the analysis are also 
accounted for. However, it is possible that support for 
HCAI is mediated by confounding factors not consid-
ered in the weighting methodology or included in the 
analysis.

One key population that were not represented in the 
study were those who identified as a gender outside of 
the male/female binary. Only one participant identified 
as a gender outside of the binary and was excluded from 
the analysis due to insufficient participant numbers to 
form a third gender category. Given that support for AI 
is lower among certain marginalised groups, consulting 
gender diverse individuals about their support for AI is an 
important consideration for future research.

Finally, the present study is a cross-sectional analysis 
which cannot infer causation between any of the predictor 
and outcome variables. While we found an association 
between certain sociodemographic characteristics such 
as education, and outcomes such as level of support for 
AI, we cannot ascertain the reasons for this association. 
These reasons are likely complex and multifaceted and 
should be explored in further research.
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CONCLUSION
Respondents who reported having greater ill health or 
disability were more likely to consider human aspects of 
healthcare, such as explainability, human oversight and 
accountability, as important. While factors indicating 
socioeconomic advantage (higher income, higher educa-
tion) were associated with general support for AI, these 
factors were not necessarily related to support for HCAI 
scenarios. Instead, support for HCAI scenarios was higher 
among males, younger people and those with computer 
science or programming experience. Based on other 
research, these groups may have a higher level of famil-
iarity with AI. Further research should examine the rela-
tionship between familiarity with AI and support for the 
development of AI.
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ABSTRACT
Objectives  Artificial intelligence (AI) is increasingly tested 
and integrated into breast cancer screening. Still, there are 
unresolved issues regarding its possible ethical, social and 
legal impacts. Furthermore, the perspectives of different 
actors are lacking. This study investigates the views 
of breast radiologists on AI-supported mammography 
screening, with a focus on attitudes, perceived benefits 
and risks, accountability of AI use, and potential impact on 
the profession.
Methods  We conducted an online survey of Swedish 
breast radiologists. As early adopter of breast cancer 
screening, and digital technologies, Sweden is a 
particularly interesting case to study. The survey had 
different themes, including: attitudes and responsibilities 
pertaining to AI, and AI’s impact on the profession. 
Responses were analysed using descriptive statistics 
and correlation analyses. Free texts and comments were 
analysed using an inductive approach.
Results  Overall, respondents (47/105, response rate 
44.8%) were highly experienced in breast imaging and 
had a mixed knowledge of AI. A majority (n=38, 80.8%) 
were positive/somewhat positive towards integrating AI 
in mammography screening. Still, many considered there 
to be potential risks to a high/somewhat high degree 
(n=16, 34.1%) or were uncertain (n=16, 34.0%). Several 
important uncertainties were identified, such as defining 
liable actor(s) when AI is integrated into medical decision-
making.
Conclusions  Swedish breast radiologists are largely 
positive towards integrating AI in mammography 
screening, but there are significant uncertainties that 
need to be addressed, especially regarding risks and 
responsibilities. The results stress the importance of 
understanding actor-specific and context-specific 
challenges to responsible implementation of AI in 
healthcare.

INTRODUCTION
In radiology, the use of artificial intelligence 
(AI) is rapidly evolving. One area targeted 
as especially promising is mammography 
screening.1–3 The benefit of population-based 
screening is early breast cancer detection, 
reducing mortality and morbidity. This is a 
benefit balanced by the harm of false posi-
tives, overdiagnosis and false negatives.4 5 The 
vast majority of individuals who are screened 

do not have breast cancer, however, screen 
examinations are, in European guidelines, 
recommended to be double-read to ensure a 
high sensitivity.6 The hope is that integrating 
AI will result in a more efficient screening 
with reduced workload and a potentially 
higher accuracy. By adapting single-reading 
and double-reading to AI risk scores, or 
combining it with automated reading of low-
risk examinations, it is suggested that the 
workload may be reduced by up to 63%.7 
In theory, reducing the number of exams 
that are double-read will lead to fewer false 
positives.8 Retrospective studies have also 
shown that AI could potentially lower the 

WHAT IS ALREADY KNOWN ON THIS TOPIC
	⇒ Radiologists believe that artificial intelligence (AI) 
will have a major impact in their field, and clinical 
retrospective studies of AI in mammography screen-
ing show promising results.

WHAT THIS STUDY ADDS
	⇒ The social, ethical and legal aspects of integrating AI 
in mammography screening are underexplored, and 
by investigating the views of breast radiologists, this 
study provides important insights for a responsible 
approach to AI in mammography screening.

	⇒ The study shows that most Swedish breast ra-
diologists are positive about integrating AI in 
mammography screening, especially those with a 
heavy screen-reading workload. However, there is 
no unified vision of how AI should be used in the 
screening-work flow, and there is high uncertainty, 
and diverse views, on important aspects such as 
potential risks involved, and which actor(s) are liable 
for medical decision-making, particularly when AI is 
used as stand-alone reader.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

	⇒ This study adds to the emerging body of research on 
AI in medical decision-making, taking into account 
contextual and actor-specific factors, and empha-
sises the social, ethical and legal unclarities of inte-
grating AI into mammography screening, that must 
be addressed.
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false-negative rate,9 10 but prospective studies are still 
needed to understand the real impact of AI.11

Beyond clinical aspects, there are unresolved issues 
regarding the ethical, social and legal consequences of 
integrating AI into healthcare.12 13 These include how 
to safeguard values of medical ethics such as fairness, 
accountability and transparency.14 15 These matters 
are perceived as some of the greatest hurdles of imple-
menting AI in radiology.16–19 In response, standards for 
AI in radiology are stressed, including the equal distribu-
tion of benefits and harms between stakeholders, trans-
parency of AI-systems, curtailing bias in decision-making, 
and that accountability should remain with humans.12

The expectation that AI will change the field of radiology 
in the near future is highly prevalent among radiologists, 
trainees and medical students.16–18 Still, different stake-
holders’ notions of the challenges are in need of more 
exploration.20–22 Prior studies show high willingness to 
use AI in clinical practice, but this could differ depending 
on subfield. While included in studies as one subdisci-
pline of many, not much focus has been dedicated specifi-
cally to breast radiologists, a group likely to be involved in 
AI-implementation on a large scale, and with experience 
of the particular conditions of the screening process.16 23 
In addition, mammography screening is a major medical 
intervention that affects a large part of the population, 
and social and ethical implications of integrating AI in 
this context are underexplored.19 22 Therefore, we are 
examining the views of breast radiologists. Moreover, 
Sweden is an especially relevant case, as it is one of the 
most digitalised countries in the European Union,24 as 
well an early adopter of population-based breast cancer 
screening and with ongoing pioneering prospective trials 
on AI in screening.25

This study investigated Swedish breast radiologists’ 
views on the use of AI in mammography screening and 
their perceptions of the risks, benefits and responsibilities 
of actors involved, and its impact on the profession.

METHOD
An online survey (using Sunet Survey) was distributed to 
the Swedish Society of Breast Imaging (SSBI), in which the 
vast majority of Swedish breast radiologists are members. 
The survey was conducted over the course of 1 month 
in the late fall of 2021. Informed consent was obtained 
before answering the survey, by click-response. The ques-
tionnaire contained 45 questions falling under different 
themes. Besides background questions used to establish 
respondent characteristics, questions were chosen due to 
their relevance for the social, ethical and legal issues of AI 
implementation. This included (but was not limited to): 
attitudes about AI-supported mammography screening, 
responsibility of AI-use and the future professional impact 
of AI integration (see online supplemental appendix A). 
Background questions had categorical response options. 
Two questions only had free-text response option. The 
remaining questions had Likert-scale response options, 

representing degrees (to a low degree, to a somewhat 
low degree, uncertain, to a somewhat high degree, to a 
high degree) or attitudes (negative, somewhat negative, 
uncertain, somewhat positive, positive). In addition, the 
respondents had the opportunity to provide free-text 
comments.

Results were analysed using descriptive statistics and are 
presented in percentages and frequencies. Correlation 
analyses were performed by Spearman’s r, with 95% CI 
and p values of <0.05 considered statistically significant. 
In addition, cross-tabulations were used to cover more 
correlations. Statistical analyses were performed using 
IBM SPSS Statistics for Mac (V.28.0, IBM). All free-text 
responses and comments were analysed using an induc-
tive approach and used as method triangulation comple-
menting the quantitative results. Since comments and 
the two free-text questions were optional, not all respon-
dents’ views are accounted for; still, they provide valuable 
means for obtaining a deeper understanding.

RESULTS
Out of the 105 members of the SSBI, 47 answered the 
survey (response rate: 44.8%). Of these, 25 were females 
(53.2%), and the majority of the respondents were 
older (66.5%>50 years of age), most had long experi-
ence in breast imaging (70.2%>11 years of experience) 
and a high reading-volume was fairly common (38.3% 
performed >10 000 screen-readings per year). A majority 
(n=33, 73.3%) of the respondents reported that they 
sometimes, often or always had difficulties finding time to 
do screen-readings. More respondents estimated to have 
higher literacy of technology in everyday life and at work 
in general, than of AI. Most (n=18, 38.3%) estimated their 
AI literacy to be neither high nor low, and 25.5% that it 
was somewhat high or high. Correspondingly, 21.3% had 
extensive or somewhat extensive experience of using AI 
in their work, while nearly half (n=22, 46.8%) had no 
experience (table 1).

Attitudes, benefits and risks of AI in mammography screening
Positive views and potential benefits
The breast radiologists were, to a large extent, positive 
towards AI-supported mammography screening; 80.8% 
(n=38) being somewhat positive or positive (table  2, 
figure 1A). Comments suggest that AI is perceived as a 
good complement and solution to the scarcity of breast 
radiologists. Furthermore, having difficulties finding 
the time to perform screen-readings correlated with a 
positive attitude towards AI-supported screening (Spear-
man’s r=0.367, 95% CI, p=0.013, figure 2). A correlation 
between self-estimated literacy of AI and attitude could 
not be established (p=0.825).

A majority (n=37, 78.7%) of the respondents believed 
that there were potential benefits in using AI-supported 
screening, to a somewhat high or high degree (figure 1B). 
Benefits specified in the comments were improved detec-
tion and consistency in screen-reading. The respondents 

https://dx.doi.org/10.1136/bmjhci-2022-100712
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favoured using AI as a replacement of 1 reader in double-
reading (n=21, 44.7%) or in addition to 2 human readers 
(n=14, 29.8%) (table 2). A wish to combine triage, reader 
replacement and detection support were also mentioned 
in the comments.

Negative views and potential risks
Nearly one-fifth of respondents (n=9, 19.2%) were nega-
tive/somewhat negative or uncertain about AI-supported 
screening (table 2). In the comments, negative attitudes 
refer to experiencing AI as linked to large numbers of 
false positives (due to a high sensitivity for calcifications), 
difficulty in interpreting AI-assessments and the risk of an 
increased workload, as expressed by one respondent:

It was annoying to have to go back and assess different AI 
findings of benign things all the time […] that I would nor-
mally not have had to put any energy into assessing. It made 
the work slower and disrupted the work pace, leading to more 
exhaustion [P12].

The views concerning potential risks of integrating AI 
were diverse (figure 1B). Comments revealed that, besides 
medical risks, some feared AI would lead to a deteriora-
tion of working conditions, an increase in false positives 
and interpretation load, and loss of competence due to 
a lack of continuous training on healthy mammograms:

Consultation hours with ultrasounds and biopsies are often 
heavily booked with worried patients. Working whole days 
like that would be hard. [P12]

There is a risk that AI detects findings that are obviously 
benign, which will take time and effort to investigate and 
prove. Some changes that are unquestionable to a radiolo-
gist, AI can’t see [P23].

Other comments stressed legal and ethical risks. One 
case mentioned, was if a physician disregards an AI 
finding that later turns out to be a cancer. The respondent 
suggested radiologists will be put in that situation ‘all the 
time’ since AI detects so many findings.

Table 1  Background characteristics of participating breast 
radiologists

Characteristics of respondents N (%)

Age (Q1) (N=47)

<30 0 (0)

31–40 3 (6.4)

41–50 13 (27.7)

51–60 13 (27.7)

>60 years 18 (38.3)

Gender (Q2) (N=47)

Female 25 (53.2)

Male 22 (46.8)

Experience of breast radiology (Q3) (N=47)

<5 years 5 (10.6)

5–10 years 9 (19.1)

11–20 years 10 (21.3)

21–30 years 11 (23.4)

>30 years 12 (25.5)

Screen readings approx. performed per year 
(Q4)

(N=47)

None 2 (4.3)

<2000 4 (8.5)

2000–5 000 000 5 (10.6)

5000–10 000 000 18 (38.3)

>10 000 18 (38.3)

Difficulties finding time to perform screen-
readings (Q5)

(N=45)

Never 4 (8.9)

Seldom 8 (17.8)

Sometimes 19 (42.2)

Often 8 (17.8)

Always 6 (13.3)

Self-estimated technology literacy, everyday 
life (Q6)

(N=47)

Low 0 (0)

Somewhat low 1 (2.1)

Neither high nor low 20 (42.6)

Somewhat high 19 (40.4)

High 7 (14.9)

Self-estimated technology literacy, work (Q7) (N=47)

Low 0 (0)

Somewhat low 1 (2.1)

Neither high nor low 17 (36.2)

Somewhat high 21 (44.7)

High 8 (17.0)

Self-estimated AI literacy (Q8) (N=47)

Low 4 (8.5)

Somewhat low 13 (27.7)

Continued

Characteristics of respondents N (%)

Neither high nor low 18 (38.3)

Somewhat high 8 (17.0)

High 4 (8.5)

Experience of using AI in breast radiology 
(Q12)

(N=47)

None 22 (46.8)

Little 9 (19.1)

Somewhat little 6 (12.8)

Somewhat large 6 (12.8)

Large 4 (8.5)

AI, artificial intelligence.

Table 1  Continued
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About half of the respondents (n=24, 51.1%) were 
uncertain as to whether there are risks in AI-models being 
trained on data that are not representative of the popu-
lation to which they are applied. Many were also uncer-
tain as to whether AI-models perform poorly on risk 
groups or certain types of cases (n=22, 46.8%) (table 2). 
Cases perceived as possibly more difficult for AI to assess 
included; dense breasts, atypical soft tissue masses without 
calcification, architectural distortion, developing asym-
metric density, postoperative changes or young individ-
uals with hereditary risk.

Accountability of AI-use
When AI is used in addition to radiologists in screen 
reading, most the respondents (n=31, 65.9%) considered 
the radiologist to be responsible for the assessments to 
a high/somewhat high degree, but 21.3% (n=10) were 
uncertain (figure 3A). When AI is used as a stand-alone 
reader, the radiologist (eg, in terms of oversight) was 
considered responsible to a high/somewhat high degree 
only by 12.8% (n=6) (figure 3B). The healthcare provider 
was, to a larger extent, considered responsible when AI is 
stand-alone reader, compared with when it is used in addi-
tion to radiologist(s). This was also the case regarding the 
responsibility of developers of AI-systems (figure 3).

To answer whether agency was ascribed to the 
AI-system, as is common in everyday discussions about AI, 
we included it as an option among liable actors. When 
used in addition to radiologist(s), 38.3% (n=18) of the 
respondents considered the AI-system to be responsible 
to a high/somewhat high degree. When used as stand-
alone reader, the number was larger (n=23, 48.9%) and 
about one-third of the respondents were uncertain (n=14, 
29.8%) (figure 3). Perceived shared responsibility was less 
prevalent when AI is used as a stand-alone reader. Uncer-
tainty and urgency on the issue of responsibility emerged 
in the comments: This is the most difficult part. Who takes 
responsibility? Healthcare should do it, probably, but it is actu-
ally the AI-system and the AI-developer who should be account-
able for the result [P24].

Impact on the profession
Nearly half of the breast radiologists in the sample (n=21, 
44.7%) believed that integrating AI in mammography 
screening would encompass substantial differences in 
comparison to other previously introduced technologies 
(such as digital mammography and tomosynthesis), to a 
high/somewhat high degree. A comment suggested the 
reason for this was that previous technologies aimed to 

Table 2  General attitudes and perceived potential benefits 
and risks of AI-supported mammography screening

Attitudes, perceived benefits and risks N (%)

Attitude towards AI-supported mammography 
screening (Q9)

(N=47)

Positive 11 (23.4)

Somewhat positive 27 (57.4)

Uncertain 6 (12.8)

Somewhat negative 1 (2.1)

Negative 2 (4.3)

Preferred use of AI in mammography screening 
(Q13)

(N=47)

AI as triage tool 6 (12.8)

AI as stand-alone reader 2 (4.3)

AI as replacement of one in double reading 21 (44.7)

AI as addition to double reading 14 (29.8)

Not at all 4 (8.5)

Potential benefits of AI-supported screening 
(Q10)

(N=47)

To a high degree 13 (27.7)

To a somewhat high degree 24 (51.1)

Uncertain 6 (12.8)

To a somewhat low degree 2 (4.3)

To a low degree 2 (4.3)

Potential risks of AI-supported screening (Q11) (N=47)

To a high degree 6 (12.8)

To a somewhat high degree 10 (21.3)

Uncertain 16 (34.0)

To a somewhat low degree 14 (29.8)

To a low degree 1 (2.1)

Perceived risk of overconfidence in AI 
assessments (Q15)

(N=47)

To a high degree 4 (8.5)

To a somewhat high degree 9 (19.1)

Uncertain 20 (42.6)

To a somewhat low degree 13 (27.7)

To a low degree 1 (2.1)

Perceived risk of non-representative training 
data (Q38)

(N=47)

To a high degree 2 (4.3)

To a somewhat high degree 9 (19.1)

Uncertain 24 (51.1)

To a somewhat low degree 9 (19.1)

To a low degree 3 (6.4)

Perceived risk of inferior AI performance on 
certain risk groups or specific type of cases 
(Q39)

(N=47)

To a high degree 6 (12.8)

To a somewhat high degree 13 (27.7)

Continued

Attitudes, perceived benefits and risks N (%)

Uncertain 22 (46.8)

To a somewhat low degree 5 (10.6)

To a low degree 1 (2.1)

AI, artificial intelligence.

Table 2  Continued
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improve image quality, while AI is about delegating assess-
ments to the technology. However, more than one-third 
of the respondents (n=17, 36.2%) were uncertain as to 
whether there were any substantial differences of intro-
ducing AI.

Moreover, there was a mix of viewpoints regarding how 
integrating AI might impact the role of the breast radiol-
ogist. Most commonly (n=20, 42.6%) AI was believed 
to have no impact, while nearly a third of respondents 
(n=15, 31.9%) thought it would strengthen/somewhat 
strengthen the role of breast radiologists and 25.5% 
(n=12) that it would weaken/somewhat weaken it. Only 
21.3% (n=10) believed the use of AI would make it easier 
to recruit new breast radiologists to a high/somewhat 
high degree.

Relation to screening participants
The question about whether implementing AI-supported 
mammography screening would impact the relationship 
with screening participants was answered using free-
text responses. Out of the total sample, 32 respondents 
answered, and both positive and negative outlooks were 
articulated. Some stated that the use of AI would increase 
the participants’ trust, and improve working conditions 
and thereby also the relationship with caretakers. Other 
respondents suggested that trust would decrease and 
introducing AI would ‘lead to chaos’ and ‘waste every-
one’s time’. Several highlighted the importance of AI 
systems being valid and trustworthy, and to be able to 
convey that trustworthiness to relevant actors. Some 
respondents also emphasised the significance of having 
radiologists in charge of AI implementation, manage-
ment and quality control.

Technological development
How the profession will evolve, in light of current tech-
nological development, provided a mix of viewpoints. 
Some pointed to socioeconomic factors, such as: [I] 
think that AI will be implemented in screening considering 
the economic benefits it could have for the employers [P33]. 
Several respondents voiced insecurities and expressed 
reservations:

It probably cannot be avoided in the long run and should be 
able to provide more time for what needs to be investigated or 
acted upon. I am a bit worried about the loss of knowledge of 
the “normal breast as background” [P2].

Still, others emphasised that they considered AI as not 
yet reaching an acceptable performance level: until AI 
becomes good enough, it will be a long way [P14]. However, 
other responses expressed hopes of what AI-integration 
could bring; easing screen-reading workload, improving 
diagnostics and healthcare quality, with statements like: 
AI will be able to sort out the easier cases, decrease workload, and 
help to find more cancers [P36]. Moreover, some comments 
emphasised AI’s supporting qualities:

Figure 1  Attitudes. (A) The Swedish breast radiologists’ attitude towards AI-supported mammography screening (Q9). (B) The 
perceived degree of benefits and risks of AI-supported mammography screening (Q10 and Q11). AI, artificial intelligence.

Figure 2  Correlation between the Swedish breast 
radiologists’ attitude towards AI supported mammography 
screening (Q9) and their difficulties to find the time to perform 
screen-readings (Q5) (Spearman’s r=0.367, 95% CI, p=0.013). 
The results suggest that the Swedish breast radiologists’ 
experienced screen-reading workload correlates with their 
attitude towards AI-supported mammography screening. AI, 
artificial intelligence.
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It feels good to be able to be supported by AI in the screening, 
it could be nice to have a second reader (AI) whom never 
loses concentration. Considering the screening volumes and 
the scarcity of breast radiologists it feels good that AI can 
complement us. [P16]

DISCUSSION
In this study, we have investigated Swedish breast radiolo-
gists’ views on the use of AI in mammography screening. 
The respondents were, to a large extent, positive towards 
the integration of AI in screen reading, especially those 
having difficulties finding the time to perform screen-
reading. This could explain the slightly more positive 
attitude, compared with general studies on radiologists’ 
attitudes towards AI.23 26 27 We could not establish a 
correlation between attitude and AI-literacy, prevalent in 
previous general studies.23 However, it needs to be taken 
into account that our sample represents a relatively small 
number of individuals. Those more opinionated about 
AI could also be more inclined to answer the survey, 
possibly inducing bias in the results. The specific context, 
of mammography screening and the profession of breast 
radiologists, in a digitally advanced welfare state, however, 
showcases the importance of considering technological 
implementations in relation to organisational and socio-
economic structures.

Furthermore, we did identify important reservations, 
factors associated with high uncertainties, and diverse 
viewpoints, such as regarding liability of AI use. The ques-
tion is whether established practices need to be adjusted 
when medical decisions are increasingly supported by 
automated technologies or AI-systems. Our results point 
to a somewhat higher perceived responsibility of radiolo-
gists in AI-supported radiological practice, compared with 
previous studies.20 27 Furthermore, the results show the 

complexity of accountability when AI enters radiology, 
how it is contextual, dependent on how AI is used and 
which actors are included. This further emerges in the 
insecurities regarding liability for missed cancers, when 
AI is used as a co-reader or as stand-alone reader, or when 
radiologists disregard AI findings. The results indicate 
a perceived shift of responsibility away from the radiol-
ogist as automation increases. Additionally, uncertain-
ties regarding the responsibilities of AI-developers (and 
AI-systems) suggest a need for clarification.28

We could not identify one unified vision of a preferred 
way to use AI in mammography screening. Previously, AI 
has been expected to be used as second reader and for 
optimising workflows.16–18 While using AI as replacement 
for one reader in double-reading was the most preferred 
option in our study, many favoured using it as an addition 
to double-reading or in a combination of uses, suggesting 
perceived qualities other than workload reduction. 
Furthermore, the perceived risk of AI deteriorating 
working conditions might be due to several reasons. 
Besides a risk of eroded knowledge of the normal breast, 
reduced screen reading workload might not improve 
working conditions. While more time for patient-centred 
care is portrayed as a positive outcome of AI,27 some 
perceived screen reading as a welcomed interruption 
from emotionally burdensome work, which might be lost 
due to automation. Working with AI-systems also adds 
layers of interpretation,29 which could be exhausting. 
This seems to be perceived as a medical risk, but also as 
an ethical burden with legal uncertainties.

Additionally, AI in mammography screening needs 
to be considered in light of previous innovations. Some 
aspects are not unique for AI, such as contested exper-
tise.30 However, radiologists, trainees and medical 
students strongly expect AI to change the field and 
impact job opportunities, tasks and relationships with 

Figure 3  Accountability. (A) The Swedish breast radiologists’ perceived levels of accountability of different actors for 
assessments made by AI-supported mammography screening (Q17–Q21). (B) The Swedish breast radiologists’ perceived levels 
of accountability of different actors for assessments made by AI as stand-alone reader in mammography screening (Q22–Q26). 
AI, artificial intelligence.
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patients.16–18 20 Our study shows that breast radiologists 
believed that AI will impact the profession, both positively 
and negatively. However, most did not believe it would 
impact the role of the breast radiologist. Few thought it 
would improve recruitment, possibly due to the idea of AI 
negatively affecting the professional reputation.26 Many 
considered, or were uncertain whether, implementing 
AI represents a substantial difference in comparison to 
previous technologies. While new imaging methods aim 
to improve cancer visibility, AI differs since it involves 
medical decision-making. This implies that social, ethical 
and legal aspects have to be addressed, which in turn 
depends on how AI is incorporated into the clinical work-
flow. Greater unclarity about accountability seems to be 
prevalent regarding AI as a stand-alone technique, which 
was also the least favoured approach. This suggests that 
physicians are not willing to renounce their responsibility 
in medical decision-making. In total, our results echo 
the need for more research on social, ethical and legal 
matters of integrating AI into radiology and screening.

Strengths and limitations
The main limitations of the study are the specific condi-
tions of the Swedish setting and the small number of 
respondents. The response rate was satisfactory, but the 
target population was limited since there are few Swedish 
breast radiologists. The study’s strengths were that the 
respondents were highly experienced in breast imaging 
and that half of the group had experience of using AI in 
breast imaging.

CONCLUSIONS
Breast radiologists in Sweden were largely positive 
about integrating AI in mammography screening, espe-
cially those with a heavy screen-reading workload, citing 
reduced workload and increased sensitivity as benefits. 
Still, we identified several concerns and uncertainties that 
need to be addressed, foremost regarding potential risks 
– pertaining to medical outcomes, working conditions 
and the question of liability in medical decision-making 
when using AI. Furthermore, there is a lack of consensus 
on the optimal use of AI in the screening workflow. The 
results emphasise the need to understand actor-specific 
and context-specific challenges for responsible imple-
mentation of AI.
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ABSTRACT
Objective  Clinical decision support systems (CDSSs) 
can reduce medical errors increasing drug prescription 
appropriateness. Deepening knowledge of existing CDSSs 
could increase their use by healthcare professionals 
in different settings (ie, hospitals, pharmacies, health 
research centres) of clinical practice. This review aims to 
identify the characteristics common to effective studies 
conducted with CDSSs.
Materials and methods  The article sources were Scopus, 
PubMed, Ovid MEDLINE and Web of Science, queried 
between January 2017 and January 2022. Inclusion 
criteria were prospective and retrospective studies that 
reported original research on CDSSs for clinical practice 
support; studies should describe a measurable comparison 
of the intervention or observation conducted with and 
without the CDSS; article language Italian or English. 
Reviews and studies with CDSSs used exclusively by 
patients were excluded. A Microsoft Excel spreadsheet 
was prepared to extract and summarise data from the 
included articles.
Results  The search resulted in the identification of 2424 
articles. After title and abstract screening, 136 studies 
remained, 42 of which were included for final evaluation. 
Most of the studies included rule-based CDSSs that are 
integrated into existing databases with the main purpose 
of managing disease-related problems. The majority of 
the selected studies (25 studies; 59.5%) were successful 
in supporting clinical practice, with most being pre–post 
intervention studies and involving the presence of a 
pharmacist.
Discussion and conclusion  A number of characteristics 
have been identified that may help the design of studies 
feasible to demonstrate the effectiveness of CDSSs. 
Further studies are needed to encourage CDSS use.

BACKGROUND
Healthcare systems are affected by numerous 
factors that can reduce quality of care and 
increase the costs of the services offered. 
Medication errors are a relevant problem 
that must be faced with an eye to both patient 
safety and healthcare-system sustainability. 
The total costs associated with medication 
errors in the USA have been estimated at 
US$42 billion/year and a study has revealed 

that medication errors during hospital stays 
may affect up to 6.2% of prescribed medica-
tions in the USA and up to 1.5% in the UK.1 2

A prescription error may be caused by 
handwriting problems and poor treatment 
decisions, potentially leading to the inappro-
priate use of drugs and harm for patients.3 
Excessive and inappropriate prescriptions 
can result in severe consequences, such as 
adverse drug reactions, increased risk of 
toxicity, prolonged hospital stays, increased 
antimicrobial resistance, decreased faith in 
the medical profession and wastage of public 
funding.4 This problem is particularly rele-
vant for patients suffering from multiple 
chronic diseases and requiring the concom-
itant prescription of different drug classes, 
a condition that increases the likelihood of 
medication errors and of potentially inappro-
priate medications (PIMs) prescription.

Digital technologies5 including Clinical 
Decision Support Systems (CDSSs) repre-
sent possible strategies for the preven-
tion and reduction of prescription errors. 
CDSSs consist of digital tools designed to 
provide interactive computer-based infor-
mation to assist healthcare professionals in 
the clinical decision-making process. They 
were first developed 50 years ago with the 
aim of promoting optimal problemsolving, 
decision-making and facilitating the actions 
of decision-makers as well as making patient 
data easier to assess. In addition to the 
support provided to healthcare professionals, 
CDSSs can produce additional knowledge to 
guide clinicians by generating new evidence 
in real time, thus promoting the practice of 
evidence-based medicine.6

Traditional CDSSs consist of a clinical knowl-
edge base, which is the inference engine that 
combines information from the knowledge 
base with input data, and of the user inter-
face. In general, it incorporates concepts that 
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are derived from scientific literature and expert knowl-
edge and should be constantly updated to keep up with 
new evidence generated in clinical practice.7 Traditional 
CDSSs can offer clinicians patient-specific advice based on 
globally recognised recommendations, as well as increase 
physician adherence to medical guidelines.

Non-knowledge-based CDSSs are based on artificial 
intelligence (AI-CDSSs) and have been recently intro-
duced in clinical practice.8 9 AI-CDSSs still require a 
data source but leverage AI and machine learning to 
generate recommendations tailored to patient charac-
teristics. Modern CDSSs are primarily knowledge based 
since AI-CDSSs require computer-intensive and time-
consuming processes and the analysis of a significant 
amount of data to provide accurate decisions.

The use of these systems has been widely discussed and 
promoted by healthcare services. They can be used for 
multiple purposes, including diagnostics, prescription 
and alarm systems. However, the introduction of CDSSs 
into all areas of clinical practice still faces several obstacles, 
including the low ease of system use, negative end-user 
attitudes towards the system, inaccurate and poor-quality 
data or documentation, fragmented workflows, financial 
challenges and an excess of insignificant alerts (alert 
fatigue).10 11 New studies should be designed based on the 
evaluation of previous interventions with CDSSs, regard-
less of the healthcare setting selected, in order to identify 
barriers to be overcome for their implementation and 
key characteristics which proved to generate a positive 
impact on patient health and on clinicians performances. 
Although previous studies12–15 have already estimated 
the ability of CDSSs to improve healthcare, this kind of 
evidence has not yet been achieved.

Therefore, the aim of this scoping review is to identify 
the characteristics of studies in which a CDSS has been 
effectively implemented in any area of clinical practice 
producing positive outcomes. Secondary objective is to 
propose a checklist to be used by healthcare professionals 
for the implementation of future interventions aimed at 
demonstrating the effectiveness of CDSSs in improving 
the quality of care in different settings (ie, hospitals, 
community pharmacies, general practitioner’s (GP) 
clinics).

MATERIAL AND METHODS
Search strategy
This scoping review was performed according to the 
guidelines for Preferred Reporting Items for Systematic 
Reviews and Meta-Analyses extension for Scoping Reviews 
(PRISMA-ScR).16 The PRISMA-ScR checklist is shown in 
online supplemental table S1.

Scopus, PubMed, Ovid MEDLINE and Web of Science 
were searched in order to identify relevant articles. The 
following filters were applied: article language Italian 
or English, publication date between January 2017 
and January 2022, excluding reviews. Given the recent 
introduction in clinical practice of CDSSs to improve 

prescriptive appropriateness, a 5-year period was consid-
ered sufficient to identify eligible studies. The final 
search was conducted on 10 January 2022. The author 
LGA performed an initial search in Scopus with a combi-
nation of the terms “Clinical Decision Support System” 
and “Inappropriate Prescriptions” to identify relevant 
keywords. The keywords extracted from the most rele-
vant titles and abstracts were discussed by the authors to 
select those to be used for the final search. Subsequently, 
the identified keywords were associated with the Medical 
Subject Heading terms and approved by all the authors. 
The final search was conducted by LGA with the query 
shown in figure 1 and was verified by CC.

Eligibility criteria
The question that drove this review was ‘Can we learn 
from previous studies which characteristics and design 
should have interventions that effectively leverage CDSSs 
to improve quality of care and prescriptive appropriate-
ness?’. To answer this question, prospective and retro-
spective studies that reported original research on CDSSs 
for clinical practice support were identified. Studies 
including a measurable comparison of the intervention 
or observation conducted with and without the CDSS 
were included. Randomised, observational, diagnostic 
and mixed-method studies were included, while qualita-
tive (survey and semi-structured interview) studies and 
development reports were excluded. The review does not 
include studies or documents that describe computerised 
systems that do not provide decision support, such as 
electronic health record (EHRs), apps or web-based plat-
forms for therapy self-management. The list of eligibility 
criteria is given in table 1.

Study selection
The search results were extracted by LGA into a table in 
Microsoft Excel to remove duplicates. Two authors (LGA 
and CC) then independently screened study titles and 
abstracts for inclusion and exclusion criteria. In case of 
disagreement between LGA and CC, the other authors 
were asked whether or not to include the study in the 
next step. Where available, the full texts of potentially 
relevant articles were screened by LGA and subsequently 
confirmed by CC. Unavailable full-text articles were 
defined as publications that could not be accessed either 
electronically or via a library.

Publications were included if they described a CDSS 
that was implemented in a real clinical setting and used by 
healthcare providers to aid decision-making. All systems 

Figure 1  Final search query.
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that analysed patient-specific information to generate 
case-specific guidance messages through rule-based and 
algorithm-based software were considered valid, regard-
less of the targeted assistance (eg, diagnostics tests, 
chronic disease management, therapy recommendations, 
drug prescribing, medication reconciliation, medication 
error detection). Moreover, studies had to report at least 
one outcome that was capable of measuring the effect of 
the CDSS on the quality of care provided to patients.

Data extraction
A Microsoft Excel spreadsheet was prepared to extract 
data from the included articles (online supplemental 
table S2). All of the authors agreed on what data items 
to extract to guide the process of result elaboration. Data 
recorded included: medical area of interest; characteris-
tics of the system and its focus; study setting and design; 
end user; outcomes measured; study period; sample char-
acteristics; summary of the results.

RESULTS
The search identified 7476 articles eligible for screening. 
After removing duplicates, 2453 articles were available 
for title and abstract screening. During title screening, 
1975 articles were excluded either because they were of 
the wrong publication types or lacked a digital tool to 
support clinical decision; 478 articles were considered 
to be relevant for abstract screening. This number was 
further reduced for the reasons given in table  1. After 
assessing the eligibility of the remaining 136 articles, 42 
articles were included in the review. The screening and 
eligibility-checking process is described in figure 2.

Only seven studies (16.7%) were implemented in more 
than one setting; 19 (45.2%) were developed in the 
USA, with the remaining CDSSs being implemented in 
Canada (4; 9.5%), Australia (3; 7.1%), the Netherlands 
(3; 7.1%), the United Kingdom (3; 7.1%), China (2; 

4.8%), Germany (1; 2.4%), Italy (1; 2.4%), Ireland (1; 
2.4%), Norway (1; 2.4%), Austria (1; 2.4%), Switzerland 
(1; 2.6%), Pakistan (1; 2.4%) and South Korea (1; 2.4%). 
Table 2 summarises the main characteristics of the studies 
included in the analysis.

Overview of results
The main setting of the studies analysed was hospital 
wards, followed by GP clinics and the emergency depart-
ment. The selected studies focused on the management 
of various conditions, the most common being the treat-
ment of hospitalised patients and the treatment of chil-
dren and adolescents. Of the included studies, 40.5% (17 
studies) were randomised controlled trials (RCTs), 31.0% 
(13) before-and-after studies, 23.8% (10) retrospective 
observational studies and 4.8% (2) non-controlled clin-
ical trials and quasi-experimental design studies.

There were no substantial differences between the 
number of CDSSs implemented for the management 
of drug-related problems (22 studies; 52.4%) and that 
of CDSSs employed to manage problems related to 
the disease (20; 47.6%). Most of the systems used in 
the selected studies were knowledge-based CDSSs (35 
studies; 83.3%), containing either rules based on glob-
ally recognised criteria, such as the Beers criteria and 
the Screening Tool of Older Persons’ Prescriptions 
(STOPP)17 18 or rules based on international guidelines. 
Several platforms for delivering clinical decision support 
were used, but more than half (22 studies; 52.4%) were 
CDSSs integrated with existing databases, such as EHRs 
and/or other hospital electronic devices.

Patient complexity was classified into three levels based 
on patients’ baseline characteristics.

Study description and reported outcomes
The major primary outcome defined by the analysed 
studies is summarised in table 3. The outcomes are classi-
fied according to the level on which they had the greatest 

Table 1  Inclusion and exclusion criteria for title and abstract screening

Inclusion Exclusion

Title and abstract 
screening

The publication contains research on a CDSS to 
support clinical decision.

Literature reviews, study protocols, commentaries 
and editorials were excluded; grey literature was not 
considered.

The publication describes the implementation of 
the CDSS in clinical practice.

The publication has no abstract or full text available.

The CDSS is used by healthcare professionals to 
support decision-making.

The publication is written in any language other than 
English and Italian.

The publication contains outcomes to measure 
the effect of the CDSS.

The publication contains a digital tool that does not 
provide decision support.

The interventional or observational study analysed 
includes a comparison between the clinical 
decision performed with or without the CDSS.

The publication contains a digital tool to be used only 
by patients and caregivers.

The publication contains an algorithm or a score not 
implemented in a computerised system.

The publication describes telemedicine approaches.

CDSS, Clinical Decision Support Systems.
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impact: patient level, clinician level and healthcare setting 
level.

Twenty-five out of 42 studies achieved their primary 
outcome with significant differences between the control 
group and the intervention group, demonstrating the 
usefulness of CDSSs in improving clinical practice. The 
online supplemental materials include the characteristics 
of each study analysed (S2) and a figure representing the 
process for conducting effective studies (S3).

Successful studies, that is, those in which the CDSSs 
were proven to be effective in supporting clinical prac-
tice, showed some substantial differences from studies 
where the CDSSs either failed to support clinical practice 
(12; 28.6%) or produced uncertain results (5; 11.9%). 
These latter included studies in which, despite the poten-
tial positive effects of CDSSs, the outcomes were not 
achieved due to study limitations that were highlighted 
by the authors themselves (ie, short study period, non-
homogeneous case–control samples, poorly defined 
outcomes, non-significant differences between groups).

DISCUSSION
To the best of our knowledge, this is the first scoping review 
which attempts to identify the characteristics of studies in 
which different types of CDSSs were used to effectively 
support clinical decision in different settings. Previous 
scoping reviews have focused on CDSSs for medication 

review, rare-disease diagnosis, non-knowledge-based clin-
ical decision support tools and on CDSSs to be used in 
nursing homes.6 19–21

In most of the studies analysed, the implementation of 
CDSSs in clinical practice improved disease management, 
increasing the number of PIMs detected, reducing the 
number of patients who experienced adverse outcomes 
and enhancing the prescription of appropriate treat-
ments. This aspect is particularly important for certain 
categories of patients, such as complex patients that suffer 
from multiple chronic diseases, who often need their 
(poly)therapy to be reconciled due to the high number 
of medications that are coprescribed by different special-
ists. For example, McDonald et al22 have demonstrated 
that the inclusion of an electronic decision support tool 
for deprescribing (MedSafer) in primary care increased 
the proportion of PIMs that were deprescribed at hospital 
discharge. MedSafer is able to identify inappropriate 
medications according to the Beers criteria, the STOPP 
and the Choosing Wisely list17 18 23 as well as providing 
tapering instructions for medications such as benzodi-
azepines. Another study by Fried et al24 has shown that 
integrating the Tool to Reduce Inappropriate Medication 
(TRIM) into EHRs was associated with improvements in 
shared decision-making and reduced medication recon-
ciliation errors. TRIM evaluates prescription appropri-
ateness based on the potential overtreatment of diabetes 

Figure 2  PRISMA flowchart for article selection and review. EHR, electronic health record; PRISMA, Preferred Reporting Items 
for Systematic Reviews and Meta-Analyses.
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Table 2  Characteristics of the studies included in the analysis

Characteristics analysed

Number of studies including the characteristic (%)

Total studies
(n=42)

Studies with positive 
results (n=25)

Studies with negative or 
uncertain results (n=17)

Setting

 � Hospital wards 30 (71.4) 19 (76.0) 11 (64.7)

 � GP clinic 5 (11.9) 1 (4.0) 4 (23.5)

 � Emergency department 3 (7.1) 1 (4.0) 2 (11.8)

 � Clinical centre 2 (4.8) 2 (8.0) 0 (0.0)

 � Community pharmacy 2 (4.8) 2 (8.0) 0 (0.0)

Number of study sites

 � Monocentric 26 (61.9) 17 (68.0) 9 (52.9)

 � Multicentric 14 (33.3) 6 (24.0) 8 (47.1)

 � NA 2 (4.8) 2 (8.0) 0 (0.0)

Clinical area

 � Hospitalised patients 7 (16.7) 4 (16.0) 3 (17.6)

 � Paediatrics 6 (14.3) 4 (16.0) 2 (11.8)

 � Infectious diseases 5 (11.9) 4 (16.0) 1 (5.9)

 � Geriatrics 5 (11.9) 1 (4.0) 4 (23.5)

 � Chronic non-hospitalised patients 3 (7.1) 3 (12.0) 0 (0.0)

 � Respiratory diseases 3 (7.1) 2 (8.0) 1 (5.9)

 � Nephrology 3 (7.1) 2 (8.0) 1 (5.9)

 � Cardiology 3 (7.1) 1 (4.0) 2 (11.8)

 � Diabetology 2 (4.8) 1 (4.0) 1 (5.9)

 � Substance use disorder 2 (4.8) 1 (4.0) 1 (5.9)

 � Oncology 1 (2.4) 1 (4.0) 0 (0.0)

 � Haematology disorders 1 (2.4) 1 (4.0) 0 (0.0)

 � Neurology 1 (2.4) 0 (0.0) 1 (5.9)

Purpose of application

 � Disease-related

  �  Disease treatment and management 16 (38.1) 10 (40.0) 6 (35.3)

  �  Risk assessment of adverse outcomes 3 (7.1) 3 (12.0) 0 (0.0)

  �  Diagnosis 1 (2.4) 1 (4.0) 0 (0.0)

 � Drug-related

  �  Medication review 12 (28.6) 6 (24.0) 6 (35.3)

  �  Prescriptive appropriateness 7 (16.7) 4 (16.0) 3 (17.6)

  �  Deprescription 3 (7.1) 1 (4.0) 2 (11.8)

Study design

 � RCT 17 (40.5) 5 (20.0) 12 (70.6)

 � Pre-post intervention study 13 (31.0) 11 (44.0) 2 (11.8)

 � Retrospective, observational study 10 (23.8) 7 (28.0) 3 (17.6)

 � Non-controlled intervention study 1 (2.4) 1 (4.0) 0 (0.0)

 � Quasi experimental design 1 (2.4) 1 (4.0) 0 (0.0)

CDSS characteristics

 � Rule-based 22 (52.4) 11 (44.0) 11 (64.7)

 � Guidelines 13 (31.0) 9 (36.0) 4 (23.5)

 � AI-based 3 (7.1) 2 (8.0) 1 (5.9)

Continued
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Characteristics analysed

Number of studies including the characteristic (%)

Total studies
(n=42)

Studies with positive 
results (n=25)

Studies with negative or 
uncertain results (n=17)

 � Digital checklist 2 (4.8) 1 (4.0) 1 (5.9)

 � Predictive models 2 (4.8) 2 (8.0) 0 (0.0)

Platform for CDSS delivery

 � Integrated into EHRs 18 (42.9) 11 (44.0) 7 (41.2)

 � Web-based software 9 (21.4) 6 (24.0) 3 (17.6)

 � Smartphone-based application 4 (9.5) 2 (8.0) 2 (11.8)

 � Integrated with CPOE 3 (7.1) 2 (8.0) 1 (5.9)

 � Integrated into a vital sign monitor 1 (2.4) 0 (0.0) 1 (5.9)

 � NA 7 (16.7) 4 (16.0) 3 (17.6)

Baseline patient complexity

 � High complexity

  �  Chronic kidney disease 2 (4.8) 2 (8.0) 0 (0.0)

  �  Need for feeding tube 2 (4.8) 2 (8.0) 0 (0.0)

  �  Children 2 (4.8) 2 (8.0) 0 (0.0)

  �  Polymedicated with ≥10 drugs 2 (4.8) 1 (4.0) 1 (5.9)

  �  Need for resuscitation 2 (4.8) 1 (4.0) 1 (5.9)

  �  Therapy with high-risk drugs 1 (2.4) 1 (4.0) 0 (0.0)

  �  Cancer 1 (2.4) 1 (4.0) 0 (0.0)

 � Medium complexity

  �  Infectious disease 3 (7.1) 2 (8.0) 1 (5.9)

  �  Opioid use disorder 2 (4.8) 1 (4.0) 1 (5.9)

  �  Need for epidural anaesthesia 1 (2.4) 0 (0.0) 1 (5.9)

 � Lower complexity

  �  Unspecified comorbidities 6 (14.3) 2 (8.0) 4 (23.5)

  �  Polymedicated with ≥4 drugs 3 (7.1) 1 (4.0) 2 (11.8)

  �  Asthma 2 (4.8) 2 (8.0) 0 (0.0)

  �  Diabetes 2 (4.8) 1 (4.0) 1 (5.9)

  �  COPD 1 (2.4) 0 (0.0) 1 (5.9)

  �  Adrenal insufficiency 1 (2.4) 0 (0.0) 1 (5.9)

  �  Neuropathy 1 (2.4) 0 (0.0) 1 (5.9)

  �  NA 8 (19.0) 6 (24.0) 2 (11.8)

Duration of the intervention (after CDSS implementation)

 � ≤6 months 12 (28.6) 9 (36.0) 3 (17.6)

 � 7–12 months 5 (11.9) 5 (11.9) 0 (0.0)

 � 13–18 months 4 (9.5) 1 (4.0) 3 (17.6)

 � 19–24 months 6 (14.3) 3 (12.0) 3 (17.6)

 � >24 months 7 (16.7) 5 (11.9) 2 (11.8)

 � NA 8 (19.0) 2 (8.0) 6 (35.3)

CDSS users

 � Multidisciplinary team 18 (42.9) 10 (40.0) 8 (47.1)

 � Clinician 10 (23.8) 4 (16.0) 6 (35.3)

 � Pharmacist and/or pharmacy technician 7 (16.7) 6 (24.0) 1 (5.9)

 � GP 3 (7.1)

Table 2  Continued

Continued
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mellitus and hypertension in the elderly, the Beers and 
the STOPP criteria, inappropriate renal dosing and 
patient reports of adverse medication effects.

The main finding of this review is the identification 
of the characteristics that are most likely associated with 
positive and negative outcomes, identified by comparing 

successful and unsuccessful studies. Hospital wards were 
the most common setting in all studies analysed, although 
there were substantial differences in the types of patients 
enrolled: most successful studies first involved the enrol-
ment of hospitalised patients, of children and adolescents 
and of patients with infectious diseases, while most of the 

Characteristics analysed

Number of studies including the characteristic (%)

Total studies
(n=42)

Studies with positive 
results (n=25)

Studies with negative or 
uncertain results (n=17)

 � Researcher 3 (7.1) 3 (12.0) 0 (0.0)

 � Nurse 1 (2.4) 1 (4.0) 0 (0.0)

Pharmacist participation

 � No 24 (57.1) 12 (48.0) 12 (70.6)

 � Yes 18 (42.9) 13 (52.0) 5 (11.9)

AI, artificial intelligence; CDSS, Clinical Decision Support System; COPD, chronic obstructive pulmonary disease; CPOE, Computerised 
Physician Order Entry; EHR, electronic health record; GP, general practitioner; NA, not available; RCT, randomised controlled trial.

Table 2  Continued

Table 3  Major primary outcome measures of the analysed studies

Primary outcome measure
Total number of studies 
including the outcome (%)

Number of studies with 
positive clinical outcome (%)

Impact on patients  �   �

 � Number of inappropriate prescriptions 11 (26.2) 5 (45.5)

 � Resolution rate of medical problems identified 4 (9.5) 3 (75.0)

 � Risk score assessment 4 (9.5) 2 (50.0)

 � Number of (re)-hospitalisations 3 (7.1) 2 (66.7)

 � Asthma control 2 (4.8) 2 (100.0)

 � Acute kidney injury progression 2 (4.8) 2 (100.0)

 � Impact on glycaemic control 2 (4.8) 1 (50.0)

 � Delirium duration and severity 1 (2.4) 0 (0.0)

 � Feasibility of the intervention and patient satisfaction 1 (2.4) 0 (0.0)

 � Patient-clinician medication-related communication 1 (2.4) 1 (100.0)

 � Number of adverse drug events 1 (2.4) 0 (0.0)

 � Overall studies 32 (76.2) 18 (56.2)

Impact on clinicians  �   �

 � Prescription rate of drugs of interest 3 (7.1) 1 (33.3)

 � Compliance with epidural infusion initiation 1 (2.4) 1 (100.0)

 � Diagnosis accuracy 1 (2.4) 1 (100.0)

 � Hypertension recognition 1 (2.4) 1 (100.0)

 � Time to administration of intravenous antibiotics 1 (2.4) 1 (100.0)

 � Overall studies 7 (16.7) 5 (71.4)

Impact on healthcare setting  �   �

 � Number of appropriate ferritin test orders 1 (2.4) 1 (100.0)

 � Number of feeding tube-related medication errors 1 (2.4) 1 (100.0)

 � Percentage of vital signs documented 1 (2.4) 0 (0.0)

 � Overall studies 3 (7.1) 2 (66.7)

 � Total number of studies 42 (100.0) 25 (59.5)

https://en.wikipedia.org/wiki/Computerized_physician_order_entry
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unsuccessful or inconclusive studies were carried out 
in geriatric wards. In most successful and unsuccessful 
studies, CDSSs were intended to be used by multidisci-
plinary teams operating within a single hospital or clinical 
centre, underlining the importance of the participation 
of different healthcare professionals in improving the 
management of complex patients. The presence of a 
multidisciplinary team in the clinical decision process 
facilitated the sharing of information between health-
care professionals; in addition, belonging to a single 
hospital or clinical centre may have made relationships 
easier. On the other hand, a large proportion of inter-
ventions including multicentre settings proved to be 
unsuccessful, suggesting that geographical distance may 
not have favoured multidisciplinary collaboration. Two 
important differences were found regarding the aim and 
study design of the studies analysed. First, CDSSs used in 
successful studies mostly had the aim of managing disease-
related problems, whereas the use of CDSSs to support 
deprescription and/or the appropriate use of drugs was 
more frequent in unsuccessful and inconclusive studies. 
Second, most of RCTs produced either unsuccessful or 
inconclusive studies. This supports the conclusion that 
case–control studies are likely to fail to demonstrate the 
efficacy of CDSSs, as it is difficult to enrol comparable 
samples in terms of patient complexity.

As expected, the use of rule-based CDSSs that were 
integrated into existing software prevailed with similar 
proportions in all studies, since these are the simplest and 
fastest systems to be develop and use.

Baseline patient complexity was a further character-
istic that was assessed qualitatively. Patients enrolled 
in successful studies generally appeared to be more 
complex at baseline as they had more coprescribed 
drugs, required enteral nutrition or the prescription of 
drugs with high risk of interactions or had impaired renal 
function and infectious diseases. This highlights that the 
use of CDSSs may especially support the management of 
complex patients at risk of adverse outcomes. Moreover, 
optimising the treatment of more complex patients offers 
greater benefits in terms of both economy and patient 
well-being, thus improving the quality of care.25

The participation of a pharmacist in interventions 
was also evaluated. Most successful studies included the 
pharmacist as part of the multidisciplinary team or as the 
principal investigator, while most of the unsuccessful and 
uncertain studies did not involve this professional figure; 
therefore, it is possible to hypothesise that the partic-
ipation of a pharmacist in interventions could favour 
more positive outcomes. In support of this hypothesis, 
numerous studies demonstrated the role of pharmacists 
in reducing medication errors thanks to their special 
expertise and in providing education to other healthcare 
professionals.26 27

Finally, education of healthcare professionals and 
patient engagement were considered. Most successful 
studies (56.0%) included a preintervention period of 
education and training for healthcare professionals 

involved in the use of the CDSS, while only 35.3% of the 
unsuccessful studies included it; this aspect could, there-
fore, favour the usability of CDSSs. A general lack of activ-
ities to improve patient engagement was observed in all 
the selected studies: the absence of a summary report for 
the patient and of follow-up after the intervention in most 
studies represent a limit that should be overcome in the 
future by including the level of patient involvement as an 
outcome.

To evaluate the use of CDSSs at the national level, an 
assessment of the studies implemented in Italy was made. 
Despite Italy has a large proportion of elderly suffering 
from multimorbidity,28 29 only a few tools have been 
made available to support clinical decision compared 
with other countries. Only one Italian study conducted 
by Moja et al30 proved useful in supporting clinical prac-
tice, while three publications were excluded in the last 
selection phase for the following reasons: in the study 
conducted by Traina et al,31 the CDSS NavFarma was effec-
tively used to reconcile the therapy of a group of elderly 
patients without being compared with a control group; 
in the second excluded study, Cattaneo et al32 used the 
CDSS INTERcheck to assess the risk of drug–drug inter-
actions and PIMs in patients with COVID-19 at hospital 
discharge; the last excluded study33 described the design 
of a platform (Pneulytics) for the remote monitoring and 
management of patients with chronic obstructive pulmo-
nary disease.

Based on these findings, the most feasible study design 
aimed at successfully improving the quality of care with the 
support of CDSSs gaining significant evidence of outcomes 
consists in a pre–post intervention study involving hospi-
talised patients with one or more chronic diseases and a 
complex situation at baseline, polymedicated and most 
at risk of adverse outcomes. Considering the length 
of studies with positive outcomes, at least a 1-year study 
period including both intervention and preintervention 
periods should allow differences to be observed in terms 
of prescriptive appropriateness, frequency and severity of 
symptoms and, more generally, of disease management. 
Therefore, enrolled patients should preferably have a life 
expectancy longer than 1 year to allow for adequate periods 
of observation before and after CDSS implementation. In 
order to enable comparison of different studies, authors 
should identify measurable and quantifiable outcomes at 
each stage of the study. The ideal CDSS should be easy 
to use, make information readily available and be inte-
grated into the computerised systems of the healthcare 
facility where the study is performed, so as to reduce anal-
ysis time and the possibility of errors during data transfer. 
Moreover, studies should include a time for sharing the 
specific expertise of the different healthcare professionals 
involved in patient management, including pharmacists, 
in order to achieve the best possible outcome; active 
patient engagement in the management of their condi-
tion also appears to be associated with better outcomes.

Data on AI-CDSSs are still too limited to make a case for 
their superiority—or inferiority—over traditional CDSSs.
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Strengths and limitations
The main strength of this review is the number of data-
bases queried, along with the inclusion of all types of 
studies regardless of their focus. This revealed a large 
number of studies eligible for analysis to identify as 
many characteristics associated with positive outcome as 
possible.

The main limitations are the lack of unambiguous 
taxonomy to describe digital tools that support clin-
ical decision and of recognised recommendations for 
conducting such studies. For example, some of the 
studies analysed lacked a description of the data that 
were entered into the system or did not indicate the end 
user. The choice to include studies that lacked complete 
information on the CDSS was made in order to select the 
largest number of CDSSs that have been used in a real-
world healthcare setting.

On one hand, the heterogeneity of the studies has made 
it difficult for us to compare the different studies and 
devices (hence, the scoping review), while, on the other, 
it granted us a global view of the use of CDSSs worldwide.

Another limitation can be found in the absence of a 
focus on a specific patient category, which made it diffi-
cult to assess consistency with previous reviews.

CONCLUSIONS
To sum up, 25 (59.5%) of the selected studies proved 
effective in supporting clinical practice and improving 
treatment outcomes in different healthcare scenarios. 
However, the evidence reported does not allow robust 
conclusions on the effect of CDSSs in real clinical prac-
tice to be drawn, both due to the high variability of the 
interventions implemented and the limited number of 
CDSSs found.

From the results of this analysis, an initial version of 
a checklist was created that could be used to refine the 
design of studies aimed at evaluating the use of CDSSs:

	► Prefer studies with a pre–post intervention scheme.
	► Enrol population with complex morbidity and medi-

cation regimen at baseline but adequate life expec-
tancy; one hospital setting (one or more wards) 
should be preferred for subject enrolment.

	► Plan interprofessional collaboration and pharmacist 
involvement.

	► Integrate a user-friendly CDSS with the healthcare 
facility’s computerised systems with information 
sharing capability among healthcare professionals.

	► Take into consideration active patient engage-
ment and education of the healthcare professionals 
involved (contribution still uncertain).

Further research
There is a considerable need for studies that may demon-
strate the usefulness of CDSSs in reducing medical errors 
and improving the quality of care. A possible solution is to 
promote the use of this checklist to plan studies conducted 
with CDSSs that may prove effective. Moreover, it would 

be desirable to validate the checklist and keep it updated 
according to the latest evidence.
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