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Abstract

Background: Nonvalvular atrial fibrillation (NVAF) affects almost 6 million Americans and is a major contributor to stroke
but is significantly undiagnosed and undertreated despite explicit guidelines for oral anticoagulation.

Objective: The aim of this study is to investigate whether the use of semisupervised natural language processing (NLP) of
electronic health record’s (EHR) free-text information combined with structured EHR data improves NVAF discovery and
treatment and perhaps offers a method to prevent thousands of deaths and save billions of dollars.

Methods: We abstracted 96,681 participants from the University of Buffalo faculty practice’s EHR. NLP was used to index
the notes and compare the ability to identify NVAF, congestive heart failure, hypertension, age ≥75 years, diabetes mellitus,
stroke or transient ischemic attack, vascular disease, age 65 to 74 years, sex category (CHA2DS2-VASc), and
Hypertension, Abnormal liver/renal function, Stroke history, Bleeding history or predisposition, Labile INR, Elderly, Drug/alcohol
usage (HAS-BLED) scores using unstructured data (International Classification of Diseases codes) versus structured and
unstructured data from clinical notes. In addition, we analyzed data from 63,296,120 participants in the Optum and Truven
databases to determine the NVAF frequency, rates of CHA2DS2-VASc ≥2, and no contraindications to oral anticoagulants, rates
of stroke and death in the untreated population, and first year’s costs after stroke.

Results: The structured-plus-unstructured method would have identified 3,976,056 additional true NVAF cases (P<.001) and
improved sensitivity for CHA2DS2-VASc and HAS-BLED scores compared with the structured data alone (P=.002 and P<.001,
respectively), causing a 32.1% improvement. For the United States, this method would prevent an estimated 176,537 strokes,
save 10,575 lives, and save >US $13.5 billion.

Conclusions: Artificial intelligence–informed bio-surveillance combining NLP of free-text information with structured EHR
data improves data completeness, prevents thousands of strokes, and saves lives and funds. This method is applicable to many
disorders with profound public health consequences.
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Introduction

Background
Atrial fibrillation (AF), the most common type of arrhythmia
[1,2], consists of nonvalvular AF (NVAF) and valvular AF
(VAF) [1]. NVAF comprises approximately 70% of AF and
currently affects approximately 5.8 million US patients and
approximately 11 million in Europe on VAF results in a five
times greater risk of stroke [3] and causes approximately 15%
of all strokes [2,4]. Anticoagulation treatment dramatically
reduces one’s odds of a stroke to <0.5% on average.

The incidence of stroke with AF has prompted the development
of scoring risk systems to guide anticoagulation treatment [5,6].
In 2014, the American Heart Association, American College of
Cardiology, and Heart Rhythm Society advocated for AF
practice guidelines via the use of congestive heart failure,
hypertension, age ≥ 75 years, diabetes mellitus, stroke or
transient ischemic attack, vascular disease, age 65 to 74 years,
sex category (CHA2DS2-VASc) scores that combine the
CHADS2 score with additional moderate risk factors [2,7].
Individuals’ stroke risks should inform therapeutic options,
which may include anticoagulants [7]. The Hypertension,
Abnormal liver/renal function, Stroke history, Bleeding history
or predisposition, Labile INR, Elderly, Drug/alcohol usage
(HAS-BLED) score is a practical tool to assess individuals’ risk
of major bleeding and to guide anticoagulant therapy [8,9].
Researchers posit that the assessment of bleeding risk
factors—age, uncontrolled hypertension, ischemic heart disease,
and prior ischemic stroke—may improve individualized
treatment for AF.

However, despite strong recommendations, oral anticoagulation
(OAC) for NVAF patients remains low, with rates ranging from
39%-65% [10]. Disease surveillance and clinical decision
support could help detect potential candidates who could benefit
from this therapy. Automatic extraction from electronic health
records (EHRs) has been shown to aid health care providers by
making health care information easily accessible and helping
with risk calculation [11,12]. Using these tools could reduce
clinicians’ computer time for data retrieval and data entry and
could facilitate capturing all qualifying patients [13].

The Need for Natural Language Processing
Although EHRs contain an abundance of codified information,
factors related to the assessment of NVAF are often poorly
reflected in structured data [11]. Clinical text harboring rich
contextual medical information is unstructured and in free-text
form. Extracting information from a clinical text remains
challenging because of context-specific abbreviations, refusal
to adhere to typical language conventions, and because text
often includes a broad range of specific medical terms. To
retrieve information from a clinical text, multiple natural

language processing (NLP) approaches have been developed,
including those that extract clinical entities and map them to
clinical terminologies such as SNOMED CT (Systematized
Nomenclature of Medicine–Clinical Terms) [14].

To capture all potential patients with NVAF and of
CHA2DS2-VASc >1 who would benefit from appropriate
anticoagulation therapy, we developed a method to automate
risk scoring systems using a combination of multiple EHR data
sources for diagnostic information, namely the International
Classification of Disease (ICD) codes and clinical notes and
lists. As natural language processors are expensive to develop
and require individual tuning for each task or disease area, we
make use of a high definition-NLP (HD-NLP) method that uses
semisupervised learning to surpass the classification
performance that could be obtained either by discarding the
unlabeled data and performing supervised learning or by
discarding the labels and performing unsupervised learning
[15]. We compare the advantages of using NLP tools for NVAF
phenotyping and calculate the risk scores of using structured
ICD data alone.

Methods

This study compares the effectiveness of identifying NVAF
patients using three methods: (1) structured EHR data, (2) a
combination of structured EHR data and NLP-analyzed existing
free text (EHR notes, problem lists, and laboratories), and (3)
clinicians’ assessments of NVAF patients (the gold standard).
We used NLP of the EHRs’ free text to improve the
identification of NVAF patients and to assess their stroke and
bleeding risks more accurately. We verified the improvement
in the identification of NVAF cases and in determining the
CHA2DS2-VASc and HAS-BLED scores. We then examined
the rates of NVAF and treatment in patients with a
CHA2DS2-VASc of ≥2 and no contraindications to treatment
to determine the results from our local population. Finally, we
extrapolated our findings on NVAF numbers to the US
population and disease costs.

Study Populations
We had two samples: a local Western New York population of
96,681 individuals and 63,296,120 participants from the Optum
and Truven databases.

Sample 1: Local
To understand the effectiveness of the system in identifying
NVAF patients who should be treated and are not currently on
OAC therapy, we abstracted a set of 96,681 participants (aged
18-90 years) from the Allscripts outpatient electronic records
at the University at Buffalo’s (UBMD) faculty practice. The
research was approved by the institutional review board of the
University of Buffalo.
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Patient data were abstracted from 2010 to September 21, 2015,
before the switch to ICD-10, allowing consistent use of ICD-9
terminology and sufficient follow-up data for the study period.
This yielded 212,343 patients. Of those 212,343 patients, 96,681
(45.53%) had notes and were seen for ≥1 outpatient visits
(Multimedia Appendix 1, Figure S1). Outcomes from these data
included rates of AF, NVAF, and VAF diagnosis, components
of the CHA2DS2-VASc and HAS-BLED scores, relevant
contraindications, OAC treatment, and demographic variables.
We excluded patients if they were on oral antithrombotic therapy
for indications other than NVAF, had a mechanical prosthetic
valve, had a hemodynamically significant mitral stenosis or
significant aortic stenosis, were pregnant, had a transient AF
because of reversible conditions, or had active infective
endocarditis (Multimedia Appendix 1, Figure S2). We developed
the NVAF cohort using ICD-9 codes (structured data) and ICD-9
and NLP (structured-plus-unstructured) of EHR notes and
patient problems. AF and atrial flutter were defined by ICD-9
codes 427.31 and 427.32 and by SNOMED CT codes 49436004
and 5370000 with all subtypes in the hierarchy.

The structured data–only method used ICD 9 codes from
problem lists, medications, and demographics. The
structured-plus-unstructured method added clinical notes, vital
signs, laboratory findings, and text from the problem list using
HD-NLP for codification [14,16-18]. Free text elements were
coded using SNOMED CT, a general description logic–based
nomenclature of clinical medicine. Specific code inclusions can
be found in Multimedia Appendix 1, Figure S3.

We then compared the accuracy of structured data alone with
the structured-plus-unstructured EHR data derived using the
HD-NLP system, focusing on the two models’ abilities to
identify true cases of NVAF and to determine stroke and
bleeding risks (CHA2DS2-VASc and HAS-BLED scores).

Subsample of the Local Data
For validation of the accuracy of NLP, we used a gold standard
created by human review (BS, JZ, EA, and SS) from a random
sample of 300 patients. To verify the NVAF identification and
CHA2DS2-VASc and HAS-BLED scores, we used this
300-patient random sample from our NVAF patients, which
were dual human reviewed. We also looked to determine how
much better structured-plus-unstructured data were in the
identification of NVAF cases and in the determination of the
CHA2DS2-VASc and HAS-BLED scores.

The human review data set was independently examined by 4
clinicians, each performing 150 reviews on deidentified patient
encounters from the EHR. Each clinician made a judgment as
to whether the patients had sustained NVAF and whether the
patient had each of the components of the CHA2DS2-VASc and
HAS-BLED scores. If there were disagreements, a fifth clinician
adjudicated.

Calculations determined that 300 patients were needed for 90%
power to predict a 5% change in accuracy given a two-sided
alpha of .05, assuming a standard accuracy of 73% based on
ICD-9 codes [19]. Multimedia Appendix 1, Figure S1 presents
the decision tree and sample numbers, and Multimedia Appendix
1, Figure S2 illustrates the randomization scheme.

Sample 2: National—Optum and Truven Databases
We analyzed the claims data from 63,296,120 participants in
the Optum and Truven databases from October 2015 to
September 2016 to determine the frequency of NVAF, rates of
CHA2DS2-VASc ≥2, and no contraindications to OAC, rates
of stroke and death in the untreated NVAF, strokes and death
in the large claims database, and the first year’s cost after stroke
[20,21]. Cost differences were based on 1-year cost before and
after the stroke, adjusted for inflation.

We then extrapolated our findings to the US population.

Findings for NLP
We made use of an HD-NLP to rapidly assign ontological terms
to the text in patient records (Multimedia Appendix 1, Figure
S5) [14,16,17]. HD-NLP is a full-function NLP processing
pipeline that takes sentences, parses them by their parts of
speech, and builds a full semantic parse in memory; then, an
ontological coder works by matching words to ontology terms,
with the longest match being preferred. We used basic formal
ontology as an upper-level ontology to index the data from
individual trials [18]. We also used the ontology of biomedical
investigation and SNOMED CT as our main ontologies [22,23].

A level of syntactic processing was required to match text with
ontological terms. The linguistic representation is specified in
language models. Of primary concern here was an English
language model to identify sentences, phrases, words, and parts
of speech. Terms from the input ontologies were then assigned
to spans of text. String matching techniques allowed for inexact
matches influenced by the underlying language model. The
structures of the free-text medical records were captured and
stored.

To develop the NVAF model, we used a semisupervised learning
algorithm training set with 36,268 patients from the Allscripts
EHR UBMD faculty practice data from 2007 to 2008, with 1972
AF cases and 1795 NVAF cases to determine the best SNOMED
CT codes to match the case definition. As most clinical texts
are unlabeled, semisupervised learning leverages a small amount
of labeled data with a large amount of unlabeled data.
Researchers have shown that large amounts of unlabeled data,
when used in conjunction with a limited amount of labeled data,
can produce considerable improvement in learning accuracy,
especially with assistance from subject matter expert’s
annotation of the training set’s false positive and false negative
results from each training iteration [14]. All cases were coded
using HD-NLP with SNOMED CT codes (the unsupervised
portion of the study). Where the SNOMED CT codes and ICD-9
codes agreed that the patient had NVAF, we called that a true
positive case. The same logic was used to determine true
negatives. Where either coding system disagreed, our clinician
(PE) reviewed the case and decided. After reviewing the false
positive and false negative cases from the training data set, we
used additional synonymy to the terminology and selected a
more appropriate set of codes for each rule in the definition.
This process was iterated on the training set until we met our
accuracy goals.
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Statistical Analysis
Statistical analyses were conducted using R 3.3.2. A random
gold standard sample of 300 patients was taken from the sample
1 AF cohort defined by both ICD and HD-NLP. Interrater
agreement was assessed using the two-way random effects
model for intraclass correlation coefficient, with two-sided
10,000 samples bootstrapped 95% CI, treating the risk scores
as continuous. Cohen κ with two-sided 10,000 samples
bootstrapped 95% CI assessed the interrater reliability of each
individual component of the scores, NVAF and AF.

The accuracy of the structured data alone was compared with
structured-plus-unstructured data for the outcomes of NVAF,
CHA2DS2-VASc score, and HAS-BLED score in the random
sample. Cohen κ with two-sided bootstrapped CIs was calculated
as a measure of reliability between the gold standard and the
structured and structured-plus-unstructured data. For sensitivity
and specificity, a hypothesis test comparing structured with
structured-plus-unstructured data was assessed using either the
McNemar test for paired observations or the binomial exact
test. For positive and negative predictive values, a generalized
score statistic proposed by Leisenring et al [19] was used for
comparison.

As the CHA2DS2-VASc and HAS-BLED scores are on ordinal
scales from 0 to 9, we analyzed the area under the receiver
operator characteristic curve (ROC) using the C-Index and
Somer D, based on ordinal logistic regression, where
probabilities were modelled as P(Y≥k|X), where k defines the
cut-offs from 0 to 9 that the score can take. We hypothesized
that the structured and NLP data were more concordant than
the structured-only data compared with the gold standard
between the ordinal gold standard score and the ordinal method
score.

We contrasted our findings with the clinical judgments from
the physician review of the 300 patients, categorized as

contraindicated (Multimedia Appendix 1, Table S1) or not on
OAC, would or would not benefit from OAC, and not on OAC.
To determine the potential effects of adopting the NLP-enabled
method with structured-plus-unstructured data, the accuracy
data of the structured and NLP data method were used to
extrapolate the findings for all untreated US patients in the
Optum and Truven data sets with no contraindications to OACs.
Then, the potential savings from reduced strokes were derived
and compared with the prevailing structured-only method.

Results

NLP Results
From the Allscripts UBMD practice EHR data, we found 2722
potential patients with NVAF using the structured and NLP
method and 1849 cases using only ICD-9 codes. The use of
NLP by combining structured-plus-unstructured data improved
sensitivity by 32.1%, that is, 873/2722 (P<.001) in determining
the NVAF population. In the random sample, participants were
on average 72 years old (mean 72.7, SD 13.6), 41.3% (125/300)
were female, and 86.3% (259/300) were White. The true NVAF
population within the random sample, as determined by clinician
review, was 88% (264/300) of cases with an average age of 73
(mean 73.4, SD 13.0), of which 41.7% (110/264) were female,
and 87.1% (230/264) were White. The assessment of agreement
between clinicians and interrater reliability was high for the
CHA2DS2-VASc score (odds ratio [OR] 0.796, 95% CI
0.725-0.853 and OR 0.878, 95% CI 0.838-0.909) and adequate
for the HAS-BLED score (OR 0.609, 95% CI 0.51-0.692 and
OR 0.675, 95% CI 0.544-0.77). Cohen κ, depending on whether
an outcome was a rare event, ranged from –0.080 to 0.84.

When we tested this in the human review of the 300 cases, we
found a 46% improvement in sensitivity (Table 1), which is
greater than the 32.1% improvement seen with the automated
method.

Table 1. Clinician review (gold standard): comparison of outcomes for structured and structured-plus-unstructured data against the gold standard for
identifying a case as nonvalvular atrial fibrillation.

P valueStructured and NLPa surveillanceStructured surveillanceOutcome

<.0011 (0.979-1)0.54 (0.48-0.60)Sensitivity, ORb (95% CI)

.240.93 (0.893-0.956)0.95 (0.90-0.98)PPVc, OR (95% CI)

N/Ae0.9640.686Fd score

aNLP: natural language processing.
bOR: odds ratio.
cPPV: positive predictive value.
dFor case finding of nonvalvular atrial fibrillation.
eN/A: not applicable.

Thus, the structured-plus-unstructured surveillance showed that
the sensitivity for CHA2DS2-VASc ≥2 and HAS-BLED≥3 scores
was significantly better than that for structured data alone
(P=.002 and P<.001, respectively). The specificities of the two
methods were not statistically different for CHA2DS2-VASc
and favored the structured method for HAS-BLED (Table 2).
The positive predictive value (PPV; precision) also improved

for the HAS-BLED score using the structured-plus-unstructured
method (Table 2) but was not statistically different from the
structured data for the CHA2DS2-VASc score. However, the
negative predictive value improved for both scores using the
structured-plus-unstructured method. No cases identified by the
structured method were missed by the
structured-plus-unstructured method.
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Table 2. Comparison of outcomes for structured and structured-plus-unstructured surveillance against the clinician review (gold standard) for identifying
Hypertension, Abnormal liver/renal function, Stroke history, Bleeding history or predisposition, Labile INR, Elderly, Drug/alcohol usage (HAS-BLED)
and congestive heart failure, hypertension, age ≥75 years, diabetes mellitus, stroke or transient ischemic attack, vascular disease, age 65 to 74 years,
sex category (CHA2DS2-VASc) components.

CHA2DS2-VAScHAS-BLEDMethod

P value

Test
statis-
ticDifference

Structured
and NLP
surveillance

Structured
surveil-
lanceP valueT testDifference

Structured

and NLPa

surveillance
Structured
surveillance

Sensitivity

—————b<.001720.4240.8060.382McNemar method

.002—0.04130.9830.942————Exact binomial
method

Specificity

<.00116–0.170.7770.947McNemar method

>.99c–0.04550.9090.955—————Exact binomial
method

PPVd

.340.9150.0040.9920.996.034.487.0610.8670.929Generalized score
method

NPVe

<.00111.6620.2330.8330.6<.00147.7570.230.6890.459Generalized score
method

aNLP: natural language processing.
bThere is a small number of discordant cells, such that for the gold standard’s CHA2DS2-VASc <2, there is 1 case that was identified as CHA2DS2-VASc

≥2 in the structured and NLP method but not in the structured method. The exact binomial P value is calculated as 
cThere is a small number of discordant cells, such that for the gold standard’s CHA2DS2-VASc <2, there is 1 case that was identified as CHA2DS2-VASc

>2 in the Structured and NLP method but not in the structured method. The exact binomial P value is calculated as 
dPPV: positive predictive value.
eNPV: negative predictive value.

Multimedia Appendix 1, Figure S4 presents the conditional
probability tree for the automated structured or
structured-plus-NLP method, based on clinical guidelines.

In Figure 1, the area under the ROC for the CHA2DS2-VASc
scores for the structured-plus-unstructured data compared with
the gold standard score was 0.914 (95% CI 0.896-0.933) with
a Somer D 0.829 (SD 0.0185), and for the structured data alone
compared with the gold standard score, was 0.863 (CI
0.838-0.887), with a Somer D 0.726 (SD 0.0249). For
CHA2DS2-VASc scores, structured-plus-unstructured data were
more concordant than structured data alone when compared
with the gold standard score (Z=19.77; P<.001). For the ROC
curves of the HAS-BLED scores with the gold standard score
as the outcome, the structured-plus-unstructured data was 0.816
(CI 0.783-0.849), with a Somer D 0.633 (SD 0.034), and the
structured data alone was 0.797 (CI 0.761-0.833) with a Somer
D 0.595 (SD 0.037). For HAS-BLED scores,

structured-plus-unstructured data were not more concordant
than structured data alone (Z=1.433; P=.149).

Figure 1 represents four areas under ROC curves, two for
structured versus structured and NLP CHA2DS2-VASc score
and two for structured versus structured and NLP HAS-BLED
score. As these scores are ordinal (eg, ranging from 0-9) and
not binary, as with typical ROC, we use the C-Index and Somer
D based on ordinal logistic regression to model the probabilities,
resulting in multiple y values for the same x.

We compared the findings of the gold standard with the NLP
structured-plus-unstructured data (Multimedia Appendix 1,
Table S1). Clinician reviewers found 31 untreated patients who
should have been treated and 1 treated patient who, the clinicians
felt, should not have been treated. This was the same total as
that of the gold standard. After clinician review, there was a
32.1% improvement  in  PPV us ing  the
structured-plus-unstructured method when compared with the
structured method alone.
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Figure 1. Four receiver operator characteristic curves for cumulative congestive heart failure, hypertension, age ≥ 75 years, diabetes mellitus, stroke
or transient ischemic attack, vascular disease, age 65 to 74 years, sex category (CHA2DS2-VASc), and Hypertension, Abnormal liver/renal function,
Stroke history, Bleeding history or predisposition, Labile INR, Elderly, Drug/alcohol usage (HAS-BLED) risk scores. NLP: natural language processing.

Extrapolating Findings to the US Population for
Prevalence and Cost
Extrapolation to the US population of the Truman and Optum
data results can be found in Table 3.

To determine the national cost savings from the NLP-assisted
bio-surveillance of the structured-plus-unstructured data, we
used Truven data and contrasted the mean monthly costs per
patient after a stroke (US $11,538) with the monthly costs before
a stroke (US $2,763.33), which yielded a mean savings of US
$8,776.02. This was adjusted to US $2019 as the data were from

2010 to 2015. This revealed savings of US $8,556.66 per month
or yearly savings of US $102,680.

The structured data method identified 1.5%
(967,801/63,296,120) of the population as having NVAF. Of
those cases, 84.3% (816,240/967,801) had a CHA2DS2-VASc
score of ≥2. These data indicate that 60.7% (495,749/816,240)
of these patients were not treated despite the current clinical
guidelines. Untreated NVAF patients had a 4.4%
(22,021/495,749) annual ischemic stroke risk, and the stroke
patients had a 6.0% (1320/22,021) risk of death.

Table 3. Optum and Truven stroke data for 1 year after atrial fibrillation (AF) diagnosis.

Event rates (%)Total, n (%)Optum, n (%)Truven, n (%)Population for rates

—a63,296,120 (100)31,249,927 (49.37)32,046,193 (50.63)All patients

—1,287,164 (100)865,072 (67.21)422,092 (32.79)Patients aged ≥18 years in 2016 with any diagnosis of AF during
October 2015-September 2016

1.5967,801 (100)611,990 (63.24)355,811 (36.76)Patients aged ≥18 years in 2016 with any diagnosis of AF during

October 2015-September 2016 and without a VHDb diagnosis
during 1-year preindex

84.3816,240 (100)539,775 (66.13)276,465 (33.87)Patients aged ≥18 years in 2016 with any diagnosis of AF during
October 2015-September 2016 and without VHD diagnosis during

1-year preindex and with CHA2DS2-VAScc ≥2 and no contraindi-

cations to OACd

60.7495,749 (100)316,308 (63.80)179,441 (36.20)Patients aged ≥18 years in 2016 with any diagnosis of AF during
October 2015-September 2016 and without VHD diagnosis during
1-year preindex and with CHA2DS2-VASc ≥2 and no contraindi-
cations to OAC and were untreated

4.422,021 (100)10491 (47.64)11,530 (52.36)Stroke rate

5.991,320 (100)593 (44.9)727 (55.1)Death rate

aThe values are not events.
bVHD: valvular hear disease.
cCHA2DS2-VASc: congestive heart failure, hypertension, age ≥ 75 years, diabetes mellitus, stroke or transient ischemic attack, vascular disease, age
65 to 74 years, sex category.
dOAC: oral anticoagulation.
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Estimates of Morbidity, Mortality, and Cost
After extrapolating our results combining the Optum and Truven
data with our method of bio-surveillance, we estimated outcomes
of implementing the NLP-assisted analyses of

structured-plus-unstructured data nationally; that is, if
implemented nationally (among a population of 316,005,000),
this system could potentially prevent 176,537 strokes and 10,575
deaths in the first year of implementation, with stroke-associated
savings >US $18.126 billion (Table 4).

Table 4. Untreated strokes and their costs for first year after the event.

Difference between the
two methods

Structured and NLPa

surveillanceStructured surveillanceExtrapolated results

1590,6466,545,9304,955,284NVAFb population

1,458,7126,002,7074,543,995NVAF population with no contraindications and CHA2DS2VAScc

≥2

966,2173,976,0573,009,840NVAF population needing treatment

42,900176,537133,637Strokes prevented

2,57010,5758,005Deaths prevented

4,404,981,21018,126,800,00013,721,820,000Cost savingsd (US $)

aNLP: natural language processing.
bNVAF: nonvalvular atrial fibrillation.
cCHA2DS2-VASc: congestive heart failure, hypertension, age ≥ 75 years, diabetes mellitus, stroke or transient ischemic attack, vascular disease, age
65 to 74 years, sex category.
dCost basis is US $102,680 per untreated ischemic stroke patient's excess cost for the first year after event; cost is 1.9% inflation adjusted.

Discussion

Principal Findings
Compared with structured EHR data alone, we found that
NLP-assisted structured-plus-unstructured EHR data identified
previously unknown and untreated patients with NVAF and
their stroke and bleed risks with greater accuracy. Adding the
unstructured data significantly improved the sensitivity and
negative predictive value across all measures, whereas the results
for NVAF specificity and PPV were strong but mixed. Future
applications of this artificial intelligence (AI) bio-surveillance
method may involve identifying other underdiagnosed
populations.

We estimated NVAF rates in large national database
populations, the percentage of people who should be treated
with OAC and are not currently treated, and yearly risks of
stroke expressed as a percentage of these untreated patients
[24,25]. We also estimated the average incremental 1-year cost
for a stroke event and identified stroke-related average death
rates in the first year after event.

Verhoef et al [26,27] showed that bleeding rates with warfarin
were, on average, 0.34% risk per year. Given additional
treatment for 3,976,057 new patients, we would expect 13,824
new patient bleeds. McWilliam [28] showed that the average
cost of a major bleed was US $19,000 in 2008 (inflation adjusted
to US $23,777.67). For the population, this equals US
$328,702,452. Gilligan et al [29] showed that the average total
cost for warfarin therapy was US $76.19 per member per month,
which translates to a total national cost of US $3,750,758,790
per year. Potential net financial treatment benefits from using
the NLP-assisted structured-plus-unstructured method equates
to US $14.4 billion (US $18.13 billion to US $3.75 billion).

On the basis of the accuracy of the AI-derived bio-surveillance
method, we show potential societal benefits of implementing
this technology. Nationally, this method could identify
approximately 4 million patients requiring treatment, potentially
preventing >176,000 strokes in the first year, and >10,500
deaths, translating to national savings of >US $14 billion.
Including the estimated costs of excess bleeding from the
treatment and from our estimate, the national implementation
costs would be no greater than US $300,000,000. This type of
AI-driven clinical decision support bio-surveillance has the
potential to significantly improve patient care and clinicians’
treatment decisions.

NVAF is but one important condition among many. Future
applications of this AI bio-surveillance method may identify
other underdiagnosed populations. Once deployed, the
infrastructure could be used for other disorders and could be
implemented at a low incremental cost.

Limitations
This analysis and data extrapolation were based on previous
2014 American Heart Association, American College of
Cardiology, and Heart Rhythm Society recommendations for
OAC therapy in patients with NVAF and a CHA2DS2-VASc
score of ≥2. The 2019 focused updates on AF now recommend
that men with a CHA2DS2-VASc score of ≥2 and women with
a CHA2DS2-VASc score of ≥3 should be treated with an OAC.
As such, the numbers in this analysis may include women who,
under the updated guidance, may not be recommended for
treatment with an OAC. In addition, not all patients for whom
therapy is indicated may agree to accept anticoagulation therapy.

The Optum and Truven databases, although found to be
effectively nonoverlapping, are, on average, considered to be
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for younger and healthier private payer populations; therefore,
we may underestimate both protective effects and cost savings
[30]. If this method were extended to other diseases, models
must be built and distributed uniformly across the country and
perhaps internationally.

The AI model processes the free text of the notes and reports,
and as it can accept and process data from Cerner, Epic, and
other EHRs, there should be no difference in outcome; however,
this model has not been specifically tested with data from other
EHRs.

ICD-9 codes were used in this study because of the desire to
have a consistently coded data set. ICD-10 codes were not
included. Future research should investigate this method using
later ICD codes.

This informatics method promises many benefits. Of course,
additional research is needed to determine its applicability to
other diseases.

Conclusions
Although a common disorder (N=6 million Americans), NVAF
is often underprophylaxed for thromboembolic events that may

lead to strokes. Critical evidence may be found in patients’
EHRs to aid in anticoagulation decision-making. Stroke rates
of untreated patients with a CHA2DS2-VASc of ≥2 in our study
were 4.44%, and of these, approximately 6% will die within 1
year. Treatment dramatically reduces one’s odds of a stroke to
<0.5% on average.

Our structured-plus-unstructured (NLP) method identified 36.3%
additional true NVAF cases (P<.001) compared with the
structured data alone. Extrapolating to the US population using
the 63 million people in the Optum and Truven populations
allowed us to predict that in just the first-year implementation
of this system, it could prevent 176,537 strokes and 10,575
deaths and save the nation >US $13.5 billion dollars.

Moreover, this bio-surveillance method and preparedness, in
general, may be useful for the discovery and treatment of many
other disorders, and require further research with different
diseases. Automated tools in partnership with clinicians have
the potential to significantly improve adherence to established
clinical guidelines and to precision medicine.
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Abstract

Background: Hand hygiene is one of the most effective ways of preventing health care–associated infections and reducing
their transmission. Owing to recent advances in sensing technologies, electronic hand hygiene monitoring systems have been
integrated into the daily routines of health care workers to measure their hand hygiene compliance and quality.

Objective: This review aims to summarize the latest technologies adopted in electronic hand hygiene monitoring systems and
discuss the capabilities and limitations of these systems.

Methods: A systematic search of PubMed, ACM Digital Library, and IEEE Xplore Digital Library was performed following
the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines. Studies were initially screened
and assessed independently by the 2 authors, and disagreements between them were further summarized and resolved by discussion
with the senior author.

Results: In total, 1035 publications were retrieved by the search queries; of the 1035 papers, 89 (8.60%) fulfilled the eligibility
criteria and were retained for review. In summary, 73 studies used electronic monitoring systems to monitor hand hygiene
compliance, including application-assisted direct observation (5/73, 7%), camera-assisted observation (10/73, 14%), sensor-assisted
observation (29/73, 40%), and real-time locating system (32/73, 44%). A total of 21 studies evaluated hand hygiene quality,
consisting of compliance with the World Health Organization 6-step hand hygiene techniques (14/21, 67%) and surface coverage
or illumination reduction of fluorescent substances (7/21, 33%).

Conclusions: Electronic hand hygiene monitoring systems face issues of accuracy, data integration, privacy and confidentiality,
usability, associated costs, and infrastructure improvements. Moreover, this review found that standardized measurement tools
to evaluate system performance are lacking; thus, future research is needed to establish standardized metrics to measure system
performance differences among electronic hand hygiene monitoring systems. Furthermore, with sensing technologies and
algorithms continually advancing, more research is needed on their implementation to improve system performance and address
other hand hygiene–related issues.

(J Med Internet Res 2021;23(11):e27880) doi: 10.2196/27880
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Introduction

Background
Hand hygiene is one of the most effective ways of reducing the
transmission of pathogens that cause health care–associated
infections (HAIs) [1-3]. HAIs are infections that people acquire
in health care settings [4] and are the most crucial challenge to
patient safety in health care [5]. HAIs dramatically increase
patients’ length of stay, costs, mortality, and morbidity
worldwide [6,7]. Moreover, HAIs also impose a heavy financial
burden on health care systems. Solely in the United States, the
estimated annual costs range from US $28 billion to US $45
billion [8]. The hands of health care workers (HCWs) represent
the main pathway of pathogen transmission during health care

[2], and Stone et al [9] estimated that at least one-third of HAIs
can be prevented by achieving better hand hygiene in health
care settings.

In 2009, the World Health Organization (WHO) issued the first
WHO guidelines on hand hygiene in health care to provide a
thorough review of evidence on hand hygiene in health care
and specific recommendations to improve practices in health
care settings [2]. In the guidelines, the WHO summarizes the
five key moments when HCWs should ensure hand hygiene [2],
as shown in Figure 1. The guidelines also recommend two
standard hand hygiene techniques, handwash with soap and
water for visibly soiled hands and hand rub with alcohol-based
formulation for routine decontamination of hands [2], as shown
in Figure 2.

Figure 1. The key moments when health care workers should perform hand hygiene. Source: World Health Organization: “My 5 Moments for Hand
Hygiene” (with permission) [2].
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Figure 2. Standard World Health Organization procedures of alcohol-based hand rub and handwash with soap and water. Source: World Health
Organization. How to Hand rub?/How to Handwash? (with permission) [10].

However, research has found that hand hygiene compliance is
often poor [11,12]. By summarizing 96 empirical studies,
Erasmus et al [12] reported that the median compliance rate
was only 40% among HCWs. Meanwhile, research also found
that hand hygiene quality was unsatisfactory [13-15]. Szilágyi
et al [15] reported that only 72% of HCWs could adequately
clean all hand surfaces immediately after hand hygiene training.
Owing to the importance of hand hygiene, these findings suggest
that monitoring hand hygiene practices and providing HCWs
with feedback regarding their performance are essential to
promote hand hygiene compliance and quality in health care
settings [16].

Direct observation by trained auditors is considered the gold
standard for monitoring hand hygiene compliance in health care

settings [2,17]. Self-reporting by HCWs and the measurement
of hand hygiene product consumption are also widely used to
monitor hand hygiene compliance [18]. However, Boyce et al
[18,19] argued that the disadvantages of direct observation
include time and resource consumption, insufficient sample
size, lack of standardized observational practices, and the
Hawthorne effect. Furthermore, self-reporting is not
recommended by experts, as HCWs tend to overestimate their
level of compliance, and the measurement of hand hygiene
consumption cannot assess the appropriateness of HCWs’hand
hygiene timing and quality [18].

To assess hand hygiene quality, previous studies have used
direct observation by trained auditors to observe HCWs’
compliance with the WHO 6-step hand hygiene technique
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[13,14,20]. Another common technique is using UV fluorescent
substances to detect the surface coverage of hand hygiene
products after hand hygiene [21,22]. Moreover, microbiological
tests measure bacteria reduction count to evaluate hand hygiene
quality [21,23,24]. However, using direct observation to monitor
hand hygiene quality suffers from the same disadvantages as
using direct observation to monitor hand hygiene compliance.
Visual inspection of fluorescence is restricted to small sample
sizes and a lack of standardized observational practices [25].
Furthermore, microbiological tests require time-consuming
procedures and often overestimate the reduction of bacteria
[21].

Given the above trade-offs, there has been increased interest in
developing electronic monitoring systems to serve as an
alternative or supplemental monitoring approach [19]. These
electronic hand hygiene monitoring systems can be further
categorized into electronic hand hygiene compliance monitoring
systems and electronic hand hygiene quality monitoring systems.

Although previous reviews have described electronic hand
hygiene compliance monitoring systems in detail, this is not the
case for electronic hand hygiene quality monitoring systems
[19,26,27]. Recent advances in sensor technologies and
algorithms have also contributed to the development of new
electronic hand hygiene monitoring systems. Furthermore,
electronic hand hygiene monitoring systems have limitations
that need to be identified and highlighted.

Objectives
This paper aims to (1) review the literature regarding the latest
technological developments in electronic hand hygiene systems
for monitoring compliance and quality and (2) summarize the
limitations and challenges when developing and deploying such
systems in health care settings.

Methods

Search Strategy and Selection Criteria
We conducted a bibliographic search of the following web-based
databases: PubMed, ACM Digital Library, and IEEE Xplore
Digital Library. This systematic review followed the PRISMA
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses) [28] guidelines to reduce the risk of bias and
increase its transparency and replicability. This systematic
review is not registered on the network, and its review protocol
is described below.

We derived the search query using a combination of key terms
from previously published literature and expert advice. For the
health-related database (PubMed), we specified search terms
regarding hand hygiene, technological innovation, and
observation to target electronic hand hygiene monitoring
systems. For the technological databases (ACM Digital Library
and IEEE Xplore Digital Library), we specified terms related
to hand hygiene to include relevant technical innovations. The
search queries for each database are given in Multimedia
Appendix 1. Papers published between January 1, 2000, and
June 30, 2020, were included in this study. As older literature
is less relevant to today’s electronic hand hygiene monitoring
systems, we decided to exclude it.

Studies were included if they (1) developed an electronic method
or system to monitor hand hygiene compliance or hand hygiene
quality, (2) used an existing electronic device or application to
support hand hygiene monitoring, or (3) adopted an existing
electronic hand hygiene monitoring system and provided
sufficient technical details. Meanwhile, studies were excluded
if they (1) did not explicitly target electronic hand hygiene
monitoring, (2) did not provide adequate technical details (eg,
communication protocol and sensor specification), (3) were not
published in English, or (4) were not original research papers
(eg, abstracts, review papers, and editorials).

To identify the relevant studies, we first imported the search
results into a spreadsheet for duplicate removal. Then, the titles
were screened based on the selection criteria. If a publication
passed the title screening, its abstract was assessed. Finally, the
decision for inclusion was made according to the full text of
the study. A total of 2 authors, CW and WJ, independently
performed the study selection procedure for the retrieved
publications. Disagreements between the 2 authors were further
summarized and resolved by discussion with the senior author,
VK, whenever necessary.

Data Extraction and Data Analysis
To collect information from the included studies in a consistent
manner, we created a data extraction table (Multimedia
Appendix 2). A total of 2 authors, CW and WJ, independently
performed the data extraction procedure, whereas disagreements
were resolved by discussion with the senior author, VK.

As we aimed to summarize the different technologies used in
electronic hand hygiene monitoring systems, we adopted a
narrative approach to synthesize the extracted data. All studies
were first grouped by their study aims (monitoring either hand
hygiene compliance or quality). After that, the categorized
studies were further divided into several categories according
to their technical details. Specifically, electronic hand hygiene
compliance monitoring systems include (1) application-assisted
direct observation, (2) camera-assisted observation, (3)
sensor-assisted observation, and (4) real-time locating systems
(RTLSs). Meanwhile, electronic hand hygiene quality
monitoring systems include (1) measure compliance with the
WHO 6-step hand hygiene techniques and (2) detect surface
coverage or illumination reduction of fluorescent substances.

Owing to the high level of heterogeneity of the included studies,
this study could not provide meta-analyses of the system
performance and relevant HCWs’ behavior changes. The
significant heterogeneity also resulted in missing standardized
automation tools to evaluate the risk of bias and assess the
certainty for each included study.

Results

Inclusion of Studies and Study Characteristics
In total, 1035 publications were retrieved by the initial search
queries (777/1035, 75.07% from PubMed; 190/1035, 18.36%
from the IEEE Xplore Digital Library, and; 68/1035, 6.57%
from the ACM Digital Library). None of the retrieved studies
were removed based on duplication. After screening the titles
and abstracts, 79.42% (822/1035) of studies were excluded for
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not meeting the eligibility criteria. Thus, 20.58% (213/1035) of
studies were reviewed for the full text. Of these 213 studies,
124 (58.2%) studies were excluded. The main reasons for
exclusion were the irrelevance of electronic hand hygiene
monitoring systems (59/124, 47.6%) and insufficient technical

details (35/124, 28.2%). No study was excluded if they met the
inclusion criteria. Therefore, of the 213 studies, 89 (41.8%)
fulfilled the eligibility criteria and were retained for review
[25,29-116]. Figure 3 shows the process of searching for and
selecting the studies included in the review.

Figure 3. Flowchart of the selection process for the systematic review.

All the 89 reviewed studies were published between 2009 and
2020, with 9 (10%) dated in or before 2010
[42,46,56,60,81,83,86,92,113], 38 (43%) dated between 2011
and 2015 [32,33,36,38,39,45,48,49,51,52,54,59,61,63-65,67,
68,72,73,78-80,82,84,87-89,93-97,99-101,108,116], and 42
(47%) dated in or after 2016 [25,29-31,34,35,37,40,41,
43,44,47,50,53,55,57,58,62,66,69-71,74-77,85,90,91,
98,102-107,109-112,114,115]. Regarding the countries where
the studies were conducted, 6 countries had ≥5 studies: United
States (31/89, 35%) [25,30,31,36,38,39,41,46-48,51,52,59,
61,63,68, 69,71,74,76,80-84,92,95,96,101,107,111], Canada
(8/89, 9%) [42,72,86-89,98,100], Japan (7/89, 8%)
[44,45,55,58,62,114,115], Brazil (6/89, 7%) [32,33,49,56,67,78],
Germany (6/89, 7%) [37,40,50,66,108,109], and India (5/89,

6%) [64,65,94,99,102]. The demographic information of
participants was provided in only 70% (62/89) of studies. Most
studies (50/89, 56%) recruited HCWs from hospitals or clinics
[29 ,30 ,32 -40 ,44 ,46 -57 ,59 ,61 ,66 -68 ,73 -75 ,77 -80 ,
82,84,86,87,89-91,95,96,98-100,103,106], and few (2/89, 2%)
studies also involved patients from hospitals [66,94]. The
remaining studies recruited the general public (7/89, 8%)
[45,60,64,65,109-111] or students (4/89, 4%) [76,104,114,115]
from communities or educational settings.

Compliance Monitoring Systems
We identified 73 studies that either implemented or adopted an
electronic monitoring system for hand hygiene compliance and
grouped them into 4 categories based on their enabling
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technology [19,26]: application-assisted direct observation (5/73,
7%), camera-assisted observation (10/73, 14%), sensor-assisted
observation (29/73, 40%), and RTLS (32/73, 44%).

Application-Assisted Direct Observation
Approximately 7% (5/73) of studies used applications to assist
trained auditors in observing hand hygiene compliance (details
are included in Table 1) [29-33]. With these applications, human
observers could record their observations using smartphones or
tablets. Unlike manual observation with paper forms,
application-assisted observation avoids the need for
transcription, which could cause delays in analysis, increase the

associated cost, and introduce errors [117]. In addition, the
prevalence of smartphones and tablets in health care settings
makes data collection more unobtrusive and reduces the
Hawthorne effect [26]. Both in-house and commercial
applications have been used for application-assisted direct
observations.

The monitored hand hygiene opportunities may vary in different
studies. Most studies followed the instructions given by the
WHO 5 moments for hand hygiene [29,31-33]. Conversely,
Sickbert-Bennett et al [30] simplified the observation process
to patient room entry or exit events (as proxies for moments 1,
4, and 5).

Table 1. Description of application-assisted direct observation studies.

System metrics (hand hy-
giene opportunities)

System typeRequired devicePaper and system description

Kariyawasam et al [29]

WHOa 5 momentsResearchAndroid tabletSelf-developed application

Magnus et al [32] and Sodré da Costa et al [33]

WHO 5 momentsCommercialiOS devicesiScrub

Sickbert-Bennett et al [30]

Patient room entry/exit
events

CommercialiOS devicesiScrub

Patient room entry/exit
events

CommercialWeb browserSelectSurvey

Wiemken et al [31]

WHO 5 momentsCommercialWeb browserGoogle forms

aWHO: World Health Organization.

Camera-Assisted Observation
In contrast with application-assisted direct observation, which
solely relies on human auditors, studies with camera-assisted
observation could rely on either human auditors [34-40] or
algorithms [41-43] for analysis (details included in Table 2).
Approximately 30% (3/10) of studies installed cameras inside
and outside patient rooms to capture all five hand hygiene
moments [34-36]. Researchers manually coded the streaming
and recorded videos. Armellino et al [38,39] recruited a remote
video auditing company (Arrowsight, Inc) to conduct
compliance observations only when HCWs entered or exited
the patient room (as proxies for moments 1, 4, and 5). Rather
than installing cameras in the environment, Diefenbacher et al
[37,40] proposed mounting a camera on the chest of HCWs that
aimed at their hands, and researchers further analyzed these

first-person view video recordings according to the WHO 5
moments for hand hygiene.

In terms of automated analyses, Zhong et al [41] attached a red
green blue (RGB) camera to the chest of HCWs to collect
egocentric videos. By feeding RGB images and optical flow
images inside a two-stream convolutional neural network, they
identified hand hygiene events in HCWs’ daily routines [41].
Snoek et al [42] used an RGB camera with a microphone to
observe handwash events in older adults with Alzheimer disease.
Awwad et al [43] used an RGB-depth camera, Kinect (Microsoft
Corporation), to achieve automatic detection of moment 1
(before touching a patient). Depth cameras generate pictures
with stereo information, and these pictures have pixels with a
value being the distance from the camera or depth. Hand hygiene
compliance of moment 1 was then estimated by measuring the
proximity between the subjects’ hands and patient/bed with the
presence of hand rub events [43].
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Table 2. Description of camera-assisted observation studies.

System metrics (hand hy-
giene opportunities)

System typeVideo typeDevice locationPaper and system description

Auditor (human)

Brotfain et al [34]

WHOb 5 momentsResearchStreamingPatient roomRGBa camera

Sánchez-Carrillo et al [35]

WHO 5 momentsResearchRecordedPatient roomRGB camera

Diller et al [36]

WHO 5 momentsResearchRecordedPatient roomRGB camera (with infrared lens)

Armellino et al [38,39]

Patient room entry/exit
events

Commercial (Ar-
rowsight)

RecordedSink and sanitizer
dispenser

RGB camera

Patient room entry/exit
events

Commercial (Ar-
rowsight)

RecordedPatient room en-
trance

Motion sensor

Diefenbacher et al [37,40]

WHO 5 momentsResearchRecordedHCWsc (chest)RGB camera

Auditor (algorithm)

Zhong et al [41]

Hand hygiene eventsResearchRecordedHCWs (chest)RGB camera

Snoek et al [42]

Hand hygiene events (5
states related to faucet in-
teraction)

ResearchRecordedSinkRGB camera

Hand hygiene events (5
states related to faucet in-
teraction)

ResearchRecordedSinkMicrophone

Awwad et al [43]

Moment 1 (before touch-
ing a patient)

ResearchRecordedPatient bedRGB depth camera

aRGB: red green blue.
bWHO: World Health Organization.
cHCW: health care worker.

Sensor-Assisted Observation
Of the 73 studies, 29 (40%) observed hand hygiene compliance
using sensors (details are included in Table 3) [32,33,44-70].
These studies were grouped into 3 categories on the basis of
sensor type: electronic dispenser, electronic dispenser assisted
by other sensors, and inertial measurement unit (IMU) and
microphone.

Of these 29 studies, 15 (52%) used electronic dispensers to
record the frequency of hand hygiene events and estimate the
volume of hand hygiene products dispensed
[32,33,44-50,54-57,59,67]. A range of sensors was used to
trigger the electronic dispenser counter, including pressure
resistors [45,53], magnetic sensors [66], and photosensors [58].
These records were then manually collected by researchers or
wirelessly transmitted to the associated servers for further
analysis. Compared with direct observation, electronic
dispensers can capture hand hygiene events with substantially

fewer personnel resources and are unaffected by the Hawthorne
effect [19]. However, electronic dispensers cannot detect the
hand hygiene opportunities specified by the WHO 5 moments
for hand hygiene [19]. Thus, several studies supplemented hand
hygiene events with further information to estimate hand
hygiene compliance, including outpatient visit records, the
expected number of hand hygiene events, ward-specific
conversion factors, the number of patients in the unit, nurse
visit records, and documented activities [44,48-50,55,57,59].

As electronic dispensers cannot detect hand hygiene
opportunities according to the WHO guidelines, other sensors
were used to capture these opportunities [51-53,61,62,66,68].
A common practice was to use motion sensors to record patient
room entry or exit events (as proxies for moments 1, 4, and 5)
[51,61,66]. Here, the dispensers and motion sensors uploaded
the time stamp of dispense and room entry/exit events to a
server. Once a motion sensor was activated, the server measured
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the occurrence of a hand hygiene event within a predefined
period and thus estimated the hand hygiene compliance rate.
Conversely, Geilleit et al [53] placed a motion sensor around
HCWs’ working area and pressure plates on patient couches
and chairs. Hand hygiene opportunities were defined as the
movement of HCWs into a patient zone when the pressure plates
were activated. Furthermore, studies used electronic dispensers
with other sensors, including IMUs and microphones, to
recognize different types of hand hygiene events from HCWs’
daily routines [52,62,68].

Of the 29 studies, 7 (24%) used an IMU and microphone to
distinguish hand hygiene events from daily activities
[58,60,63-65,69,70]. An IMU is an electronic sensor that
measures a body’s specific force, angular rate, and orientation.

Of the 7 studies, 2 (29%) attached an IMU wristband to users’
wrists to collect physical signals and utilize these signals to
recognize hand hygiene events [63,69]. By using acceleration,
gyration, and audio signals from participants’ wrists,
Wijayasingha et al [70] applied the naive Bayes algorithm to
identify both hand hygiene and oral hygiene events from people
with developmental disabilities. Instead of placing sensors on
users’ wrists, 43% (3/7) of studies embedded IMU sensors with
or without microphones inside soap bars [60,64,65]. These
augmented soap bars were then distributed to low-income
households to monitor their soap use associated with hand and
body wash. Furthermore, Miyazaki et al [58] attached a
microphone to a sink to distinguish hand hygiene events from
other daily activities.
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Table 3. Description of sensor-assisted observation studies.

System metrics (hand hygiene oppor-
tunities)

System typeDevice locationPaper and system description

Electronic dispenser

Arai et al [44]

Outpatient visit recordsCommercial (Compleo-IO)Outpatient areaDispenser

Asai et al [45]

Hand hygiene eventsResearchHospital entranceDispenser

Boyce et al [46]

Hand hygiene eventsCommercial (iSIGNOL)Patient room and
hallway

Dispenser

Cohen et al [47]

Hand hygiene eventsCommercial (DebMed
GMS)

Throughout entire
facility

Dispenser

Conway et al [48]

Expected hand hygiene eventsN/AaThroughout entire
facility

Dispenser

Diefenbacher et al [50]

Hand hygiene events (conversion
factor)

Commercial (Ingo-man We-
co)

Patient roomDispenser

Helder et al [54]

Hand hygiene eventsCommercial (ComSens
NewCompliance)

Patient roomDispenser

Kato et al [55]

Outpatient visit recordsCommercial (CARECOM
Co, Ltd)

Outpatient areaDispenser

Morgan et al [59]

Patients numberN/APatient roomDispenser

De MacEdo et al [49]

Nurse visits (nurse call system)Commercial (NXT 1-L
model)

Patient roomDispenser

Marra et al [56,67], Magnus et al [32], and Sodré da Costa et al [33]

Hand hygiene eventsCommercial (NXT 1-L
model)

Patient roomDispenser

Scheithauer et al [57]

Documented activitiesCommercial (Ingo-man We-
co)

Throughout entire
facility

Dispenser

Electronic dispenser assisted by other sensors

Ellison et al [51]

Patient room entry/exit eventsN/AThroughout inten-
sive care units

Dispenser

Patient room entry/exit eventsN/APatient room en-
trance

Motion sensor

Sharma et al [61]

Patient room entry/exit eventsResearchHallwayDispenser

Patient room entry/exit eventsResearchExamination room
entrance

Motion sensor

Gaube et al [66]
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System metrics (hand hygiene oppor-
tunities)

System typeDevice locationPaper and system description

Patient room entry/exit eventsResearchPatient room and
hallway

Dispenser

Patient room entry/exit eventsResearchDispenserMotion sensor

Geilleit et al [53]

Patient room entry/exit eventsResearchExamination roomDispenser

Patient room entry/exit eventsResearchHCWs’b work areaMotion sensor

Patient room entry/exit eventsResearchExamination couch,
Chair

Pressure plate

Galluzzi et al [52,68]

Hand hygiene eventsResearchN/ADispenser

Hand hygiene eventsResearchHCWs (wristwatch)IMUc

Tobita et al [62]

Hand hygiene eventsResearchSinkDispenser

Hand hygiene eventsResearchSinkMicrophone

IMU and microphone

Uddin et al [63]

Hand hygiene eventsResearchHCWs (wristband)IMU

Li et al [69]

Hand hygiene eventsResearchHCWs (wristband)IMU

Ram et al [60]

Hand hygiene eventsResearchSoap barIMU

Wright et al [64] and Zillmer et al [65]

Hand hygiene eventsResearchSoap barIMU

Hand hygiene eventsResearchSoap barMicrophone

Wijayasingha et al [70]

Hand hygiene eventsResearchHCWs (wristwatch)IMU

Hand hygiene eventsResearchHCWs (wristwatch)Microphone

Miyazaki et al [58]

Hand hygiene eventsResearchSinkMicrophone

aN/A: not applicable.
bHCW: health care worker.
cIMU: inertial measurement unit.

Real-time Locating Systems
Of the 73 studies, 32 (44%) studies deployed RTLSs to track
hand hygiene compliance (details included in Table 4)
[67,71-101]. The RTLS was originally used to identify and track
the location of objects or people in real time within a specified
area. By sensing dispenser actuation and HCWs’ movements,
servers from an RTLS can measure HCWs’ hand hygiene
compliance rates as the ratio of dispenser actuation to the patient
room or area entry or exit events (as proxies for moments 1, 4,
and 5) [19]. On the basis of the underlying technology, we
divided these systems into 6 categories: radio-frequency
identification (RFID), infrared, ultrasound, Bluetooth low energy
(BLE), IEEE 802.15.4/ZigBee, and Wi-Fi.

Of the 32 studies, 10 (31%) developed or deployed an
RFID-based RTLS [71,73,75,76,83,84,90,93,97,99]. RFID uses
radio waves to identify and track tags attached to objects. RFID
tags can come in a variety of shapes and can be embedded into
HCWs’name tags, wristbands, bracelets, and even shoes. When
HCWs with RFID tags pass RFID readers, the readers detect
the HCWs’tags and then communicate the collected information
to a central server. To record HCWs’ hand hygiene events, 30%
(3/10) of studies placed RFID readers either next to dispensers
or embedded RFID readers into dispensers [71,76,93], and these
RFID readers were activated by dispensing events. By installing
RFID readers next to dispensers and at the entrance of patient
rooms or around patient beds, RFID-based RTLS could
recognize both hand hygiene events and the entry and exit of
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individuals into a patient room or a patient area
[73,75,83,84,90,99]. Furthermore, several other sensors were
used to assist in the observation of RFID-based RTLS, including
motion sensors (recording movements around patient beds),
IMUs (recording duration of hand hygiene events), and ethanol
sensors (recognizing alcohol-based hand rub events) [90,97,99].

Of the 32 studies, 8 (25%) studies adopted infrared-based RTLSs
to monitor hand hygiene compliance [72,74,77,86-89,98]. An
infrared transmitter uses infrared light pulses to transmit a
unique infrared code to its receiver, and the receiver can then
estimate their relative position inside a building. For all 8
studies, infrared transmitters were installed across health care
settings and continuously emitted their relative location
information (eg, patient room, patient bed, and hallway). In
addition, the transmitters were embedded in dispensers and
activated for a short period after dispenser actuation. The
infrared receivers were carried by HCWs and continuously
received location information from the transmitter and counted
HCWs’ hand hygiene events. In addition, 63% (5/8) of studies

used a wearable dispenser to facilitate HCWs’ hand hygiene
practices. Furthermore, an ethanol sensor was deployed in an
infrared-based RTLS to recognize hand rub events rather than
relying on a wall-mount dispenser [77].

Of the 32 studies, 2 (6%) studies deployed ultrasound-based
RTLSs [79,100]. Similar to other RTLS, ultrasound-based
RTLSs comprise transmitters, receivers, and dispensers.
Transmitters emit sound in the ultrasonic range, and receivers
detect these sounds and thus locate the transmitters. Unlike
infrared-based RTLSs, ultrasonic transmitters were typically
either placed in health care settings or carried by HCWs, and
thus the sound contained either location information or HCWs’
identity. Through the collected signals, the receivers could locate
the HCWs’ real-time location and recognize patient room
entry/exit events. When dispensers were used in
ultrasound-based RTLSs, transmitters or receivers were also
embedded in these dispensers and transmitted dispensing events
to the receivers.
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Table 4. Description of real-time locating system studies.

System metrics (hand hygiene
opportunities)

System typeDevice locationPaper and system description

Radio-frequency identification (RFID)

Decker et al [76]

Class schedulesResearchHCWsa (tag)RFID tag

Class schedulesResearchDispenserRFID reader

Bal et al [71]

Hand hygiene eventsResearchHCWs (tag)RFID tag

Hand hygiene eventsResearchDispenser and faucetRFID reader

Hand hygiene eventsResearchPatient room entrance and patient bedDispenser/faucet

Meydanci et al [93]

Hand hygiene eventsResearchHCWs (wristband)RFID tag

Hand hygiene eventsResearchDispenserRFID reader

Hand hygiene eventsResearchPatient room and hallwayDispenser

Boudjema et al [73] and Brouqui et al [75]

Patient area entry/exit eventsCommercial (MediHandTrace)HCWs (shoes)RFID tag

Patient area entry/exit eventsCommercial (MediHandTrace)Floor (embedded under the dispenser, patient
room, and area entrance)

RFID reader

Patient area entry/exit eventsCommercial (MediHandTrace)Patient room and hallwayDispenser

Jain et al [83]

Patient room entry/exit eventsResearchHCWs (tag)RFID tag

Patient room entry/exit eventsResearchDispenser and patient room entranceRFID reader

Patient room entry/exit eventsResearchPatient room and hallwayDispenser

Johnson et al [84]

Patient room entry/exit eventsResearchHCWs (tag)RFID tag

Patient room entry/exit eventsResearchPatient room entranceRFID reader

Patient room entry/exit eventsResearchPatient room entranceDispenser

Radhakrishna et al [99]

Patient area entry/exit eventsResearchHCWs (tag)RFID tag

Patient area entry/exit eventsResearchPatient trolley (around patient bed)RFID reader

Patient area entry/exit eventsResearchPatient trolley (around patient bed)Dispenser

Patient area entry/exit eventsResearchPatient trolley (around patient bed)Motion sensor

Levin et al [90]

Patient area entry/exit eventsResearchHCWs (bracelet)RFID tag

Patient area entry/exit eventsResearchPatient bed, DispenserRFID reader

Patient area entry/exit eventsResearchN/AbDispenser

Patient area entry/exit eventsResearchHCWs (bracelet)IMUc

Pleteršek et al [97]

Hand hygiene eventsResearchHCWs (tag)RFID tag

Hand hygiene eventsResearchHCWs (tag), Patient room entranceEthanol sensor

Infrared

Baslyman et al [72]
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System metrics (hand hygiene
opportunities)

System typeDevice locationPaper and system description

Patient area entry/exit eventsCommercial (Ekahau)Patient bed, patient room entrance, dispenser,
and hallway

Infrared transmitter

Patient area entry/exit eventsCommercial (Ekahau)HCWs (tag)Infrared receiver

Patient area entry/exit eventsCommercial (Ekahau)Patient roomDispenser

Boyce et al [74]

Patient area entry/exit eventsResearchPatient bed, dispenser, hallway, and nurse stationInfrared transmitter

Patient area entry/exit eventsResearchHCWs (tag)Infrared receiver

Patient area entry/exit eventsResearchN/ADispenser

Levchenko et al [86-89] and Pong et al [98]

Patient room entry/exit eventsResearchIndividual patient environments, room entrances,
shared bathrooms, dirty utility rooms (ceiling),
and dispenser

Infrared transmitter

Patient room entry/exit eventsResearchHCWs (tag)Infrared receiver

Patient room entry/exit eventsResearchN/AWall-mount dispenser

Patient room entry/exit eventsResearchHCWsWearable gel dispenser

Dyson et al [77]

Patient area entry/exit eventsN/APatient room and area entrance and sink (ceiling)Infrared transmitter

Patient area entry/exit eventsN/AHCWs (tag)Infrared receiver

Patient area entry/exit eventsN/AHCWs (tag)Ethanol sensor

Ultrasound

Fisher et al [79]

Patient area entry/exit eventsN/APatient bed and dispenserUltrasound transmitter

Patient area entry/exit eventsN/AHCWs (tag)Ultrasound receiver

Patient area entry/exit eventsN/APatient roomDispenser

Srigley et al [100]

Hand hygiene eventsN/AHCWs (tag)Ultrasound transmitter

Hand hygiene eventsN/APatient room, hallway, and dispenserUltrasound receiver

Hand hygiene eventsN/AN/ADispenser

Bluetooth low energy (BLE)

Karimpour et al [85]

Patient area entry/exit eventsResearchRoomBLE transmitter

Patient area entry/exit eventsResearchHCWs (smartphone)BLE receiver

Misra et al [94]

Patient area entry/exit eventsResearchPatient bed and dispenserBLE transmitter

Patient area entry/exit eventsResearchHCWs (smartphone)BLE receiver

Patient area entry/exit eventsResearchPatient bedDispenser

Marques et al [91]

Patient area entry/exit eventsResearchPatient room and area entrance, sink, and dis-
penser

BLE transmitter

Patient area entry/exit eventsResearchHCWs (smartphone)BLE receiver

Patient area entry/exit eventsResearchPatient room and area entranceDispenser

IEEE 802.15.4/ZigBee

Marra et al [67] and Filho et al [78]
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System metrics (hand hygiene
opportunities)

System typeDevice locationPaper and system description

Patient area entry/exit eventsCommercial (Infectrack Sys-
tem)

HCWs (tag)ZigBee transmitter

Patient area entry/exit eventsCommercial (Infectrack Sys-
tem)

Patient bed and dispenserZigBee receiver

Patient area entry/exit eventsCommercial (Infectrack Sys-
tem)

Patient roomDispenser

Fries et al [80], Herman et al [81], Hornbeck et al [82], Polgreen et al [92], and Monsalve et al [95,96]

Patient area entry/exit eventsResearchPatient bed and dispenserIEEE 802.15.4 transmit-
ter

Patient area entry/exit eventsResearchHCWs (tag)IEEE 802.15.4 receiver

Patient area entry/exit eventsResearchPatient roomDispenser

Wi-Fi

Wan et al [101]

Hand hygiene eventsResearchRoom and sinkWi-Fi transmitter

Hand hygiene eventsResearchHCWs (tag)Wi-Fi receiver

Hand hygiene eventsResearchRoomSink

aHCW: health care worker.
bN/A: not applicable.

Of the 32 studies, 3 (9%) studies developed RTLSs based on
BLE technology [85,91,94]. BLE or Bluetooth is a wireless
technology standard used for exchanging data between devices
through ultra–high-frequency radio waves. These BLE-based
RTLSs also contained transmitters (or beacons), BLE receivers,
and dispensers. These transmitters were used as location
reference points by placing BLE transmitters in health care
settings. BLE receivers brought by HCWs could detect HCWs’
real-time location to infer patient room entry/exit events. Unlike
the aforementioned RTLSs, BLE receivers could be HCWs’
own smartphones instead of carrying additional equipment. To
measure hand hygiene events, dispensers triggered the embedded
BLE transmitters once they were actuated.

Of the 32 studies, 8 (25%) studies used IEEE 802.15.4 or
ZigBee-based RTLSs [67,78,80-82,92,95,96]. IEEE 802.15.4
is a wireless standard capable of low-power, low-cost wireless
communication between devices with lower power consumption.
ZigBee is a wireless mesh network specification based on the
IEEE 802.15.4 standard [118]. Similar to other RTLSs, they
comprise transmitters, receivers, and dispensers. Transmitters
were either carried by HCWs or placed in a health care
environment. Two individual systems were used in the studies,
including one commercial system (Infectrack System,
i-HealthSys) based on ZigBee and one in-house system based
on IEEE 802.15.4. After collecting the relative distance and/or
HCWs’ identity from transmitters, receivers could identify
HCWs’ movement when HCWs entered or exited patient areas.
The transmitters or receivers were also embedded inside
dispensers to recognize hand hygiene events.

The last technology used in RTLSs was Wi-Fi [101]. Wi-Fi is
a family of wireless network protocols for building wireless

network connections between devices through radio waves.
Wi-Fi transmitters were deployed across a room and above a
sink, and when HCWs triggered the dispenser next to the sink,
the dispenser transmitted the dispensing event to a server
through the sink transmitter. The receivers were carried by
HCWs, scanned for transmitters in the environment, and
periodically uploaded their location to a server.

Quality Monitoring Systems
Of the 89 studies, 21 (24%) studies evaluated hand hygiene
quality as performed by HCWs, grouped into 2 categories based
on their measurement methods: (1) compliance with the WHO
6-step hand hygiene techniques (14/21, 67%) and (2) surface
coverage or illumination reduction of fluorescent substances
(7/21, 33%).

Compliance With WHO 6-Step Hand Hygiene
Techniques
Of the 21 studies, 14 (67%) studies used a variety of sensors to
monitor hand hygiene quality based on compliance with the
WHO 6-step hand hygiene techniques (Figure 2). A common
practice was to detect the duration of hand hygiene, which is
considered a key indicator of quality [13,119]. Furthermore,
these systems could recognize HCWs’ hand motions as
belonging to the individual steps from the WHO 6-step hand
hygiene techniques. As such, these systems provided more
details regarding HCWs’ hand hygiene performance, including
missed steps and out-of-order sequences, as noncompliance
with all steps of hand hygiene procedures fails to cover all skin
surfaces [14,20]. In these studies, sensors were either placed in
the environment or attached to HCWs to monitor their hand
hygiene performance (details are included in Table 5).
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Table 5. Description of studies monitoring compliance with the WHOa 6-step hand hygiene techniques.

System metrics (compliance with hand hygiene tech-
niques)

System typeDevice locationPaper and system description

Environmental sensor

Khan et al [106]

Hand hygiene durationResearchSinkRGBb camera

Hand hygiene durationResearchSinkMotion sensor

Lacey et al [103]

An unknown number of individual steps (WHO 6-step
hand hygiene technique)

Commercial (Sure-
Wash)

SinkRGB camera

Camilus et al [102]

6 individual steps (WHO 6-step hand hygiene technique)
and 1 wild hand hygiene technique

ResearchSinkDepth camera

Zhong et al [104]

9 individual steps (WHO 6-step hand hygiene technique)ResearchSinkDepth camera

Khamis et al [105]

9 individual steps (WHO 6-step hand hygiene technique)ResearchSinkmmWave radar

Wearable sensor

Galluzzi et al [52,68]

12 individual steps (WHO 6-step hand hygiene tech-
nique), 1 wild hand hygiene technique

ResearchHCWsd (wristwatch)IMUc

Li et al [69]

13 individual steps (WHO 6-step hand hygiene tech-
nique)

ResearchHCWs (wristwatch)IMU

Wijayasingha et al [70]

9 individual steps (WHO 6-step hand hygiene technique)ResearchHCWs (wristwatch)IMU

9 individual steps (WHO 6-step hand hygiene technique)ResearchHCWs (wristwatch)Microphone

Banerjee et al [107]

6 individual steps (self-defined hand hygiene technique)ResearchHCWs (armband)IMU

Kutafina et al [108,109]

9 individual steps (WHO 6-step hand hygiene technique)ResearchHCWs (armband)IMU

9 individual steps (WHO 6-step hand hygiene technique)ResearchHCWs (armband)sEMGe

Wang et al [110]

14 individual steps (WHO 6-step hand hygiene tech-
nique)

ResearchHCWs (armband)IMU

14 individual steps (WHO 6-step hand hygiene tech-
nique)

ResearchHCWs (armband)sEMG

Zhong et al [41]

7 individual steps (self-defined hand hygiene technique)ResearchHCWs (chest)RGB camera

aWHO: World Health Organization.
bRGB: red green blue.
cIMU: inertial measurement unit.
dHCW: health care worker.
esEMG: surface electromyography.

Of the 14 studies, 5 (36%) studies measured compliance with
the WHO 6-step hand hygiene techniques by placing sensors
in the environment [102-106]. Khan et al [106] placed an RGB

camera and a motion sensor above the sink in operation rooms
to monitor HCWs’ hand hygiene duration. Lacey et al [103]
used a commercial automatic video auditing system (SureWash,
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GLANTA Ltd) to monitor HCWs’ compliance with the WHO
6-step techniques. Camilus et al [102] and Zhong et al [104]
installed an RGB-depth camera (Kinect) above a sink to record
hand hygiene events. Hand hygiene videos with stereo
information were then analyzed by classifying each frame as
an individual step from the 6-step hand hygiene techniques.
Instead of using optical sensors, Khanmis et al [105] installed
an mmWave sensor above a sink to measure hand hygiene
performance. The mmWave is a sensing technology for detecting
objects and provides the range, velocity, and angle of these
objects. By using the generated frames from mmWave signals,
they could classify each frame as one of the nine individual
steps in line with the 6-step hand hygiene techniques.

Of the 14 studies, 9 (64%) studies monitored compliance with
hand hygiene guidelines by attaching wearable sensors to HCWs
[41,52,68-70,107-110]. Of these, the IMU was the most popular
sensor and was used in 89% (8/9) of studies with several
supplementary sensors. As mentioned above, the IMU can
measure a body’s specific force, angular rate, and orientation.
Approximately 44% (4/9) of studies used the IMU of
wristwatches to collect physical signals during hand hygiene
events and classified hand motion within a certain time frame
as one of the several individual steps of the 6-step hand hygiene
techniques [52,68-70]. In addition, microphones have been
combined with IMUs to evaluate hand hygiene performance,
as the additional audio data could further improve the system
accuracy [70]. Owing to hygiene reasons, 44% (4/9) of studies
used sensor armbands (Myo armband, North Inc) with IMU to
detect HCWs’ compliance with hand hygiene techniques
[107-110]. Of these 4 studies, 3 (75%) studies used both IMU
and surface electromyography (sEMG) sensors from Myo
armbands to recognize individual steps in line with 6-step hand
hygiene techniques [108-110]. The sEMG sensor is an
electrochemical sensor that detects biopotentials using electrodes
placed on the skin. In contrast to the aforementioned studies,
Zhong et al [41] attached an RGB camera to HCWs’ chests.
The camera recorded HCWs’ hand hygiene practices, and then
the collected RGB videos were processed by a deep learning
algorithm (two-stream convolutional neural network) to classify
hand motions into 7 self-defined hand hygiene steps.

Surface Coverage or Illumination Reduction of
Fluorescent Substances
Of the 21 studies, 7 (33%) studies used fluorescent substances
to automatically examine hand hygiene quality by computer

vision algorithms. However, the means of detecting the quality
of handwash and hand rub were distinct. For handwash,
participants first applied fluorescent dye on their entire hands
and then washed their hands with soap and tap water thoroughly.
For hand rub, a hand disinfectant was mixed with a fluorescent
dye, and participants used the disinfectant to perform an episode
of hand rub. Then, their hands were checked under a UV light
lamp and photographed using RGB cameras for further analysis.
By comparing the disinfected areas that glowed under UV light
and were free from pathogens, Lehotsky et al [120] stated that
fluorescent substances could highlight the areas of the hand
surface that were adequately disinfected with acceptable
accuracy (95% sensitivity and 98% specificity). UV tests have
been widely used to assess hand hygiene quality in medical
education because of their easy application, low associated
costs, and well-visible results [22].

There were two main ways to automatically analyze the
collected RGB images: detecting illumination reduction before
and after an episode of handwash or measuring the surface
coverage of fluorescent substances (details included in Table
6). Approximately 29% (2/7) of studies calculated the
illumination difference of fluorescent substances before and
after an episode of handwash using Adobe Photoshop (Adobe
Inc) and MATLAB (The Math Works, Inc) [25,111]. Hand
hygiene quality was then measured by the value of illumination
difference, where a bigger difference indicates better hand
hygiene performance and vice versa.

Of the 7 studies, 5 (71%) studies analyzed the collected images
from both handwash and hand rub by measuring the surface
coverage of fluorescent substances [112-116]. For hand rub,
the hand rub quality was acceptable if all areas were bright
without dark spots, therefore suggesting that all parts of the
hand were covered homogeneously with disinfectant [22].
Approximately 40% (2/5) of studies focused on measuring the
surface coverage of fluorescent substances after hand rub by
applying clustering algorithms [112,113]. For handwash, as
fluorescent substances contaminated hands in advance, the
handwash quality was measured by the range of cleaned hand
areas (dark areas). Approximately 60% (3/5) of studies applied
specific threshold values or deep learning algorithms to measure
handwash quality [114-116].
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Table 6. Description of studies monitoring surface coverage or illumination reduction of fluorescent substances.

System metrics (illumination reduction or surface coverage)System typeDevice locationPaper and system description

Illumination reduction

Deochand et al [25]

Illumination reduction (whole hand)ResearchHCWsa (hand)Fluorescent substance

Illumination reduction (whole hand)ResearchOpaque boxUV lamp

Illumination reduction (whole hand)ResearchOpaque boxRGBb camera

Pellegrino et al [111]

Illumination reduction (whole hand)ResearchHCWs (hand)Fluorescent substance

Illumination reduction (whole hand)ResearchDark roomUV lamp

Illumination reduction (whole hand)ResearchDark roomRGB camera

Surface coverage

Srisomboon et al [112]

Surface coverage (pixel)ResearchHCWs (hand)Fluorescent substance

Surface coverage (pixel)ResearchOpaque boxUV lamp

Surface coverage (pixel)ResearchOpaque boxRGB camera

Szilágyi et al [113]

Surface coverage (pixel)ResearchHCWs (hand)Fluorescent substance

Surface coverage (pixel)ResearchOpaque boxUV lamp

Surface coverage (pixel)ResearchOpaque boxRGB camera

Yamamoto et al [114,115]

Surface coverage (segment)ResearchHCWs (hand)Fluorescent substance

Surface coverage (segment)ResearchOpaque boxUV lamp

Surface coverage (segment)ResearchOpaque boxRGB camera

Naim et al [116]

Surface coverage (pixel)ResearchHCWs (hand)Fluorescent substance

Surface coverage (pixel)ResearchOpaque boxUV lamp

Surface coverage (pixel)ResearchOpaque boxRGB camera

aHCW: health care worker.
bRGB: red green blue.

Discussion

Recently, there has been increased interest in developing
electronic monitoring systems to serve as an alternative or
supplementary hand hygiene monitoring approach [19].
However, electronic hand hygiene monitoring systems do have
limitations. The following sections discuss the limitations related
to accuracy, data integration, privacy and confidentiality,
potential risks, usability, associated costs, and infrastructure
improvements [19,121].

System Accuracy
The system accuracy of electronic hand hygiene monitoring
systems is the top concern for HCWs [121,122]. However,
systems come with different metrics without standardized
measurement tools. System accuracy is also affected by technical
issues and geometric constraints.

The metrics often vary substantially in different types of
electronic hand hygiene monitoring systems. For electronic
hand hygiene compliance monitoring systems, the metrics are
based on the number of detectable moments for hand hygiene
described by the WHO (Figure 1). A total of 4 different metrics
were mentioned in the included studies: (1) hand hygiene events,
(2) patient room entry/exit events, (3) patient area entry/exit
events, and (4) the WHO 5 moments for hand hygiene.
Similarly, the metrics for electronic hand hygiene quality
monitoring systems are also disparate. One way to measure
HCWs’ hand hygiene quality is through detecting their
compliance with the WHO 6-step hand hygiene techniques
(Figure 2). However, different systems often recognize different
sets of individual steps of standardized techniques, which can
vary between 6 and 14 individual steps. Detecting illumination
reduction or surface coverage of fluorescent substances is
another way to measure hand hygiene quality; however, different
studies come with different metrics. Several systems can detect
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pixel or segment levels of fluorescent areas from the collected
RGB images; however, others measure the illumination
reduction of the entire hand. Therefore, system results may not
accurately reflect HCWs’hand hygiene compliance and quality,
and results cannot be compared between different studies
without further processing.

Technical issues dramatically affect system accuracy. One of
the major concerns is hardware limitations, which result in
systems not functioning well under certain situations. For
instance, infrared-based RTLS could fail to work if an infrared
transmitter or receiver taken by a person is obscured by objects
or cloths as the infrared wave cannot penetrate opaque materials
[123]. Systems using ethanol sensors to track alcohol-based
hand rubs cannot sense HCWs’ handwash events [77]. Systems
solely relying on motion sensors (ie, without user identity)
cannot provide information on who enters or exits patient rooms.
Other systems also suffer from reflected signals, signal noise,
and interference. Moreover, the algorithms used in these systems
may introduce a variety of errors. An example is that machine
learning algorithms used to recognize HCWs’ compliance with
WHO 6-step hand hygiene techniques can generate incorrect
classifications [110]. In some extreme cases, these algorithms
may not correctly recognize any individual steps and provide
an entire sequence of erroneous predictions. Thus, both hardware
and algorithm limitations need to be considered when
implementing hand hygiene monitoring systems, and effective
validation of an electronic hand hygiene monitoring system is
required to identify associated technical issues.

System accuracy is also influenced by geometric constraints.
To protect patient privacy, studies may attach a curtain in front
of cameras [36] or point them toward nonsensitive regions only
(handwashing sinks and sanitizer dispensers) [38], which may
not allow observation of all hand hygiene opportunities and
events and further affect system accuracy. Furthermore, systems
based on wearable devices are restricted by device position. For
example, recent studies have relied on sensor armbands to detect
hand hygiene quality; however, their system accuracy is greatly
affected by the actual armband position on the arm [110].

Data Integration
The use of multiple types of sensor data and system records
raises new challenges for data integration. Systems use multiple
sensors to collect more reliable, accurate, and useful information
required for hand hygiene monitoring; however, sensor data
fusion comes with problems and issues. One of the most
common issues is sensor registration and calibration, as
individual sensors have their own local reference frames [124].
Studies applied varying technologies to convert different data
from multiple sensors (eg, IMU and sEMG) into one reference
frame and starting time, including network time protocols,
event-based synchronization methods, and their combination
[125,126]. During data fusion and calibration, diverse formats
of sensor data could also generate noise and ambiguity, resulting
in competitive and conflicting errors, and adding redundancy
of sensor data is one of the solutions to increase system
reliability [124]. Other issues with multiple sensor data include
granularity, timescale, and frequency [124].

Integrating hand hygiene data observed by different systems is
another challenge. To increase result accuracy and credibility,
studies might use multiple complementary systems to monitor
hand hygiene compliance or quality among the same group of
HCWs. However, the metric for each observation method was
different, and a lack of correlation with their results raised
concerns regarding data validity [32]. In addition, different data
and result formats raise issues of data integration and require
conversion. Moreover, systems could simultaneously observe
hand hygiene compliance and quality; however, the means to
store and retrieve the records of compliance rate and quality are
unclear [41,52,68-70].

Privacy and Confidentiality
Privacy and confidentiality are two other major concerns
associated with electronic hand hygiene monitoring systems.
Privacy concerns are known to influence HCWs’ attitudes
toward electronic hand hygiene monitoring systems [19]. Some
HCWs perceive these systems as an invasion of their privacy
and a pretext for constant surveillance of their daily activities,
which makes HCWs distrust these systems and refuse to change
their hand hygiene behaviors [121]. Electronic hand hygiene
monitoring systems also create special challenges regarding
patient privacy [127]. Studies using video cameras to monitor
all 5 moments of hand hygiene would require constant video
surveillance of patients and patient rooms, resulting in violation
of patient privacy [26]. However, limited studies have mentioned
patient privacy protection before implementing electronic hand
hygiene systems. Moreover, constant surveillance through
electronic hand hygiene monitoring systems might raise legal
issues, resulting in systems that are unpractical in health care
settings, especially when involving cameras and microphones.

The continuous collection of personal data in unprecedented
volumes also raises data security concerns [128]. During data
collection and storage, users’ personal information can be
exposed to unauthorized third parties, and the collected data
can also be modified or altered through communication
protocols (eg, Wi-Fi and Bluetooth) [128]. Furthermore, use
scenarios of the collected data are another noticeable concern
in hand hygiene monitoring systems for HCWs. Ellingson et al
[122] noted that HCWs were worried about the potential use of
adherence data for punitive purposes. Thus, an efficient
communication mechanism should be established to provide
information to HCWs on what data will be collected and stored
and how data will be used [121].

Potential Risks
HCWs may face some potential risks caused by electronic hand
hygiene monitoring systems. One potential risk is UV-related
skin and eye damage caused by UV lamps, which are used to
detect HCWs’ hand hygiene quality [129,130]. Efficient
preventive measures should be placed to protect HCWs’ safety
and control their daily exposure under a threshold limit of 3.0

mJ/cm2 [129]. Wearable sensors have gained popularity to assess
HCWs’hand hygiene quality, especially wristwatches. However,
wearing rings, wristwatches, and bracelets could cause hand
contamination [131]; therefore, it is challenging to use
wristwatches to monitor hand hygiene procedure compliance,
as it can possibly defeat the purpose. Moreover, Ward et al [26]
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noted that during the demolition and installation of monitoring
systems in health care, the released particulates such as mold
or fungus might increase the risk of infection.

Another risk of deploying electronic hand hygiene systems is
radio-frequency interference (RFI) with medical devices. RFI,
known as a subset of electromagnetic interference, has been
reported to cause medical device failure because of interference
from various emitters of radio-frequency energy [132].
Badizadegan et al [133] reported that RFI could also result in
erroneous laboratory results. Specifically, van der Togt et al
[134] noted that RFID might induce potentially hazardous
incidents in medical devices. To prevent RFI-associated medical
device failures, system designers and device manufacturers
should ensure conformance with current RFI standards, and
on-site electromagnetic interference tests are required during
implementation [132].

Usability
Another challenge for implementing electronic hand hygiene
monitoring systems in health care is usability, as the technology
may interrupt HCWs’ daily workflow to ensure the proper
functioning of systems. These usability problems consist of
hardware and information delivery. Conway et al [121]
summarized hardware-associated usability problems of
compliance monitoring systems, including wearable tags (1) as
heavy, bulky, and difficult to use; (2) requiring battery power,
but batteries are not durable with frequent battery failures; and
(3) requiring HCWs to wear them in certain positions. Other
usability problems, such as limited sensing range and angles,
require HCWs to change their behavior to ensure that systems
work properly [77].

Similarly, usability issues also exist when delivering HCWs’
hand hygiene performance information. For hand hygiene
compliance monitoring, systems use different types of instant
prompts (eg, visual reminders, auditory reminders, vibrations,
face-to-face feedback, and olfactory stimulus) to remind HCWs
regarding missed hand hygiene opportunities; however, these
prompts are associated with several usability problems. For
example, Dyson et al [77] noted that systems using visual
prompts with a red light could cause patient anxiety. Regarding
instant prompts for inadequate hand hygiene quality, most
systems are designed for medical training purposes, and thus,
efficient delivery of instant feedback to HCWs about hand
hygiene quality and integrating these systems into their daily
routines are still open challenges.

Associated Costs and Infrastructure Improvements
Implementing an electronic hand hygiene monitoring system
in health care facilities comes with high costs and infrastructure
improvements [19,26,121]. Using electronic systems first
requires expenditure on equipment and installation costs, which
vary with the selected systems [19,26,121]. Morgan et al [59]
estimated that the installation of electronic dispenser–assisted
systems in a 15-bed intensive care unit requires a cost between
US $30,000 and US $40,000. Another study installed 21 video
cameras in the hallways and patient rooms of a 17-bed intensive
care unit, costing US $50,000 [38]. For community settings,
installing a complete set of electronic hand hygiene monitoring

systems is not realistic. Instead of fixing sensors in the
environment, studies attached wearable sensors to HCWs or
embedded sensors into soap bars to track HCWs’ hand hygiene
events from their daily routines, which are more scalable and
economical.

Except for expenditures on equipment and installation costs,
maintenance and personnel costs represent a larger part of
system-associated costs. Maintenance costs include system
updates, hand rub and soap supplies, an increase in monitored
HCWs, and replacement of batteries and defective devices [19].
For in-house systems, technology does not guarantee accurate
measurements and requires continuous iteration developments,
resulting in maintenance costs and increased personnel needs.
Application-assisted direct observation and camera-assisted
observation with human auditors are associated with high
personnel costs, as these systems require in-house or remote
auditors to continually observe hand hygiene opportunities and
events.

The installation of electronic hand hygiene systems may disrupt
physical infrastructure and require infrastructure improvements.
Conway et al [121] noted that infrastructure improvements
comprise existing dispenser replacement and fixed hard wiring.
As wireless network infrastructure also dramatically affects the
system performance, it should be arranged and updated when
deploying such systems in health care facilities with outdated
network infrastructure.

Performance Feedback
An important but sometimes overlooked aim of deploying
electronic hand hygiene monitoring systems in health care
settings is to provide educational interventions to HCWs and
improve their practices. The intervention methods used in the
included studies comprised instant prompts and periodic
summaries.

To remind HCWs about missed hand hygiene opportunities,
systems may provide instant prompts when noncompliance is
detected. Instant prompts comprise visual reminders, auditory
reminders, vibrations, face-to-face feedback, olfactory stimuli,
and their combinations. To improve HCWs’ hand hygiene
quality, systems also provide instant prompts when detecting
hand hygiene events with inadequate quality. Instant prompts
include reminding HCWs about missed steps and disordered
sequences of the WHO 6-step hand hygiene techniques and
visualizing unclean areas from recorded UV test images.
Periodic summaries are also widely adopted to improve HCWs’
hand hygiene compliance and quality. Systems deliver periodic
summaries to HCWs through reports, dashboards, games, notice
boards/monitors, face-to-face feedback, and their combinations.

The included studies also delivered hand hygiene feedback by
combining both instant prompts and periodic summaries. For
example, Ellison et al [51] adopted auditory reminders as instant
prompts and delivered periodic summaries through specific
monitor screen savers to remind HCWs of hand hygiene
compliance.

Nevertheless, each instant prompt type is associated with
specific drawbacks. For visual reminders, Dyson et al [77] noted
that red light light-emitting diodes (LEDs) on badges might
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cause patient anxiety, so the color of badge LEDs should be
adjustable and provide an option to disable the LEDs when
necessary. Regarding auditory reminders, Baslyman et al [72]
noted that sending audible alerts during the night is not
acceptable as most patients are sleeping. Face-to-face feedback
is associated with the Hawthorne effect, which causes different
hand hygiene behaviors from their daily routines [30]. Using
unpleasant odors is also not suitable for most health care
facilities as they may cause physical discomfort.

Regarding periodic summaries, designing understandable
periodic summaries for HCWs with different educational
backgrounds is a challenge [121]. Conway et al [48] noted that
HCWs or managers might have difficulty reading and
interpreting periodic reports with charts. Efficiently
disseminating collected information to HCWs and keeping them
informed is challenging as well, as many HCWs have reported
never or inconsistently receiving their performance information
[48]. Moreover, ensuring that periodic summaries are used to
drive hand hygiene improvement instead of punishment is
another challenge. Hand hygiene improvement might be
short-lived and moderate without HCWs’engagement, constant
feedback delivery, detailed action plans, and leadership support
[121].

By constantly delivering feedback to HCWs and educating
HCWs and medical students on the importance of hand hygiene
and the correct procedures, HCWs are likely to improve their
hand hygiene techniques and habits. In Multimedia Appendices
3 [53,66,67,77,79,89,98,111], 4 [35,38,39,44,48,51,79,106],
and 5 [30,51,88,89], we summarize the performance
improvements of HCWs in studies that implemented instant
prompts, periodic summaries, or their combinations. However,
HCWs have diverse feedback needs. For example, Conway et
al [121] and Levchenko et al [89] noted that most HCWs prefer
instant prompts rather than periodic summaries, and their
compliance rates increased immediately after receiving instant
prompts. Nevertheless, Levchenko et al [89] also mentioned
that a few HCWs improved their compliance only after they
reviewed their individual results.

Implications
Owing to the high level of heterogeneity of the included studies,
it is difficult to compare and analyze data across studies. A
noticeable difference across the included studies was the variety
of system metrics. To generate quantitative analyses, a high
degree of standardization is required. Thus, standardized metrics
across different hand hygiene monitoring systems need to be
established based on system hardware limitations and WHO
recommendations. For instance, the number of individual steps
of the WHO 6-step hand hygiene techniques can be set to 9 in
line with the WHO guideline as steps 3, 6, and 7 (shown in
Figure 2) require repeats for both hands.

Given the recent advancements in sensing technologies, hand
hygiene monitoring systems can adopt previously unused
technology infrastructure or sensors to monitor HCWs’ hand
hygiene performance. For example, the aforementioned systems
require a dedicated device being carried by HCWs to trace their
indoor locations. Li et al [135] achieved device-free indoor
location tracking by using commodity Wi-Fi, which has been

installed in most health care facilities. Conversely, hand hygiene
monitoring systems can apply new algorithms to improve their
system accuracy. For example, previous studies adopted a
hidden Markov model to classify the individual steps of 6-step
techniques or smooth classification results, which assumes that
HCWs will perform hand hygiene procedures according to
predefined orders. However, once this assumption is relaxed,
the performance of these systems dramatically drops [69].
Instead, classification results smoothed by change point
detection algorithms (eg, E.Divisive [136]) might ease the
performance decrease.

Hand hygiene monitoring systems and collected data can also
be used to solve other hand hygiene–related issues. For example,
systems detecting surface coverage of fluorescent substances
could be considered as an alternative method to validate the
efficacy of newly proposed hand hygiene techniques instead of
microbiological tests, as fluorescent substances could highlight
the hand surface areas that are adequately disinfected with
acceptable accuracy [120]. Similarly, studies have used hand
hygiene behavior data to monitor participants’ levels of
dementia, Alzheimer disease, and obsessive-compulsive disorder
[137,138]. Furthermore, hand hygiene compliance history has
been used to simulate the transmission of HAIs in health care
settings [139].

Limitations
This study has several limitations. Some relevant studies may
have been missed because of the keywords and databases chosen
for the search query. Furthermore, some relevant studies may
not have been included if they were not published in English,
were outside the specified time frame, or did not provide
adequate technical information.

Specifically, we included all types of studies regardless of their
maturity, as it helps summarize the latest technological
developments in electronic hand hygiene monitoring systems.
However, early-stage or preliminary studies or methodology
studies may present incomplete data or a lack of results. Owing
to the heterogeneity of the studies and sparse metrics, we could
not conduct a meta-analysis for the study population, system
accuracy, and intervention effectiveness. In addition, because
of the significant heterogeneity, we could not evaluate the risk
of bias for each study using standardized automation tools and
assess the certainty of the included studies.

This review describes different technologies for hand hygiene
monitoring. Nevertheless, since we adopted the narrative
approach to synthesize the outcomes rather than a meta-analysis,
we did not assess the risk of bias because of missing results.

Conclusions
Our review provides an overview of the latest technological
developments in electronic hand hygiene monitoring systems
that measure compliance or quality. Systems utilize
application-assisted direct observation, camera-assisted
observation, sensor-assisted observation, and RTLS to monitor
HCWs’compliance rates. For quality monitoring, systems either
measure compliance with the WHO 6-step hand hygiene
techniques or detect surface coverage or illumination reduction
of fluorescent substances. Despite the technologies used in these
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systems, we identify system-associated issues and challenges,
including system accuracy, data integration, privacy and
confidentiality, potential risks, usability, and associated costs
and infrastructure improvements. Owing to the narrative
approach adopted in these studies, more research is required to
establish standardized metrics to measure system performance

differences among electronic hand hygiene monitoring systems.
With sensing technologies and algorithms continually advancing,
more research is needed on their implementation to improve
system performance and address other hand hygiene–related
issues.
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Abstract

Background: Sleep apnea is a respiratory disorder characterized by frequent breathing cessation during sleep. Sleep apnea
severity is determined by the apnea-hypopnea index (AHI), which is the hourly rate of respiratory events. In positional sleep
apnea, the AHI is higher in the supine sleeping position than it is in other sleeping positions. Positional therapy is a behavioral
strategy (eg, wearing an item to encourage sleeping toward the lateral position) to treat positional apnea. The gold standard of
diagnosing sleep apnea and whether or not it is positional is polysomnography; however, this test is inconvenient, expensive, and
has a long waiting list.

Objective: The objective of this study was to develop and evaluate a noncontact method to estimate sleep apnea severity and
to distinguish positional versus nonpositional sleep apnea.

Methods: A noncontact deep-learning algorithm was developed to analyze infrared video of sleep for estimating AHI and to
distinguish patients with positional vs nonpositional sleep apnea. Specifically, a 3D convolutional neural network (CNN)
architecture was used to process movements extracted by optical flow to detect respiratory events. Positional sleep apnea patients
were subsequently identified by combining the AHI information provided by the 3D-CNN model with the sleeping position
(supine vs lateral) detected via a previously developed CNN model.

Results: The algorithm was validated on data of 41 participants, including 26 men and 15 women with a mean age of 53 (SD
13) years, BMI of 30 (SD 7), AHI of 27 (SD 31) events/hour, and sleep duration of 5 (SD 1) hours; 20 participants had positional
sleep apnea, 15 participants had nonpositional sleep apnea, and the positional status could not be discriminated for the remaining
6 participants. AHI values estimated by the 3D-CNN model correlated strongly and significantly with the gold standard (Spearman
correlation coefficient 0.79, P<.001). Individuals with positional sleep apnea (based on an AHI threshold of 15) were identified
with 83% accuracy and an F1-score of 86%.

Conclusions: This study demonstrates the possibility of using a camera-based method for developing an accessible and easy-to-use
device for screening sleep apnea at home, which can be provided in the form of a tablet or smartphone app.

(J Med Internet Res 2021;23(11):e26524) doi: 10.2196/26524
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Introduction

Sleep apnea is a chronic respiratory disorder occurring due to
frequent respiratory airflow reduction during sleep. Cessation
of airflow lasting for more than 10 seconds is called apnea,
whereas partial reduction in airflow by more than 30% for at
least 10 seconds—in association with more than a 3% drop in

blood oxygen saturation level or arousals—is called hypopnea.
Sample images indicating the chest movements during normal
breathing, hypopnea, and apnea are shown in Figure 1. The
apnea-hypopnea index (AHI) is an indicator of the severity of
sleep apnea, which measures the hourly occurrence rate of
apneas and hypopneas [1]. Untreated sleep apnea raises the risk
of hypertension, heart diseases, and stroke [2].

Figure 1. Sample sum of chest and abdomen movements in (A) apnea, (B) hypopnea, and (C) normal breathing.

Positional sleep apnea refers to sleep apnea patients for whom
the AHI in the supine sleeping position is at least 50% higher
than that in the nonsupine sleeping positions [3]. Recent studies
have shown that changing to a lateral sleeping position can
decrease the AHI for patients with positional sleep apnea [4].
This behavioral intervention is known as “positional therapy,”
and is an effective noninvasive and nonpharmaceutical treatment
for those with positional sleep apnea [5].

The current clinical approach to diagnose sleep apnea and to
determine whether or not it is positional is based on

polysomnography (PSG). However, PSG requires connecting
more than 20 sensors to a user, which is inconvenient. A trained
sleep technician manually analyzes recorded PSG signals and
annotates the sleep position overnight. Moreover, PSG is
expensive (>US $400) and has a long waiting time in some
areas (4-36 months in Canada [6]). As a result, up to 85% of
the population at risk of sleep apnea remain undiagnosed [7].
It is therefore useful to investigate screening technologies that
could identify individuals at high risk via a simpler test.
Increasing access to testing, diagnosis, and subsequent treatment
could improve the patient’s quality of life by decreasing
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hypertension and sleepiness, and can also reduce overall health
care costs [8-10].

Researchers have developed several easy-to-use, convenient,
and accessible methods for sleep apnea monitoring. Merchant
et al [11] developed a skin-adhesive patch recording nasal
pressure, blood oxygen saturation, pulse rate, respiratory effort,
sleep time, and body position to estimate the AHI. Ayas et al
[12] evaluated the performance of a wrist-worn device utilizing
a peripheral arterial tonometer, actigraphy, and arterial oxygen
saturation to diagnose sleep apnea. Varon et al [13] introduced
a method for the automatic detection of sleep apnea from
single-lead electrocardiogram by training a least-squares support
vector machines classifier on the features extracted from the
electrocardiogram signal. Several studies estimated AHI and
respiratory events from analyzing tracheal sound or tracheal
movements, or the combination of tracheal sound with oxygen
saturation [14-18]. Lévy et al [19] utilized pulse oximetry to
quantify arterial oxygen saturation and to diagnose sleep apnea.

Although these methods are more convenient than PSG, sensors
attached to the body could potentially disrupt the user’s regular
sleep pattern. Therefore, researchers have continued to develop
noncontact methods to screen individuals at risk of sleep apnea.
For example, we previously developed a deep-learning model
to distinguish between different types of apnea. However, as
the model was not capable of detecting events, we used ground
truth labels for this purpose [20]. Jakkaew et al [21] used a
thermal camera to estimate breathing rate and body movements;
however, they did not analyze the breathing pattern to identify
sleep apnea, and the method was not designed to detect sleep
position. Deng et al [22] used six active infrared cameras and
a Kinect sensor to detect body position and breathing pattern
(abnormal vs normal breathing). However, they did not evaluate
their method in a clinical environment to demonstrate the
performance for the detection of sleep apnea or positional sleep
apnea. In addition, using six cameras and the Kinect will be
difficult to set up in clinical or home settings, which hinders
large-scale adoption. Davidovich et al [23] developed a new
framework to extract the breathing pattern from a piezo-electric
sensor placed under the patient’s mattress through extracting
time and frequency domain features and then calculating the
AHI. Nandakumar et al [24] used a smartphone to emit inaudible
waves and to analyze the waves’ echoes from the user’s body
to detect respiratory events. However, these noncontact methods
did not present cross-validation performance, and due to
restriction in their modalities, they are not able to identify

positional sleep apnea patients, which is crucial for proper
treatment.

To identify patients at risk of sleep apnea and to distinguish
those with positional sleep apnea, an alternative is to use
computer vision and machine-learning techniques. We here
propose a noncontact algorithm that analyzes infrared videos
captured from a participant during sleep to estimate the AHI
and to distinguish patients with positional vs nonpositional sleep
apnea. Specifically, we used a 3D convolutional neural network
(CNN) to analyze movements in infrared videos, to detect
apneas, and to estimate the AHI. In experimental evaluation,
this model outperformed a baseline model that previously
reported state-of-the-art results in noncontact AHI estimation
[25]. We also combined this technique with another CNN-based
approach that detects the sleeping position [26] to calculate the
AHI in different sleeping positions and to identify patients with
positional sleep apnea. The methods and results developed in
this study represent the first noncontact approach to
automatically distinguish positional from nonpositional sleep
apnea.

Methods

Data Collection
The University Health Network Research Ethics Board approved
this study (approval number 13-7210-DE). Participants aged
18 to 85 years and without a history of cardiovascular or renal
diseases were recruited for this study. Participants were recruited
among patients referred for sleep diagnosis at the sleep
laboratory of the Toronto Rehabilitation Institute, University
Health Network. All participants signed a written consent form
before taking part in the study. There were no limitations on
blanket usage, movement, or clothing worn during sleep.

Simultaneously with overnight PSG (Embla s4500) that was
used for a clinical diagnosis of sleep, infrared videos of
participants were recorded at a resolution of 640×480 with 30
frames per second. The participants’ video data were collected
and synchronized with PSG signals all night for 5 (±1) hours
while sleeping in a single session.

The infrared camera (Point Grey Firefly MV, 0.3 MP,
FMVU-03MTM) was mounted approximately 1.5 meters above
the bed. For illumination, a separate infrared light source (Raytec
RM25-F-50) was mounted on the ceiling. A schematic of the
camera setup and sample frame is shown in Figure 2.
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Figure 2. Data collection setup and a sample anonymized image frame on the right. IR: infrared.

Respiratory events (apneas and hypopneas) and sleep positions
(supine, lateral) of the participant throughout the night were
annotated by a trained sleep technician who was blinded to the
study. Since the video data were synchronized with PSG data,
once the technician annotated the PSG data, all video frames
were automatically labeled.

AHI Estimation
The video frames were first downsampled from 30 Hz to 2 Hz
to reduce the computational cost. As breathing frequency is
approximately 0.5 Hz during sleep, the reduced frequency of 2
Hz exceeds the Nyquist rate by a factor of 2. To track respiratory
movements in the infrared video frames, a CNN dense optical
flow (Flownet 2.0 [27]) was used, which provides accurate

optical flow at a fast frame rate. Optical flow extracts movement
in the x (side to side) and y (up and down) directions for each
pixel in one video frame to the next. The minimum duration of
an apnea is 10 seconds. This translates to 20 (or 19 in the worst
case) video frames within the duration of an event. To estimate
respiratory events, a 3D-CNN was trained on a sliding window
of 18 optical flow images (ie, resulting from 19 consecutive
video frames). Infrared videos were captured at a resolution of
640×480 pixels, resulting in optical images with a size of
640×480×2. The architecture of the 3D-CNN that was trained
on the input tensors with a size of 640×480×2×18 is shown in
Multimedia Appendix 1. Sample input and dense optical flow
images are shown in Figure 3.

Figure 3. Sample input and dense optical flow images.

The 3D-CNN was trained with class-weighted cross-entropy
loss (5 for events and 1 for normal) and the Adam optimizer.
An initial value of 0.001 for the learning rate and a batch size
of 25 for 25,000 epochs were chosen. The total number of

parameters in this network was 8,284,265, including 8,281,829
trainable parameters and 2436 nontrainable parameters.
Depending on the sleep apnea severity, respiratory events are
less frequent in comparison to normal breathing; thus, the data
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sets were highly imbalanced. In training time, to balance the
data set, stride lengths of 0.5 and 15 seconds were used for
apneas and normal breathing, respectively. In test time, a stride
length of 0.5 seconds was used to predict the binary label of
normal breathing versus apneas. The threshold of the trained
binary classification (event vs normal) was set to 0.1 to
maximize the area under the curve on the training data.

To estimate the AHI, a linear regression model was trained on
the following three features: (1) the number of detected events,
(2) the total duration of detected events longer than 9 seconds
divided by sleep duration, and (3) sleep duration.

The performance of the 3D-CNN was compared against another
approach developed by our group, which previously
demonstrated state-of-the-art performance in noncontact
vision-based estimation of the AHI [25]. A brief overview of
this baseline approach is presented here. To extract
respiratory-related motion, movements of 768 uniformly
scattered points in the video frames were extracted using a
sparse optical flow. Principal component analysis (PCA) was
applied on the extracted point trajectories over 30-second sliding
windows with a stride of 1 second to compute the predominant
movements, which were associated with breathing during sleep
[28]. This approach was previously validated by Zhu et al [29]
and was shown to accurately track breathing rate in overnight
infrared videos. To identify respiratory events from the
respiratory-related motion, three features were extracted,
including the respiratory rate, average power of respiratory
movement, and total displacement of tracked points. Compared
to normal breathing, the respiratory rate drops during respiratory
events. To extract the respiratory rate, the energy of extracted
respiratory movements was calculated using fast Fourier
transform with a window of 10 seconds. The frequency
associated with the highest energy was then considered as the
respiratory rate. The second feature was the average power of

respiratory movement, which decreases during a respiratory
event. This feature was computed as the mean of absolute
squares of respiratory displacement within a 10-second window.
The last feature was total displacement, which indicates
nonrespiratory movement (eg, arousals), and was determined
by the summation of all of the raw optical flow movements
(before applying PCA). Using these 3 features, a random forest
binary classifier with 50 trees was trained to estimate sleep
apnea events (apneas and hypopneas). Finally, to estimate the
AHI, a linear regression model was trained using 2 features: (1)
the number of predicted sleep apnea events normalized by the
estimated events’duration and (2) the estimated events’duration
normalized by the total sleep duration obtained from the total
recording time.

Detecting Positional vs Nonpositional Sleep Apnea
For sleep position detection, a previously developed algorithm
[26] was used. This method estimates body position (supine vs
lateral) from a video frame using a CNN. Sample supine and
lateral images are shown in Figure 4. This position detector was
applied to the first video frame of each video. After each large
movement (detected by thresholding the total displacement of
tracked featured points extracted by optical flow over 1 second),
the detector was used again to estimate the new sleeping
position. As a result, a body position (supine vs lateral) was
assigned to each video frame during the entire sleeping period.
Once respiratory events and their associated sleep positions
were detected, 6 features were calculated per person: (1) number
of detected events in supine position, (2) number of detected
events in lateral position, (3) total recording time in supine
position, (4) total recording time in lateral position, (5) supine
AHI, and (6) lateral AHI. These features were then used to train
a binary random forest classifier with three trees to distinguish
between positional and nonpositional sleep apnea patients.
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Figure 4. Sample supine (left) and lateral (right) frames.

Validation
Leave-one-person-out cross-validation was used to evaluate the
performance of AHI estimation as well as the performance of
positional vs nonpositional sleep apnea detection algorithms.
Bland-Altman plots and Spearman correlation coefficients were
used to evaluate the performance of AHI estimation. Since an
AHI of 15 is commonly used as a threshold for screening sleep
apnea [30], the algorithm performance on classifying subjects
as having sleep apnea was evaluated based on the threshold of
AHI=15. Confusion matrices, accuracy, precision, recall, and
F1-score measures were used to assess classification

performance. The same measures were used to assess the
performance of positional vs nonpositional sleep apnea
classification.

Results

Demographic information of the 41 individuals (26 men and
15 women) recruited for this study is shown in Table 1. There
were 20 participants with positional sleep apnea, 15 participants
with nonpositional sleep apnea, and 6 participants that only
slept in one position and as such the apnea could not be
identified as either positional or nonpositional.
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Table 1. Participants’ demographic features for apnea-hypopnea index (AHI) estimation (N=41).a

Value, mean (SD)Characteristics

53 (13)Age (years)

30 (7)BMI (kg/m2)

5 (1)Sleep duration (hours)

9 (6)Number of changes in body position

75 (18)Sleep efficiency (%)

15 (7)REMb sleep percentage (%)

68 (16)Mean wake heart rate (bpmc)

67 (16)Mean REM heart rate (bpm)

82 (9)Minimum SaO2
d

94 (3)Mean SaO2

27 (31)AHI (events/hour)

41 (39)Supine AHI (events/hour)

21 (34)Lateral AHI (events/hour)

aParticipants’ information was obtained from the sleep reports of the overnight sleep study annotated by sleep technicians.
bREM: rapid eye movement.
cbpm: beats per minute.
dSaO2: arterial oxygen saturation.

The threshold used in this study for detecting position changes
and ignoring the small movements (eg, breathing or pulse) was
empirically set to 20,000 pixels. The total displacement was
calculated by summing the displacement of all optical flow
feature points [28] over 1 second and was checked against this
threshold.

To evaluate the performance of AHI detection, Figure 5 and
Figure 6 show the scatterplots and Bland-Altman plots between
the estimated AHI and PSG-based AHI for both the 3D-CNN
model and the baseline model (Zhu et al [25]).

Figure 5. Scatterplots of polysomnography (PSG) apnea-hypopnea index (AHI) vs estimated AHI values. The blue and red lines indicate fitted and
unity lines, respectively. CNN: convolutional neural network.
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Figure 6. Bland-Altman plots of apnea-hypopnea index (AHI) estimation algorithms. PSG: polysomnography; Est: estimated; CNN: convolutional
neural network.

The Spearman correlation coefficients (ρ) for AHI estimation
were 0.55 and 0.79 for the baseline and 3D-CNN approach,
respectively (P<.001 in both cases). In addition, the
Bland-Altman plot indicated that our method outperformed the
baseline according to the smaller mean (0.3 vs 8.9) and tighter
95% limits of agreement (ie, a smaller value for 1.96 of the

standard deviation: 40.9 vs 56.5). Confusion matrices and the
performance measures for identifying sleep apnea patients based
on the AHI=15 threshold are shown in Figure 7 and in Table 2,
respectively. The 3D-CNN approach obtained 83% accuracy
and an F1-score of 86%, outperforming the baseline approach,
which obtained an accuracy of 73% and an F1-score of 74%.

Figure 7. Confusion matrices for screening patients with sleep apnea based on the apnea-hypopnea index threshold of 15. CNN: convolutional neural
network.

Table 2. Performance of models on screening patients with sleep apnea.

F1-scoreRecallPrecisionAccuracyMethod

85.7195.4577.7882.933D-CNNa

74.4272.7376.1973.17Baseline (Zhu et al [25])

aCNN: convolutional neural network.

The position detection algorithm estimated the body position
with 83% accuracy, an F1-score of 83%, 77% precision, and
91% recall. The performance of the combination of the position
detection algorithm with AHI detection on patients with

positional sleep is shown in Figure 8. The 3D-CNN model
classified 13 out of 20 patients with positional sleep apnea
correctly. Performance measures for detecting positional vs
nonpositional sleep apnea are presented in Table 3.
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Figure 8. Confusion matrix for identifying positional sleep apnea. CNN: convolutional neural network.

Table 3. Performance of the models in detecting positional vs nonpositional sleep apnea.

F1-scoreRecallPrecisionAccuracyMethod

68.4265.0072.2265.713D-CNNa

41.0340.0042.1134.29Baseline (Zhu et al [25])

aCNN: convolutional neural network.

Discussion

Principal Findings
The main contributions of this study are: (1) the development
and experimental validation of a new noncontact approach to
estimate AHI, and (2) application of this method to
automatically identify individuals with positional sleep apnea.
The newly developed 3D-CNN–based method outperformed
the baseline model in estimating the AHI in infrared video data.
However, it was ~4 times slower than the baseline algorithm.
Nevertheless, the new model could still process 5 hours of sleep
data in ~20 hours. Through combining estimated sleeping
position information with estimated AHI, this is the first
noncontact method that can identify a positional sleep apnea
patient.

The developed algorithm achieved comparable performance to
existing contact methods (eg, those using a single wearable
sensor or a sensor placed under the mattress). For example,
Hafezi et al [15] analyzed tracheal movements captured by an
accelerometer to estimate AHI and to identify patients with
sleep apnea. They reported a Spearman correlation of 0.86
between estimated and ground-truth (PSG) AHI values, and
accuracy and F1-score values of 84% and 82%, respectively,
in detecting individuals with AHI≥15. As such, they achieved
a higher correlation coefficient (0.86 vs 0.79) but a lower
F1-score (82% vs 86%) than our noncontact approach. An
advantage of using a noncontact method over contact-based
approaches is ease of use and convenience. Davidovich et al
[23] used a piezo-electric sensor under a mattress to estimate

the AHI. They obtained an R2 value of 0.86 for AHI estimation,

and accuracy and F1-score values of 88% and 84%, respectively,
in identifying individuals with AHI≥15. Using a camera has the
potential to result in a more accessible assessment technology,
as it can be implemented in the form of a tablet or mobile phone
app.

Limitations
Our study has some limitations. One limitation is the failure of
the event detection algorithm when the participant moved out
of the field of view of the camera or when the room lighting
condition suddenly changed. Another limitation is the small
number of participants (N=41). The algorithm was validated
via leave-one-person-out cross-validation. Future work should
examine the generalizability of these models to data collected
in new environments.

Conclusion and Future Work
This study applied machine learning and computer vision
approaches to develop a CNN-based method to detect respiratory
events in different sleeping positions from data collected via an
infrared camera. This method was validated on data from 41
participants to estimate AHI and to identify patients with
positional sleep apnea.

This model could be used toward the development of affordable
and easy-to-use technologies for screening sleep apnea at home
(eg, in the form of a tablet or smartphone app). Such a system
could help physicians in choosing suitable treatments for sleep
apnea patients. Ultimately, improved treatment will reduce the
consequences of untreated sleep apnea such as car accidents,
heart disease, diabetes, and high blood pressure.
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Abstract

Background: The 2020 COVID-19 pandemic prompted the rapid implementation of new and existing digital technologies to
facilitate access to health and care services during physical distancing. Older people may be disadvantaged in that regard if they
are unable to use or have access to smartphones, tablets, computers, or other technologies.

Objective: In this study, we synthesized evidence on the impact of digital technologies on older adults’ access to health and
social services.

Methods: We conducted an umbrella review of systematic reviews published from January 2000 to October 2019 using
comprehensive searches of 6 databases. We looked for reviews in a population of adults aged ≥65 years in any setting, reporting
outcomes related to the impact of technologies on access to health and social care services.

Results: A total of 7 systematic reviews met the inclusion criteria, providing data from 77 randomized controlled trials and 50
observational studies. All of them synthesized findings from low-quality primary studies, 2 of which used robust review methods.
Most of the reviews focused on digital technologies to facilitate remote delivery of care, including consultations and therapy. No
studies examined technologies used for first contact access to care, such as online appointment scheduling. Overall, we found no
reviews of technology to facilitate first contact access to health and social care such as online appointment booking systems for
older populations.

Conclusions: The impact of digital technologies on equitable access to services for older people is unclear. Research is urgently
needed in order to understand the positive and negative consequences of digital technologies on health care access and to identify
the groups most vulnerable to exclusion.

(J Med Internet Res 2021;23(11):e25887) doi: 10.2196/25887
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Introduction

For at least a decade, the World Health Organization has
encouraged member states to become leaders in serving citizens
online, using digital technology to improve health and social
care services [1]. Digital technologies are electronic tools,
systems, and resources that generate, store, or process data [2].
The emergence of a novel coronavirus (SARS-CoV-2, which
causes COVID-19) has led to the rapid rollout of digital
technologies to support patient access to health and social care,
while ensuring physical distancing [3]. Digital technologies
were playing a growing role in connecting health and social
care services with their users before the COVID-19 pandemic.
A survey of patients aged 65 years and over in 9 countries in
2013 reported that over three-quarters preferred to book and
manage their medical appointments online, and over
three-quarters felt that online access to medical records was
important [4]. The annual survey of 770,000 patients in UK
family practice has described small increases in the proportion
of people booking appointments (14.9% in 2019, up from 12.9%
in 2018) and ordering repeat prescriptions online (16.2% in
2019, up from 14.3% in 2018) [5].

Supporting people to use digital health resources may help
improve access to services, improve physical and mental
well-being, and encourage shared decision-making [5].
However, estimates suggest that 37% of the world’s estimated
7.8 billion population are digitally excluded [6], with older
people, people on low incomes, and other marginalized groups
most likely to be affected [5,7]. In the United States, around
80% of the population accesses the internet, but its use falls
sharply with increasing age. Approximately 70% of the people
aged 65 to 74 years are online, compared with 52% of those
aged 75 to 84 years, and 38% aged ≥85 years [8]. In the United
Kingdom, out of a total population of 66.4 million,
approximately 11 million (20%) lack digital skills, and 8.4
million (8.5%) never go online [9], and just over half of the
latter are aged over 65 [5]. There is a clear relationship between
internet use and health, with increasing age, female gender, and
greater deprivation being associated with lower internet use
[10]. Potential barriers to digital access include lack of
awareness, confidence, capacity, or skills [11,12], a reluctance
to change established behaviors, and poor internet access [5].
Affordability and acceptability of digital technology is important
in later life, and it is noteworthy that many devices have been
developed without the involvement of older people [13]. The
involvement of older adults in technological design and
development can facilitate acceptability, although it is a complex
matter and requires careful consideration [14].The recent
widespread introduction of digital alternatives to face-to-face
interactions makes it vital that we understand their impact on
older adults’ ability to access health and social care services
that they need. In the United Kingdom, the National Health
Service (NHS) roadmap sets out the milestones for digital health
and social care to support people to live healthier lives and use
fewer care services using technologies such as mobile phones
and smartphones, tablets, and smart televisions [15]. It includes
NHS digital health and wellbeing apps, such as the NHS app,
which provides access to a range of NHS services via

smartphones or tablets, and NHS login, which allows patients
to view and access their personal health information online [16].
These technologies could potentially improve access to services
by (1) facilitating first contact with services, (2) replacing
face-to-face care with remote service delivery, and (3) providing
access to professional support through remote patient monitoring
[2]. Therefore, this review of reviews aims to answer the
question of whether digital technologies improve access to
health and social care for older adults and identify the
characteristics of any digital interventions that are effective in
increasing access to services for older adults.

Methods

Reporting Standards
We employed an umbrella review methodology to summarize
the findings of previously published reviews [17]. The review
adheres to the PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analysis) checklist for the
reporting of systematic reviews [18]. The PRISMA checklist
for this study is provided in Multimedia Appendix 1. Moreover,
a review protocol was registered in the PROSPERO database
[19].

Inclusion Criteria
The inclusion criteria were based on the PICOS (Population,
Interventions, Comparator, Outcomes, and Study Designs) [20]
criteria, which will be described in the following section.

Participants
Reviews of studies on older adults aged ≥65 or a combination
of older and younger populations were selected in order to
compare the effects of digital technologies on health care access
between younger and older people.

Intervention
We used studies on any form of digital technology intended to
facilitate access to appropriate health and social care services.
These technologies enable first contact access (eg, online
appointment scheduling) and are used as platforms for
consultations and therapy interventions. They are also used in
the remote care of patients. Furthermore, we recognized the fact
that access to health and social care services would encompass
availability and supply (ie, the degree of availability and quantity
of supply at hand, regardless of whether they are used),
utilization, equity, effectiveness, and quality of care [21].

Outcomes
We aimed to study the impact of digital technology on access
to health and social care, which included the changes made in
access and use of services as well as the cost-effectiveness of
interventions that facilitate access and delivery of health and
social care.

Study Designs
The study design of this paper encompassed any type of
systematic review.
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Search Strategy
We searched the following databases: Epistemonikos,
MEDLINE (Ovid), Cochrane Database of Systematic Reviews
(Wiley), ASSIA (ProQuest), PROSPERO, and for gray literature
in Health Management Information Consortium (Ovid) and
King’s Fund. We used thesaurus headings along with title and
abstract terms to search for digital technologies combined with
specified outcomes for older people. The Canadian Agency for
Drugs and Technologies in Health systematic review filter was
adapted for databases that contained multiple study designs
[22]. Searches were limited to the English language and the
material published from January 1, 2000, to October 2019. The
MEDLINE strategy is reported in Multimedia Appendix 2. The
search results were downloaded to Endnote X9 (Clarivate
Analytics) and deduplicated.

Data Collection
Two-stage screening was conducted by 2 reviewers
independently using the Rayyan (Rayyan Systems) systematic
review application [23]. We first tested and refined the inclusion
and exclusion criteria on a sample of titles and abstracts to
ensure that they were robust enough to capture relevant articles.
The titles and abstracts of the reviews were screened against
the refined inclusion criteria, followed by full text assessment
of the selected articles. We resolved disagreements between the
reviewers by discussion or by arbitration from another member
of the review team.

Data Extraction
We extracted data into an Excel (Microsoft Corporation)
spreadsheet, using a form based on the Cochrane Data Extraction

and Assessment Template [20] to record the relevant review
characteristics. The extracted data included: (1) author and year
of publication; (2) title; (3) objective of the review; (4)
description of the included population; (5) total number of older
people; (6) intervention; (7) technology type; (8) what the
intervention is enhancing; (9) primary outcomes; (10) secondary
outcomes; (11) overall statement on quality appraisal; and (12)
review authors’ summary. To ensure comprehensiveness, we
piloted the abstraction form on 2 reviews, which identified a
need for minor modifications. Risk of bias was assessed using
the ROBIS (Risk of Bias in Systematic Reviews) tool [24]. We
chose to use ROBIS as opposed to AMSTAR 2 (A Measurement
Tool to Assess Systematic Reviews) because we are experienced
with the former, and a comparative analysis of the two tools
showed little difference between them [25].

Data Analysis
We presented our main results in tabular format with a narrative
synthesis. We grouped the results according to the three
purposes of digital health technology, which consist of enabling
first contact access, consultations and therapy, and remote
monitoring. Due to a lack of data, we were unable to analyze
the effects of interventions at ages over 65 years.

Results

Database searches identified 2809 unique records. The initial
screening of title and abstracts excluded 2616 records, leaving
193 for full text assessment (Figure 1). We identified 7 reviews
eligible for inclusion.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) flow diagram.

Characteristics of the Included Reviews
A total of 7 reviews published between 2006 and 2019 met the
inclusion criteria [26-32]. A descriptive summary of review
characteristics is presented in Table 1. The 7 included reviews
include a total of 77 randomized controlled trials (RCTs) and
50 observational studies. We assessed the overlap across the
reviews and identified 7 RCTs [33-39] reported in more than 1

review, but no observational studies that were included in more
than 1 review. The studies in the reviews included 49 from the
United States, 40 from Europe (including 7 from the United
Kingdom), 9 from Australia, 6 from Canada, and 6 from the
rest of the world. Country of origin was not stated for the
remaining 17 studies. All of the studies reported outcomes for
adults aged 65 and older, and 2 reviews included adults from
age 18 [26,32].
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Table 1. Summary of included systematic reviews.

OutcomeType of technologyInterventionPopulationStudy designs includ-
ed in the review

Author

Hospital admissions and
emergency department
visits

Videophones, smart-
phone, and mobile
phone

TelemonitoringAdults aged >65 (in 10 out of
11 studies)

RCT,a observationalBauce [26]

Hospital admissions and
emergency department
visits

Telephone and com-
puters

Telehealth (mental
health)

Adults aged ≥65 with a diagno-
sis of depression or self-report-
ed depressive symptoms

RCT, observationalHarerimana
[27]

Hospital admissions and
readmissions

Videophones,

personal computers or
laptops, and TV

TelehealthAdults aged >65, either living
alone or receiving informal care

ObservationalHusebo [28]

Heart failure and all-
cause hospitalizations

TelephoneStructured telephone
support or telemonitoring
(heart failure)

Adults with heart failure (8
studies included people with a
mean age of ≥70)

RCTInglis
[29,40]

Hospital readmissionsNot reportedHome telecareAdults with heart failure (11
studies included people with a
mean age of ≥65)

RCT, observationalMartinez
[30]

Hospital readmission and
healthcare costs

Telephone and com-
puter

Telehealth for managing
risk of malnutrition

Adults with a mean age of ≥65
years living independently, in
receipt of intervention for
management risk of malnutri-
tion

RCT, observationalMarx [31]

Cost-effectiveness or
utility of eHealth tech-
nologies

ComputerTelehealth, cognitive be-
havior therapy

Older adults (11 studies includ-
ed people with a mean age of
≥65 years)

RCT, observationalSanyal [32]

aRCT: randomized controlled trial.

Risk of Bias Assessment
Details of the risk of bias assessment can be found in Table 2.
Overall, the risk of bias was high for 5 reviews [26-28,30,32],

and low for 2 reviews [29,31]. The main issues were the absence
of clear inclusion criteria and the lack of publicly available
protocols with predefined criteria. A detailed description of risk
of bias assessment is reported in Multimedia Appendix 3.

Table 2. Risk of bias using ROBIS (Risk of Bias in Systematic Reviews) assessment.

Phase 3Phase 2Review

Overall risk of biasSynthesis and find-
ings

Data collection and study
appraisal

Identification and selection
of studies

Study Eligibility
Criteria

HighHighHighUnclearHighBauce [26]

HighHighHighUnclearHighHarerimana [27]

HighHighHighHighHighHusebo [28]

LowLowLowLowLowInglis [29,40]

HighHighHighHighHighMartinez [30]

LowLowLowLowLowMarx [31]

HighHighUnclearLowHighSanyal [32]

Outcomes
Table 3 summarizes the identified evidence, presenting it
according to the purpose of the digital technology and the
reported outcomes. None of the reviews reported outcomes that
were related to the changes in access to services. In total, 6
reviews reported on hospital admissions [26-31], 1 reported on

healthcare costs [31], and 1 on the cost-effectiveness of digital
technology [32]. A variety of digital technologies were used by
healthcare professionals and older adults to support interventions
for telemonitoring or telecare: videophones or video
conferencing equipment, internet-based applications, and
smartphones.
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Table 3. Overview of the identified evidence by type of digital technology and outcome.

OutcomeObjective

Costs and cost-effectivenessHealth service utilizationPurpose of digital technology

No reviews identifiedNo reviews identifiedDigital technology to enable first point of contact access (eg,
online appointment scheduling)

Sanyal [32]Harerimana [27]; Marx [31]; Husebo [28]; Inglis [29];
Martinez [30]

Digital technologies or platforms for consultations and therapy
interventions

Sanyal [32]Bauce [26]Digital technology for remote monitoring interventions

First Point of Contact Access
No systematic reviews reported evidence about the impact of
digital technology to facilitate first point of contact access with
health services, such as online appointment scheduling.

Consultations and Therapies
In total, 5 reviews reported on health care service utilization,
in malnutrition [31], heart failure [29,30], and mental health
[27,28], as outcomes of digital technologies, but only 2 reviews
were judged to be at low risk of bias and thus of higher quality
[29,31].

Malnutrition
Marx and colleagues [31] reported weak evidence for the
effectiveness of telehealth interventions to address malnutrition
among community-dwelling older adults. They identified 9
studies (7 RCTs and 2 observational); 2 of the 9 studies reported
significant reductions in hospital readmissions in the intervention
groups. However, when the data were pooled, the reduction in
hospital admissions was not significant; (odds ratio 0.52, 95%

CI 0.24-1.16); P=.11; n=160; I2=0%).

Heart Failure
Inglis and colleagues [29] focused on whether structured
telephone support and telemonitoring were effective for older
people with heart failure. They found 41 RCTs that assessed
heart failure–related hospitalizations. A meta-analysis of some
of the included studies reported a 15% reduction in risk for heart
failure–related hospitalizations with structured telephone support
(relative risk 0.85, 95% CI 0.77-0.93; n=7030; 16 studies;

I2=27%) and a 29% reduction in telemonitoring (relative risk
0.71, 95% CI 0.60 to 0.83; n=2148; 8 studies; I²=20%). There
were no impacts reported on all-cause hospitalizations. The
quality of the evidence reported for these heart failures and
all-cause hospitalization studies was rated very low [29].
Evidence from the lower-quality reviews reported positive
impacts of digital technology interventions on service utilization.
Martinez and colleagues [30] reviewed 42 articles on the value
of home monitoring for heart failure patients, 5 of which
reported findings for older people. Remote consultations and
follow-up care were associated with lower admission and
readmission rates.

Mental Health
Husebo and colleagues [28] sought to understand the care
content and utilization of virtual visits, particularly the uses and
experiences of adults aged 65 and over. In their review, 1 study
reported that all-cause readmissions were lower in the telehealth

group (n=102) compared with standard care (n=116). At 30
days, 16 (16%) versus 22 (19%) and at over 6 months, 46 (46%)
versus 60 (52%) of intervention versus control patients were
readmitted [41]. Telehealth has also been used to deliver mental
health care for older adults with depressive symptoms
(telemental health). In a 6-month single (quasi-experimental)
study of 76 patients, identified by Harerimana and colleagues
[27], telemental health reduced hospital admissions by 80% (46
versus 9 admissions) and emergency room visits 60% (80 versus
32 visits) [42]. Evidence for the impact of digital technologies
on economic outcomes was sparse. Moreover, 1 single review
of eHealth technologies in the management of chronic diseases
reported limited evidence, which did not support the assessment
of cost-effectiveness [32].

Remote Monitoring
Two reviews reported evidence about technologies for remote
monitoring, both of which were judged to be of poor quality.
Bauce and colleagues [26] assessed the effectiveness of
telemonitoring (videoconferencing) interventions on heart failure
outcomes in 11 studies (10 RCTs and 1 single-group study).
Five studies reported significant reductions in hospital
admissions, and 2 others reported significant reductions in
emergency department visits. The authors speculated that the
reduction in healthcare use was likely to be due to the early
detection and treatment of symptoms attributable to the
intervention. Reduction in hospital admissions due to
telemonitoring was supported by Queirós and colleagues [43].
Their systematic review assessed the use of technologies in the
remote care of patients with long-term conditions such as
diabetes, congestive heart failure, chronic obstructive pulmonary
disease, and mental disorders [43].

Discussion

Principal Results
We identified evidence on a variety of digital technologies to
facilitate interaction between older people and services at
different parts of the care pathway. However, we found no
reviews of technology to facilitate first point of contact access
such as online appointment booking systems. There was no
significant difference in hospital admissions for telehealth
interventions (but this may have been due to the studies’ lack
of power as there were only 160 participants in the pooled
analysis) [31]. However, for heart failure, structured telephone
support resulted in 15% reduction in admissions [29]. Other
reviews were of too low a quality to permit confidence in
findings, however, and there were no signs that a focus on

J Med Internet Res 2021 | vol. 23 | iss. 11 | e25887 | p. 6https://www.jmir.org/2021/11/e25887
(page number not for citation purposes)

Kunonga et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


reviews with too low a risk of bias would change anything.
From the 7 overlapping RCTs [33-39], benefits to the older
population in access were poorly measured and not clearly
reported. In these RCTs, focus was on reducing hospital
admissions, and there was little account of whether these
technologies are enabling older people to interact with or access
health and social care services more effectively. There was also
no review evidence for newer technologies such as smartphone
apps (eg, the NHS app in the United Kingdom), some of which
were already in widespread use before COVID-19 [15].

The 2020 COVID-19 pandemic prompted the rapid
implementation of alternatives to face-to-face interactions in
health and social care [3]. This was a pragmatic response to a
novel emergency that allowed care delivery to continue. As the
pandemic evolves, digital innovations that have been
implemented at speed should be evaluated to ensure that they
are effective and affordable so that they can promote equitable
access and do not selectively overlook certain sections of the
population [14]. However, none of the included reviews
addressed the issue of affordability and acceptability of digital
technology in later life. For sections of the population who lack
digital literacy or a means of digital engagement, the benefits
are less clear, and there is every possibility that they will be
harmed by losing the ability to access services in traditional,
nondigital ways.

Most of the evidence [26-31] was concerned with digital
technologies to facilitate remote delivery of care, including
consultations and therapy, reflecting a research focus congruent
with policy priorities [15]. However, these evaluations were
more focused on reducing hospital utilization rather than
enhancing access to services. Whether digital technologies do
reduce hospital admissions and visits by facilitating timely
access to appropriate alternative care is impossible to determine
from the evidence presented. Evidence on the cost-effectiveness
of digital health technologies was confined to 1 low-quality
review, from which no clear conclusions can be drawn [32].

Limitations
To the best of our knowledge, this is the first rapid synthesis of
systematic reviews on digital technology aimed at enhancing
access to health and social care services for older adults. We
followed a rapid evidence synthesis approach, and our database
searching, handling of data, and reporting adhered to published
guidelines for undertaking a robust standard systematic review
[18,44]. We restricted our searches to English language
publications due to time constraints and acknowledge that this
may have excluded relevant material. Two limitations of the
material should be highlighted. First, most of the studies
contained within our included reviews were randomized trials
of effectiveness and cost-effectiveness. However, we found that
the benefits to the older population in access are poorly
measured and not clearly reported in studies of digital
technology. Second, most of the reviews failed to adequately
report their findings, and formal assessments of the
methodological quality indicated a low-quality evidence base.

This leads us to be cautious in our interpretation of the evidence
and any conclusions drawn.

Comparison With Prior Work
Our assessment of the dearth of evidence on first point of contact
digital technology is supported by other works. A recent review
of approaches to the evaluation of digital health interventions
identified little evidence from randomized controlled trials and
carried out measurement of service utilization in only a minority
of the studies [45]. Our review suggests that digital health
technologies may be associated with reductions in health service
use. This is supported by multiple systematic reviews in younger
populations of patients with long-term conditions [43]. There
is a particular gap in the evaluation of any digital technologies
used in social care.

Implications for Policy, Research, and Practice
The COVID-19 pandemic has resulted in the rapid
implementation of digital interventions to allow continued access
to services when infection risk was high. This rapid rollout went
beyond any evidence for effectiveness, driven by the
extraordinary need to reduce face-to-face contact. However,
prepandemic concerns about the adverse effects of digital
technologies on access to services for older people remain valid.
For older people who are digitally excluded, these digital
interventions risk exacerbating any problems they already faced
when trying to access health and social care services. This, in
turn, has implications for workload in primary care, and health
care providers must take on greater responsibility to ensure that
this important section of the population receives the care it
needs. There is a notable gap in the evidence for studies
assessing the impact of technologies to enable first point of
contact for health and social care services (eg, online platforms
to book appointments). A mapping review of primary studies
is required to understand this impact on different population
subgroups, but this is unlikely to be sufficient. Further work is
needed to understand the effectiveness and cost-effectiveness
of digital technologies and their effect on equity of access to
health and social care services. This should encompass access
to appropriate care, which may lead to reductions in the use of
other services as well as changes in health outcomes. The
paucity of evidence in this area points to the need for a broad
research program in partnership with older people and service
providers in order to understand the characteristics of digital
technologies, which can enhance access to services.

Conclusions
The current systematic review evidence on the potential for
digital technologies to improve access to health and social care
for older adults is limited in both scope and quality. However,
these limited attempts raise the possibility that providing digital
interventions in addition to or as a replacement for face-to-face
services may reduce demands on hospitals. Further research is
required, and the widespread use of digital technologies to
facilitate access to health and social care during the COVID-19
pandemic offers an ideal opportunity to better understand the
barriers, facilitators, and limitations of their use.
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Abstract

Background: When new technology is integrated into a care pathway, it faces resistance due to the changes it introduces into
the existing context. To understand the success or failure of digital health innovations, it is necessary to pay attention to the
adjustments that users must perform to make them work, by reshaping the context and sometimes by altering the ways in which
they perform activities. This adaptation work, most of which remains invisible, constitutes an important factor in the success of
innovations and the ways in which they transform care practices.

Objective: This work aims to present a sociological framework for studying new health technology uses through a qualitative
analysis of the different types of tasks and activities that users, both health professionals and patients, must perform to integrate
these technologies and make them work in their daily routine.

Methods: This paper uses a three-part method to structure a theoretical model to study users’ invisible work. The first part of
the method includes a thematic literature review, previously published by one of the coauthors, of major sociological studies
conducted on digital health innovations integration into existing care organizations and practices. The second part extends this
review to introduce definitions and applications of the users’ invisible work concept. The third part consists of producing a
theoretical framework to study the concept according to the different contexts and practices of the users.

Results: The paper proposes four dimensions (organizational, interactional, practical, and experiential), each composed of a set
of criteria that allow a comparative analysis of different users’ work according to different health technologies.

Conclusions: This framework can be applied both as an analytical tool in a research protocol and as an agenda to identify less
visible adoption criteria for digital health technologies.

(J Med Internet Res 2021;23(11):e25159) doi: 10.2196/25159

KEYWORDS

digital health innovations; qualitative analysis; sociological framework; invisible work; patient work; user work; participatory
health care; chronic illness; self-quantification

Introduction

Background
A large number of digital health technologies are developed
every day, each being increasingly less expensive, faster, more

connected, and smarter than the last. On the one hand, the use
of telemedicine among health professionals comes with the
promise of revolutionizing the organization of health care, which
can now be accessed increasingly at a distance. On the other
hand, data-driven applications and new quantification practices

J Med Internet Res 2021 | vol. 23 | iss. 11 | e25159 | p. 1https://www.jmir.org/2021/11/e25159
(page number not for citation purposes)

Trupia et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:dilaratrupia@gmail.com
http://dx.doi.org/10.2196/25159
http://www.w3.org/Style/XSL
http://www.renderx.com/


seem to foster a belief in greater autonomy for patients.
Increasingly equipped, connected, and measured patients are
the active figures of an empowered generation that is becoming
digitally engaged in their health by collecting, sorting,
interpreting, and deleting many types of health and
environment–related data [1]. Although these two examples
seem to refer to very different realities, they illustrate a common
fact that goes beyond their provisional and circumstantial
distinctions: the supply of new digital technologies is only
growing in the field of health, whereas it is challenging health
care practices. For the sake of this argument, we will use the
term digital health innovations to refer to the adoption of both
professional-centered telemedicine or telehealth technologies
(eg, teleconsultation, tele-expertise, telemonitoring) and
patient-centered telecare technologies (eg, eHealth, mobile
health, u-health, self-monitoring, self-help).

However, providing interesting technologies does not necessarily
lead to their adoption or normalization. Some are successfully
integrated into everyday practices, while others are used only
by the circle of the first experimenters. What makes some of
these innovations work? Which factors explain their success or
failure? These questions are at the core of a very large body of
multidisciplinary literature dealing with the issues of integrating
new technologies into existing organizations and care practices
[2]. This literature provides a whole set of criteria for assessing
the chances of a successful integration [3]. Although it promotes
macroscale analysis, it can sometimes overlook the actual
practices and their concrete realities as presented to users. The
purpose of this paper is to formulate a theoretical framework
to better account for practice-related criteria in explaining the
success of new health technologies. First, we should present
and contextualize the work that we are mobilizing within the
existing literature. Earlier studies conducted on telemedicine in
the 1990s point mainly to the technical difficulties in explaining
its slow diffusion. This focus suggests that it is sufficient to
resolve these difficulties for telemedicine to be widely accepted
[4]. Numerous studies conducted from the point of view of their
acceptability or usefulness develop the idea that practices could
be transposed as they are within the new framework. In this
regard, May et al [5] state that “the existing literature on
telemedicine [in 2001] has for the most part taken as its primary
focus the utility and efficacy of the technology itself, as it is
applied to particular clinical settings and problems. This is
primarily clinical literature that is about establishing the safe
practice of medicine using a diverse set of communications
technologies.” This clinical approach, which seeks to evaluate
telemedicine devices according to the principles of
evidence-based medicine [6,7], is further coupled by numerous
economic analysis models built around their cost-efficiency.
However, it has since become clear that the development of
innovations depends on much more varied and, more
importantly, socially defined factors than merely the technical,
clinical, or economic efficiencies. As such, these
one-dimensional approaches tend to underestimate the
importance of the institutional, organizational, and professional
contexts in which these technologies are concretely integrated.

In this regard, many recent studies have focused on
socio-organizational factors to assess the likelihood that a new

technology will be integrated successfully into existing health
care organizations and practices. Some works propose
combining different socio-organizational aspects within a
multidimensional assessment model [8]. For example, this is
the case of the Model for Assessment of Telemedicine, which
has been established in this field [9]. Although such models do
indeed consider multiple aspects in the evaluation of digital
health innovations, they are still far from capturing the plurality
and complexity of the activities that need to be performed to
make these technologies work concretely, on a daily basis, for
very different actors who pursue highly varied objectives, in
widely differing sociotechnical configurations. In fact, as shown
by Pols [10] and, more broadly, by a large corpus of work in
Science and Technology Studies, it is difficult to accurately
predict the success or failure of innovations in telemedicine,
nor the concrete integration modalities of digital technologies
in existing health care practices. Users do not necessarily turn
to these, out of a taste for technology (ie, technophilia).
Moreover, a majority integrate them in a context full of
uncertainty, where it is unclear how technologies will transform
their practice. The only thing that can be predicted in this regard
is the unpredictability of the adoption modes of these
technologies. This unpredictability is based on the diversity of
user profiles (eg, medical doctors, nurses, patients, helpers) and
the types of technologies (eg, professional tools, connected
objects, web platforms, and mobile apps). It is also based on
various places (eg, hospitals or private practices, in cities or in
small towns), sociotechnical environments (eg, resources, tools,
and information systems), medical situations (eg, routine care,
chronic disease monitoring, or emergency), and broader health
care contexts (ie, during a health crisis) in which they are
integrated, accessed, and used [11].

To understand the success of digital health innovations, it is
necessary to examine the efforts or, more precisely, to quote
Nicolini [12], “the work to make it work” provided by different
stakeholders, not only by innovators and promoters but also by
users, both health care professionals and patients. We suggest
that all this user work, most of which remains invisible, is an
important factor in explaining not only the phenomena of
adoption of innovations but also the way in which they transform
existing organizations and care practices. Here, we understand
the notion of innovation as a continuous and evolutionary
process in which users (and their practices) play a key role in
the successful integration of new technologies.

Scope and Purpose
Sociological studies have shown that the adoption of new health
technologies by users is neither straightforward nor given [13].
As soon as a new technology is integrated into a care pathway,
it inevitably faces resistance and creates obstacles due to the
wide range of changes introduced in the existing context. These
changes can concern the social and spatial organization of health
care, the division of medical and paramedical work, the
interactions between their various actors, the work activities
themselves, as well as the knowledge levels and professional
identities. To understand the success or failure of digital health
innovations, it is necessary to pay attention to this prior context,
which is bound to evolve with the integration of new
technologies. More precisely, it is necessary to evaluate the
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adjustments that users must do to make it work by adapting the
pre-existing context and sometimes by altering or even inventing
new ways of doing things [14]. These adjustments represent a
relatively constrained form of activity. However, without these,
new technologies are difficult to normalize or can be abandoned.

A large body of work conducted in Science and Technology
Studies provides valuable insights on the importance of these
activities. This is done specifically by the Actor-Network
Theory, which brings to light the unsuspected work of
translation that must indeed be performed by innovators, both
industrials who design and distribute new technologies and
coordinators who seek to integrate them into their organizations
[15-17]. Beyond traditional project management work,
promoters must be able to align heterogeneous elements into a
coherent whole. They must synchronize not only sociotechnical
environments [18] but also practices and interactions that new
technologies may suggest organizing in different ways. This
alignment refers to work that is often invisible [19]. It requires
building meaning (ie, sensemaking) and trust around these
devices [20] and negotiating collective understanding among
various categories of actors, including physicians, nurses, care
assistants, patients, and family caregivers. These actors have a
priori different interests that must be considered and converge
to a minimum degree in order to support the normalization of
new technologies. This is an eminently delicate task, not only
because it requires articulating a variety of interpretations and
modalities of action but also because new technologies affect
autonomy, which is traditionally very important both for health
professionals [21] and for their patients [22]; thus, it is difficult
to negotiate.

These studies draw attention to the work that innovators and
coordinators need to do to address the organizational complexity
of integrating telemedicine devices in existing health care
organizations. They also point out the real work needed to be
done for these technologies to work on a daily basis, not only
by promoters but also by users [19,23]. To make digital health
technologies work, they must perform a series of additional
activities that can be studied as a specific form of work [23].
Thus, to integrate new technologies into existing health care
organizations, it is necessary to be able to measure a priori what
is being asked of users [24]. In this regard, many approaches
attempt to assess the acceptance of new technologies through
functional, cognitive, or ergonomic analyses of their uses.
However, on their own, these approaches are also struggling to
produce a conceptual model whose ability to reflect the reality
of practices depends on its interdisciplinary nature. A model
that allows to do just that is a specific branch of sociology
known as practice studies (or practice-based studies), which
has resulted from the dialogue between multiple approaches,
including not only Science and Technology Studies and
innovation studies but also ethnomethodology and theories of
distributed cognition that include more contributions of cognitive
sciences and ergonomics [25]. Despite their differences, these
disciplinary approaches all call for examination of how practices
are engaged in and considered by the users themselves in their
localized contexts. Inspired by these practice-based studies, this
paper explains the success of digital health innovations through
an analysis of the concrete activities that users, both health

professionals and patients, must perform to make them work in
a daily routine in their various socio-organizational contexts.
Its purpose is to introduce the concept of users’ invisible work
and to develop a sociological framework for studying it in the
case of very different technologies and across several
dimensions.

Methods

This paper uses a three-part method to develop a sociological
framework for studying users’ invisible work. First, it includes
a thematic literature review that was previously performed and
published by one of the coauthors. In this review, Alexandre
Mathieu-Fritz organized and discussed major themes emerging
from the existing literature conducted by both French and
Anglo-Saxon social scientists on digital health innovations
integration into existing care organizations and practices [2].

The second part of the method is to extend this review to
introduce definitions and applications of users’ invisible work
concept, which is coined at the crossroads of three conceptual
models, each of which offers one keyword and one original
work that serves as a starting point for building a framework.
The first one is the invisible work model [26,27] used in the
sociology of innovation, Science and Technology Studies, and
sociology of work, to shed light on all efforts that players must
deploy for an innovation to be successfully integrated in the
existing organizations. The second model is that of patient work
[23] coined in the sociology of professions and medical work,
to recognize the key role of patients in their own health care.
The third model is developed in a French corpus of sociology
of work and economic sociology [28] and discussed in internet
studies [29]. It refers to the unrecognized activities of consumers
and web users that create value for private actors, both
manufacturers and digital platforms. The purpose of this
extension is not so much to present all these existing works as
to identify the original contributions of these respective
conceptual models in the study of different kind of work
activities that users have to do to successfully integrate new
technologies into their routines.

The third and last part of the method consists of producing a
theoretical framework to study variations in the users’ work
according to different types of digital health technologies and
users. This framework is built using empirical work performed
by the co-authors themselves in three different fields, each of
which refers to a particular configuration of digital health
practices. It includes teleconsultations between health care
professionals and patients (in dermatology, geriatrics, and mental
health), tele-expertise between health care professionals (in
dermatology), and self-monitoring by patients themselves
(monitoring of diabetes and cystic fibrosis). The framework
was thus constructed by putting different practice-based criteria
identified in the first part of the method, in the thematic literature
review, through the filter of these three very different cases.
This paper does not present the results of these studies, which
will be published separately. However, it relies on this empirical
work to generate an analytical grid that can be applied to study
work activities in very different technological configurations.
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Results

Overview
Users’ invisible work concept emanates directly from the
perspective of the interactionist sociologist Anselm Strauss who
coined the term patient work in the early 1980s. We first present
the patient work model and its different applications in recent
works on the use of digital health technologies by patients. We
then extend this original definition not only to all technology
users, both patients and professionals, but also to all kinds of
work activities that remain invisible, including those related to
more recent data-driven tracking apps. On the basis of this
extended framework, we present an analytical grid that can be
used both as an analytical tool in a research protocol and as a
research agenda to assess the successful integration of digital
health innovations into the existing health care organizations.
The research protocol provides a tool to analyze this work
through four dimensions related to the integration of new
technologies (ie, organization of care, interaction between
professionals as well as professionals and patients, clinical
practice, and subjective experience of these users). As an
agenda, it proposes to study the users’ invisible work in very
different technical configurations and socio-organizational
contexts in which it is performed. This qualitative research
package is expected to reveal different types of work activities
as more subtle criteria to explain variations in uses according
to users' specific contexts and to produce a comparative analysis
between different type of work that various digital health
technologies need them to do.

The Patient Work Model: Old Concepts, New Realities
In his work on medical worlds, Strauss drew attention to the
fact that health care activities cannot be performed without the
active participation of patients who have to perform a series of
practical and cooperative tasks on a daily basis outside of health
care facilities [23,30,31]. At first glance, it may seem peculiar
to describe these activities as work. Generally, they are not
considered as such, either by patients or health professionals
[32]. However, this is justified in the case of chronic illnesses,
which introduce profound changes in patients’ daily practices
and experiences [33]. Furthermore, these activities can be
expected from chronic patients, and their key roles can be even
recognized by professionals. According to Strauss, patients are
central actors in the division of medical work [34]. They have
to develop certain corporal attention and organize the daily
management of their care (ie, illness work). Beyond concrete
activities, they also have to develop different forms of reflexivity
to reconfigure their inner experience of the illness [35], meaning
the way they view and build their future lives (ie, biographical
work).

In traditional care, technical tasks, which cover the care practices
undertaken for the direct purpose of altering the course of the
pathology, are separated from other forms of work. Among
these, Strauss identifies clinical safety work (ie, anticipation,
verification, evaluation, and, where necessary, correction),
machine work (ie, maintenance, monitoring, use and, where
necessary, repair), comfort work (ie, aiming to reduce pain or
discomfort), information work (ie, requests, reports, and

reassurances), and sentimental work (ie, improving emotions
of patients and coping with the psychological effects) [31].
These different forms of work are profoundly affected by the
integration of new technologies that displace the concrete efforts
as well as bodily sensations and thoughts that underlie the
management of the illness [36,37]. This implies new forms of
task delegation where patients take charge of their own medical
surveillance and become true diagnostic agents [38]. In the case
of telemedicine, Oudshoorn observes, for example, a certain
disciplinarization of patients who often end up establishing
self-management techniques [19]. Hence, they must perform a
certain number of diagnostic procedures, acquire new skills
related to the use of devices and the interpretation of symptoms,
and, in conclusion, translate this learning into practical
knowledge that they can use in the daily care of their disease
[39].

These observations are supported by recent research on
data-driven self-tracking apps. For example, the work of
Mathieu-Fritz and Guillot conducted on the case of diabetes
and self-monitoring devices [40]. The authors illustrated how
the use of this device introduces new forms of work, reflexivity,
and self-knowledge associated with the illness experience.
Through a comparative analysis of old and new glucose meters,
the authors showed that the permanent sensor placed on the arm
alleviated some of the usual constraints posed by the fingerstick
capillary testing methods [40]. Each of these devices refers to
a set of constraints that organize the illness experience and its
daily management differently. These constraints are not only
physical (ie, pain) and material (ie, maintenance and transport
of equipment) but also organizational (ie, anticipation and
planning), spatial (ie, conditions for use of the devices),
symbolic (ie, disclosure of the illness), and social (ie, strategies
of discretion and breaking of interactions). This comparison of
different types of patient work reveals more subtle criteria for
understanding variations in the use of continuous glucose
readers: more discreet and rapid, they can be used in social
spaces where glycaemia measurement was not previously
practiced, allows for more frequent measurements to be taken,
and develop a different approach to anticipating treatment. The
different forms of activities that the devices allow to perform
or avoid transform the reflexive work of patients and, thus, the
way in which they administer their own care. These observations
are supported by several studies conducted more broadly in the
field of prevention and well-being, where new self-quantification
practices are being developed [41]. The confrontation of
individuals with a quantified self not only provides new
information to guide individual choices in the management of
care but also produces new representations that profoundly
affect the subjective experience of the body, the illness, and its
daily management [42].

The application of this old concept of patient work to new
self-monitoring and self-care practices points to the reflexive
nature of new connected devices that are used more frequently
in the medical field. The very nature of this work is changing
in accordance with the new principles of visibility and
recognition of these activities [43]. That said, one must wonder
to what extent the action of scanning a sensor, or, even more
unconsciously, the action of leaving mobile apps programmed
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by default, such as Apple's health watch, to collect and record
data, can be studied as new forms of work. This debate, which
is at the center of current concerns on the development of digital
platforms, renews the interest and heuristic value of this concept
to understanding how new reflexive technologies [44] affect the
organization, practice, and experience of care [45,46]. From a
critical perspective, some denounce the tendency of
techno-utopic discourses to obscure the social, cultural, political,
and economic dimensions of self-care technologies. Far from
being neutral, these are, in fact, caught up in power relations
[1,47]. This idea has been extensively developed in research
inspired by Science and Technology Studies, which reports on
the use of self-tracking devices as a reconfiguration of the
physician-patient relationship through a new set of activities to
generate and interpret data [48]. Further studies on daily data
transmission devices to health care professionals show, for
example, that patients can negotiate to redefine the objectives
associated with the device by developing unexpected uses to
prevent data transmission [49]. The merit of practice-based
studies reveals itself through these works that study
self-quantification as a particular form of work that must be
performed on and with data [50], not only to contextualize them
but also to articulate them with other forms of knowledge that
supports the daily care practices [51]. This may represent one
of the reasons why it is necessary to extend the analytical
framework not only to various users (including health
professionals) but also to different dimensions of their work, to
include their reflexivity.

An Extended Framework for Studying Users’Invisible
Work
Patient work is a powerful concept for highlighting and
recognizing patients’ role and engagement in their own care.
However, an extension is necessary to use it in the assessment
of digital health innovations that requires considering all users,
not only patients but also health care professionals who must
make these devices work during their daily practice. For
instance, Oudshoorn shows through the case of telemonitoring
that physician not only interpret electrocardiograms but also
take on a series of tasks unforeseen by the designers. They assist
and reassure patients in the use of medical technology, ease
concerns, and contribute to building trust in medical technology
[19,52,53]. For the author, this is akin to affective work, which
is equivalent to the sentimental work in Strauss’ classification
[54]. Here, the notion of user work is clearly different from that
of usability. The study of this work is not so much about the
capacity or efficiency of uses as about the set of adjustments
that users must make to resolve different types of conflicts that
these technologies can introduce in the existing context. In that
sense, studying users’ work is first, to understand how the
integration of new technology transforms existing work
activities.

In that regard, research have shown that new digital health
technologies do not simply equip practices from outside but
contribute to transform them in a profound way, from the inside.
Nicolini’s work is particularly instructive in this regard. By
zooming in on the practices and zooming out on the broader
organizational context [55], the author highlights how work is
redistributed among practitioners, as well as with artifacts (ie,

nonhumans). In this context, the adoption of these devices
depends on a series of learnings, settings, and adjustments that
must be made in users’ working practices [13]. A typical case
is that of teleconsultations during which the roles played by
each participant will be different from those usually played in
a face-to-face setting [56]. Similar to other scholars, Nicolini
observed that professional practices were transformed in
situations where new forms of task distribution and delegation
occur not only between physicians but also between physicians
and paramedical professions (ie, nurses and caregivers) [57].
In some cases, important tasks that are considered to be central
in the professional practice (ie, true work [58], as opposed to
dirty work [59], which is considered to be peripheral) can be
delegated to patients themselves.

These new forms of cooperation can also be observed among
actors from different specialties who are placed at different
hierarchical levels. In these configurations, they can contribute
to the sharing of medical and clinical knowledge and enable
certain delegates to increase in expertise. Moreover, it can also
redefine the boundaries of their professional territory and
identity [60]. Research on telemedicine devices show that “the
question is not so much what the new activities allow, but rather
to what extent they allow existing and appropriate forms of
professional knowledge and practice to be put in place” [5].
However, this observation must be nuanced. Professionals may
also get round the specific constraints of telemedicine (eg,
physical distance and deprivation of sensory inputs [19,61]),
for example, to develop new therapeutic techniques in the
context of teleconsultations in mental health, by testing sooner
than usual their clinical intimacy or by asking questions more
frequently [62]. Thus, the integration of new technologies may
end up producing new practices. Here, the technology itself
becomes a full actor with whom one, not only redistributes
existing work but also jointly produces new information that
needs to be interpreted. These new forms of work become just
as apparent to patients, for example, in the case of quantification
devices that introduce new indicators in self-monitoring
practices.

The patient work model must be extended to include not only
existing work activities that have to evolve with the integration
of new technologies but also new activities that users must
perform and skills they need to acquire to use these technologies
during their daily activities. Thus, the study of users’ work
invites a more systematic look at the articulation and
coordination of different types of tasks within the
socio-organizational context in which technologies are being
integrated and used. The work of Mathieu-Fritz et al sheds light
in this respect. First, the authors show that coordinating
physicians play a key role in solving difficulties and problems
that the designers did not foresee [52]. The authors also highlight
different types of framing work with the purpose of establishing
rules and guidelines and ensuring that users become autonomous
[63-65]. Technical framing aims to teach how to use devices
effectively (eg, synchronized use of mobile camera,
dermatoscope, and spirometer), whereas social framing is about
establishing ways to interact efficiently during teleconsultations
(eg, presenting oneself precisely and systematically, speaking
louder, and articulating better). Clinical framing defines the
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protocols to follow (eg, patients’ clinical history, auscultation,
diagnosis, prescriptions, or indications), whereas organizational
framing involves cultivating appropriate attitudes and behaviors
(eg, being punctual, completing forms and, reminding
appointments), to ensure that all actors are present at a given
time on both sides of the camera.

The authors are particularly attentive to the additional
coordination activities that medical and paramedical actors must
perform for the day-to-day operation of these devices [27].
Referring to the work of Strauss, they emphasized the
importance of articulation work [66,67]. In their research on
the medical world, Strauss et al [68] define the social
organization of care as a negotiated order that results from the
constant efforts of the actors to produce, often informally, an
agreement on the best ways to organize tasks daily. As Star [26]
reminds us, this articulation work is beyond the scope of rational
work organizations. It consists of organizing, coordinating, and
combining different types of activities conducted by various
actors (eg, a clinical examination, an x-ray, a blood or blood
pressure test, prescription, and administration of medication)
to ensure that “the staff’s collective efforts add up to more than
discrete and conflicting bits of accomplished work” [31]. The
integration of new technologies has transformed coordination
work. New coordination tasks are also required to ensure
day-to-day operation. These activities are important, even
sometimes decisive, so much so that certain works identify their
intensity as a rejection factor of new devices [69].

Studying all this background work, most of which remains
invisible, is crucial to account for the efforts required to make
technologies work. However, most of these work forms are
difficult to account for in the design and integration process of
new technologies [70,71]. On the basis of the lessons learned
from this literature, we propose to define the scope of the users’
invisible work concept as all the concrete and reflexive activities
that both health care professionals and patients perform to make
digital health technologies work within their daily routines
around health care. One of the original contributions of this
framework is to emphasize the importance of reflexivity and
experience forms that develop through local and subjective
confrontations with the technologies in the trajectory of these
innovations. The notion of reflexivity is used here in its two
registers. Retrospective reflexivity refers to the ability to return
from experiences and past events. Similar to immediate
reflexivity, lessons learned from previous experiences serve to

restructure action as they unfold [72]. The reflexive dimension
is becoming increasingly important with data-driven apps, either
because this work is increasingly automated by connected and
intelligent objects, to the point that this is done sometimes
entirely out of awareness or, on the contrary, because the data
are increasingly visible to the patients who produce, interpret,
and communicate it. In any case, one of the main contributions
of this extended framework concerns precisely the way it
suggests analyzing the work activities as they are performed by
users, but also, and more importantly, their reflexivity (ie, what
they think and feel as they perform them). It is only then that
some nuances can be explored to understand resistance to
technology. This is the case for some health professionals who
reject new technologies not because they resist change but
because they believe that these do not allow them to do what
they consider to be the core of their work, their real work [73].
In other words, rejection can express a transposability issue
where users consider that they cannot work or care with the
same quality they would usually expect to have. This is clearly
a separate issue from a social resistance to change.

A Sociological Research Package to Assess Digital
Health Innovations
This theoretical framework can be used both as an analytical
tool in a research protocol and as a qualitative research agenda
to assess the chances that digital health technologies have to be
successfully integrated into existing health care organizations.
In a research protocol, for any given technology, it proposes to
produce an overview of different actors who constitute the
sociotechnical network around their use. All user types (eg,
physicians, patients, and family caregivers) and material
supports (ie, technical objects, instructions, and protocols) must
be fully included as human and nonhuman actors, which must
be aligned to some extent for innovations to be successfully
integrated into daily routines [17]. This ecological approach
must also be applied to cover a variety of tasks and activities
without which innovation is difficult to develop or abandoned.
In this regard, all forms of work (eg, articulation work, patient
work, and information work) and their various definitions (eg,
well-done or acceptable work, desired or satisfactory work and
prevented work [74]) must be considered. Overall, the goal is
to capture the diversity of the actors performing a range of
different tasks and activities, both practical and reflexive in
nature, to integrate new technologies into existing health care
organizations (Textbox 1).
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Textbox 1. An ecological approach to the diversity of digital technologies, users, and work.

Types of technology

• Equipment sets (telepresence station, teleconsultation booth, telemedicine trolley, etc)

• Connected medical tools (spirometer, stethoscope, otoscope, ultrasound scanner, electrocardiogram, dermatoscope, etc)

• Mobile apps (crowdsourcing, quantification, gaming, self-help, etc)

• Web-based platforms and software services (networking, forums, videoconference, etc)

• Connected objects (sensors, readers, automatons, robotics, AI, vocal assistants, chatbots, carebots, wearables, etc)

Types of users involved

• Health professionals (specialized or general practitioners, nurses, etc)

• Allied health professionals (paramedics, therapists, assistants, auxiliary personnel, social workers, etc)

• Patients (chronic, nonchronic or acute, emergency, etc)

• Healthy individuals (eg, sportsmen and women)

• Family caregivers (parents, partners, friends, etc)

Types of tasks and work

• Translation work (eg, alignment and sensemaking)

• Coordination work (eg, articulation, framing)

• Patient work (eg, illness work, sentimental work, and information work)

• Users work (concrete efforts such as taking measurements, ticking boxes, or sharing data, but also different reflexivity forms)

To do so, this framework investigates the circumstances under
which this work is performed through four dimensions related
to the integration of new technologies (ie, organizational,
interactional, practical, and experiential). The first dimension,
organizational, concerns coordination modalities of health care.
The term organization refers to the physical and material
environment in which digital health technologies are integrated
and whose level of saturation can be an important factor in
users’ rejection. It also refers to all the additional coordination
activities that users must perform, such as articulation work that
realigns affected lines of work, and framing work that defines
rules to normalize uses. This organizational dimension relates
to broader changes in the care pathway due to new technologies
that define the scope and composition of work groups
differently. This is, for example, the case of teleconsultation
that allows health care professionals to be brought together with
different specialties and sometimes actors who were not
participating in traditional consultations, thus contributing to
the formation of new micro–work collectives and to the
evolution of patient care pathways [60,65].

The second dimension is that of interactions between various
actors within health care organizations and with patients. It
draws attention to the place of these actors in the whole system
of interactions that is mobilized around patients’ care [75]. It
first includes new modalities in which these actors interact with
each other through new technologies that tend to open up the
singular colloquium between the physician and patient and
change the relationship between the two by adding new actors,
both from the medical side and the patients’ side. In this regard,
Oudshoorn refers to a major transformation in the geography
of responsibilities [76] based on a new spatial and temporal
distribution of activities related to care delivery. In this

techno-geography, new proximities may develop between
patients and health care professionals [77]. Oudshoorn insists
on the way in which the digital proximity established through
new telemedicine devices highlights “protocol-driven
communication, daily surveillance, and self-care” [52] as
full-fledged dimensions of the interactions that forge remote
care relationships. As it is, this new type of proximity sets aside
the psychosocial dimensions of traditional face-to-face care,
which requires considering extramedical aspects. These
transformations also occur at a more symbolic level. For
example, some studies show that hierarchical representations
or expert legitimacy can be at stake between professionals who
use digital health technologies. Some can associate the use of
certain technologies with a lack of professionalism. For example,
some mental health professionals tend to hide their
teleconsulting practices, which are not well regarded in their
professional environment [62]. These symbolic effects also
concern patients whose use of these technologies can vary
according to the social environment in which they have to make
them work. This is the case for diabetic patients who have to
use a glucometer that not only discloses their illness but also
disrupts social interactions in which they can be engaged [40].

The third dimension of user work is clinical practice, that is,
activities directly associated with the diagnosis and medical
treatment of patients. It includes new forms of distribution and
delegation of tasks between physicians and allied professions
[57] and with patients [19] that may enable sharing medical and
technical knowledge and increasing expertise. Some users may
also end up working twice as much to integrate these devices
(ie, patient’s double work) [40]. Furthermore, this redistribution
of tasks transforms the broader topography and temporality of
care activities, both for the professionals and patients. In this
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regard, Nicolini showed that the daily exercise of telemedicine
is characterized by a stretching out of sociomaterial
arrangements in space-time and consequently an expansion of
health care activities [57]. This means that these reconfigurations
go far beyond the simple spatiotemporal redistribution of
existing activities. They contribute to transforming the social
spaces in which these activities are performed. Oudshoorn
showed how the homes of older adults who are hospitalized at
home with the help of telemonitoring devices becomes a hybrid
place in which conflictual logics of care and aesthetics can
coexist [76]. This new geography profoundly affects the object
and content of these activities. It transforms the relationships
between health care professionals by redistributing their work
differently, sometimes with artifacts.

The fourth dimension is the subjective experience of these users,
which refers to their feelings and representations that they
develop within and through their practice. In fact, the integration
of new technologies alters not only concrete work activities
during the clinical examination but also professional judgments
involved in the formulation of a diagnosis. For instance, building
trust seems to be a core issue for health professionals who
develop an experimental attitude [40] toward these devices. As
mentioned above in the case of teleconsultations, professionals
who engage in such practices with an unclear status question
the extent to which previous practices can be transposed into
the new framework. For example, they consider the problem of
accountability for encountered difficulties. They also consider
the costs of this transposition in economic (related to the
equipment that needs to be acquired and their compatibility or
interoperability with the existing ones), organizational (related

to the time and resources needed for preparation), cognitive
(related to learning and training needs), and social and symbolic
(related to the image conveyed by the device) terms. This is not
so different for patients whose subjective experience also plays
a key role in how they manage their own health care. Indeed,
the experience of illness encompasses the patient's work, but
goes far beyond it. It refers to the whole inner experience of the
disease, to all that is felt (eg, bodily sensations) and thought
(eg, what one would like to do, or, on the contrary, to avoid)
subjectively. Overall, the experience of the disease refers to the
social definition of oneself (eg, when one tries to hide one's
illness and when one talks about it or shows it in some way).
New technologies also challenge these reflexive activities. An
example is given by Van Hout in his work on a telemonitoring
device that has been used with homecare patients who were
minimizing their symptoms or even omitting to tell palliative
care nurses [37]. However, the device that allowed patients to
assess the severity of their various symptoms on a scale of 0 to
5 has not always worked, as patients have criticized the device
for reminding them of symptoms they did not yet have or were
at risk of having (ie, display effect). Therefore, forgetting the
device, and thus the disease, can become an important factor in
their adoption by patients [78].

This paper proposes to study users’invisible work through these
four dimensions. Table 1 presents these practice-based criteria
in a chart that can be applied as a tool in research protocols.
However, there is no single recipe or exclusive way of applying
this grid, which is rather a collection of criteria that can be
combined as needed, depending on the technologies, contexts
of use, and users being studied.
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Table 1. An analytical grid to study users works through its four dimensions.

Application examplesUsers’ work and criteria

Organizational configurations

Interoperability between information systems; unforeseen problem-solving; degree of
saturation as a factor of rejection

Ecology of artifacts

Framing work (social, technical, clinical and organizational) to establish the rules of use;
intensity of the articulation work as a rejection factor

Additional coordination work

Scope and composition of new work collectives; forms and conditions of preventative
actions

Recomposition of the care pathway

Interactional settings

Opening of the singular colloquium of patient-physician to new actors; digital proximity
with the patients

System and modalities of interaction

Delegation of tasks and sometimes even “real work” to other professionals and artifacts;
patients as diagnostic agents

Forms of cooperation

Professionals' legitimacy among colleagues; patients' illness in their social environmentSymbolic effects

Clinical practices

Duplication of the therapeutic space; “expansion” of health care activities; new constraints
that organize patients’ reflexive work

Topography and temporality

Knowledge barriers; “increase in expertise”; double work of patients; disciplinarization
of patients

Learning or cognitive aspects

Reduced in digital proximityConsideration of the psychosocial aspects

Subjective experiences

Experimental attitude; Transposability issues; economic, organizational cognitive, social
and symbolic costs of transposition; Accountability problems

Commitment and trust in fuzzy practices

New information produced by the device (display effect); representations that affect the
experience and the daily management of illnesses

“Forgetting” about the disease or device

Furthermore, this framework can also be applied as an agenda
that calls for further research on the integration phase of various
digital health technologies into work systems (eg, connected
devices, data collecting and displaying apps, and more
infrastructural telemedicine projects, such as teleconsultation
cabins). The purpose of this agenda is to redefine some of the
a priori distinctions (ie, telehealth vs digital health) through
variations that can be observed at the level of the different work
forms that require users to accomplish in very different
configurations. This agenda should include studies of
technologies that are used in different spaces, both very localized
and spontaneous ones, such as teleconsultations, and mobile
and ubiquitous ones, such as self-tracking devices. This agenda

should also contain studies on apps in which data can be more
or less important to explore the various effects of reflexive
technologies on the self-knowledge of patients associated with
their illness experience. It must cover devices used in different
medical conditions, for example, for rare and common
pathologies, to identify how technology adoption modes vary
with the rarity of a disease. A preliminary list of such variables
is presented in Table 2, which aims to cover a very wide range
of configurations, including spatiotemporal, technical, social,
and medical variations, to develop this comparative approach
between different work forms required in the context of their
uses.
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Table 2. Variables in the use of digital health technologies.

DescriptionVariables

Spatial-temporal

Single place (eg, fixed teleconsultation cabin), semi mobile (eg, telemedicine trolley), multiple place (eg,
mobile apps)

Topography

Frequent (eg, multiple times a day) or rare (eg, once a month), precise (eg, on appointment) or approximate
(eg, each morning)

Frequency and punctuality

Continuous (eg, wearable devices and sensors) or punctual (eg, teleconsultations)Duration

Technical

Automated (eg, parameterization) or triggered actions (eg, synchronization)Autonomy

Visible (eg, reader) or invisible (eg, implants)Visibility

Autonomous (eg, pedometer) or connected devices (eg, smart watches)Connectivity

Cognitive (eg, stocking data) or interactive (eg, following feeds), passive (eg, visual representations) or active
(eg, alerts and notifications)

Artifactuality and agentivity

Social

Routine check-up (eg, blood work), emergency (eg, allergy crises) or well-being (eg, sport diet)Context of use

Individual (eg, self-help, measurements, etc.) or collective (data sharing applications, dyadic or triadic tele-
consultations, etc)

Modality of use

Professional caregivers (interaction with physicians, nurses, etc) or family members (assistance by parents,
friends, etc)

Type of actors

Medical

Chronic (eg, diabetes) or acute (eg, heart spasm), rare (eg, cystic fibrosis) or common (eg, kidney disease)Pathology

Primary care (eg, general medicine), secondary care (eg, specialists), tertiary care and hospitalization (eg,
surgery)

Specialty

Preventive (eg, dietary programs), curative (eg, physical therapy), palliative or hospice (eg, cancer treatment)Type of treatment

With this agenda, it becomes possible to produce a comparative
study of users’ work variations in the case of different digital
health practices and explain the success or failure of new
technologies, according to more or less data-driven, real-time,
frequent, or visible nature of activities they require users to do.

Discussion

Principal Findings
This paper draws attention to the plurality of most invisible and
unrecognized tasks and activities that need to be performed by
professionals and patients to make these devices work in various
contexts. As a result, it proposes a theoretical framework that
allows the assessment of digital health innovations by studying
these work activities under different settings and the
transformations they introduce through four main dimensions:
organizations, practices, interactions, and experiences. For any
given technology, it can be used as a tool in a research protocol

to study concrete work activities performed by users to integrate
them into their daily lives. It can also be applied as a research
agenda that covers a wide range of technological configurations
to develop a comparative approach through practice-based
criteria.

Main Contributions
This theoretical framework makes three main contributions to
the literature. First, it reports on professional practices and
patient experiences jointly and in an articulated way. Second,
it seeks to guide analytical practices by further operationalizing
the theoretical approaches of practice-based studies in a
methodological framework to help better understand the
successful integration of new technologies into existing health
organizations. Third, it redefines traditional categories such as
technology acceptance or resistance to change, through an
analysis that remains more faithful to the activity and the
concrete reality of the users themselves.
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Abstract

Background: Public health research studies often rely on population-based participation and draw on various recruitment
methods to establish samples. Increasingly, researchers are turning to web-based recruitment tools. However, few studies detail
traditional and web-based recruitment efforts in terms of costs and potential biases.

Objective: This study aims to report on and evaluate the cost-effectiveness, time effectiveness, and sociodemographic
representation of diverse recruitment methods used to enroll participants in 3 cities of the Interventions, Research, and Action in
Cities Team (INTERACT) study, a cohort study conducted in Canadian cities.

Methods: Over 2017 and 2018 in Vancouver, Saskatoon, and Montreal, the INTERACT study used the following recruitment
methods: mailed letters, social media (including sponsored Facebook advertisements), news media, partner communications,
snowball recruitment, in-person recruitment, and posters. Participation in the study involved answering web-based questionnaires
(at minimum), activating a smartphone app to share sensor data, and wearing a device for mobility and physical activity monitoring.
We describe sociodemographic characteristics by the recruitment method and analyze performance indicators, including cost,
completion rate, and time effectiveness. Effectiveness included calculating cost per completer (ie, a participant who completed
at least one questionnaire), the completion rate of a health questionnaire, and the delay between completion of eligibility and
health questionnaires. Cost included producing materials (ie, printing costs), transmitting recruitment messages (ie, mailing list
rental, postage, and sponsored Facebook posts charges), and staff time. In Montreal, the largest INTERACT sample, we modeled
the number of daily recruits through generalized linear models accounting for the distributed lagged effects of recruitment
campaigns.

Results: Overall, 1791 participants were recruited from 3 cities and completed at least one questionnaire: 318 in Vancouver,
315 in Saskatoon, and 1158 in Montreal. In all cities, most participants chose to participate fully (questionnaires, apps, and
devices). The costs associated with a completed participant varied across recruitment methods and by city. Facebook advertisements
generated the most recruits (n=687), at a cost of CAD $15.04 (US $11.57; including staff time) per completer. Mailed letters
were the costliest, at CAD $108.30 (US $83.3) per completer but served to reach older participants. All methods resulted in a
gender imbalance, with women participating more, specifically with social media. Partner newsletters resulted in the participation
of younger adults and were cost-efficient (CAD $5.16 [US $3.97] per completer). A generalized linear model for daily Montreal
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recruitment identified 2-day lag effects on most recruitment methods, except for the snowball campaign (4 days), letters (15
days), and reminder cards (5 days).

Conclusions: This study presents comprehensive data on the costs, effectiveness, and bias of population recruitment in a cohort
study in 3 Canadian cities. More comprehensive documentation and reporting of recruitment efforts across studies are needed to
improve our capacity to conduct inclusive intervention research.

(J Med Internet Res 2021;23(11):e21142) doi: 10.2196/21142

KEYWORDS

recruitment methods; Facebook recruitment; cost-effectiveness; built environment; intervention research; natural experiment;
mobile phone

Introduction

Background
Urban interventions have the power to shape how people move,
feel, and interact in cities, with the potential to improve health
outcomes for all [1]. To understand the impacts of urban change
on populations over time, researchers are using existing panel
data sets [2-4] or collecting primary data [5,6]. Although
representative population-based cohorts are key to successful
population health intervention research [7], recruitment remains
challenging [8,9]. Web-based recruitment strategies are
increasingly used [10] because of their potential for wide reach
over a short period and relatively low cost. Web-based
technologies and related tools, such as smartphone apps or
wearables, open new opportunities for data collection with lower
participation burden. However, challenges to recruitment remain,
including concerns over data privacy [11], time commitment
for longitudinal studies [12], and limited reach toward
marginalized populations [8,9]. All these can lead to biased
samples, study delays, and increased costs [13].

Currently, few large-scale population health cohort studies have
provided detailed reports on recruitment methods and
effectiveness [6,14]. In a recent systematic review of studies
that used Facebook to recruit participants in health, medical, or
psychosocial research [10], only 19 out of 110 studies published
between 2012 and 2017 reported details on cost and number of
recruited participants by method. On average, the cost per
completed participation through Facebook was CAD $6.79 (US
$5.23; excluding staff time), although this varied widely (range
CAD $1.36-$110 [US $1.05-$84.6]). Most of these studies were
cross-sectional, with the exception of 2 cohort studies that
focused on specific populations [15,16]. In a recent longitudinal
web-based study examining physical activity through sustainable
transport approaches in European cities, collaborations with
local organizations, Facebook, mailing lists, and direct street
recruitment were the most effective approaches to recruit
participants, and Facebook was the most time-efficient method
[6].

Objective
The overarching aim of this paper is to report and evaluate the
effect of different recruitment methods used to enroll
participants in a cohort study in 3 Canadian cities, led by the
Interventions, Research, and Action in Cities Team
(INTERACT) [5].

Methods

Study Design and Procedures
INTERACT uses a longitudinal design that is currently applied
to 4 Canadian cities: Montreal, Saskatoon, Vancouver, and
Victoria [5]. Local teams aimed to recruit approximately
300-person samples, except for Montreal, where the initial goal
was 3000 participants across the Montreal region, where we
aimed to evaluate a larger set of built environment interventions.

In our analyses, we only concentrated on 3 of the 4 INTERACT
cities: Montreal, Saskatoon, and Vancouver, where we asked
participants to report on how they had heard about the study.
Interested participants were invited to complete a web-based
eligibility questionnaire after consenting to the study.
Participants could identify how they had heard about the study,
either through a letter in the mail, referral from a friend or family
member, social media (eg, Facebook and Twitter), met with
study team, website, or other. In Saskatoon, they could choose
from a few additional specific options (eg, posters on buses).
This information was used to run the analyses by the recruitment
method.

Eligible participants could choose from different levels of
participation. The participants were asked to complete two
web-based questionnaires: a health questionnaire and the
Visualization, Evaluation, and Recording of Itineraries and
Activity Spaces (VERITAS), a map-based activity space and
social network questionnaire [17,18]. In addition, participants
could choose to download and activate a smartphone app
collecting GPS and accelerometer data for 30 days and answer
Ecologic Momentary Assessment of well-being for 7 days. They
could also choose to wear a hip-worn multi-sensor device
(SenseDoc; Mobysens Technologies) for 10 days.

Target Sampling and Eligibility Criteria
Generally, participants were recruited through convenience
sampling, with additional recruitment efforts aimed at reaching
priority populations. Priority populations are those who are
vulnerable or marginalized and need to be prioritized in research
on healthy cities to ensure that every person has a fair and just
opportunity to be as healthy as possible. Priority populations
represent communities defined based on their age, gender, race,
income, or ability. These priority populations include women,
Black and Indigenous people, people with disabilities, people
with low incomes, and older adults. For example, some social
media campaigns specifically targeted underrepresented or
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low-income neighborhoods. The choice of inclusion criteria
and survey questions was shaped by conversations with our
knowledge user partners. Therefore, our recruitment approaches
varied based on each site’s target sample and context. The
specific recruitment tactics deployed in each city are described
in the Interventions and Participants by City section. Inclusion
criteria across all sites were as follows: being aged ≥18 years,
being able to read or write English (or French in Montreal) well
enough to answer a web-based questionnaire, and not planning
to move out of the region in the next 2 years.

Interventions and Participants by City
In Vancouver, INTERACT evaluates the impact of the Arbutus
Greenway, a 9-km former railway being redeveloped into a
continuous walking and cycling corridor. Recruitment was
conducted from April 20 to September 20, 2018 (123 days).
The initial inclusion criteria required participants to live in one
of the 8 forward sortation areas (FSAs) within 2 km of
Greenway and be aged ≥45 years. To boost recruitment and to
be consistent with age limits used in other sites, recruitment
was then extended from June 18 to 12 FSAs within 3 km of the
Arbutus Greenway and to adults aged ≥18 years. Participants
were entered into a lottery to win one of 5 CAD $50 (US $39.5)
Visa gift cards and a CAD $600 (US $461.5) gift certificate for
a stay at a resort hotel.

In Saskatoon, INTERACT is studying the impact of a Bus Rapid
Transit (BRT) system. Inclusion criteria included riding the bus
at least once in a typical month or living within 800 m of the
proposed BRT lines as determined by their postal codes.
Recruitment ran from September 19, 2018, to January 4, 2019
(108 days). The participants received a CAD $10 (US $7.69)
gift certificate upon completion of the health questionnaire. To
encourage participants to contribute more data, participants
were entered into a prize draw and received an additional chance
of winning for each additional level of participation (VERITAS
Questionnaire, app, or SenseDoc). Prizes included transit passes,
a Bluetooth speaker, and headphones.

In Montreal, INTERACT evaluated the impacts of built
environment interventions related to the Montreal Sustainability
Plan (Plan Montréal durable 2016-2020). Interventions of
interest include traffic calming measures, new transportation
infrastructure, place-making, and greening programs. Target
areas for recruitment included the Island of Montreal, Longueuil,
Brossard, Saint-Lambert, and Laval. Participants were recruited
between June 6 and December 21, 2018 (199 days). Participants
were entered into a prize draw, with 20 CAD $100 (US $76.9)
Visa gift cards and 1 prize with a value of CAD $500 (US
$384.6): a choice of an iPad, a bicycle, or a stay at a resort hotel.
Similar to Saskatoon, participants’chances of winning increased
with their level of participation.

Recruitment Methods
Recruitment methods deployed at all sites included social media,
news media, partner communications, snowball recruitment,
and other methods, including in-person recruitment activities.
Specific efforts and opportunities were tailored to each city.

Mailed Letters
Mailed letters were sent to Vancouver and Montreal. Mailing
lists were rented from Canada Post. For the initial recruitment
in Vancouver, 8614 personalized letters with an accompanying
bookmark were sent to all homes in the 8 FSAs within 2 km of
the Greenway where an individual aged ≥45 years lived. In
Montreal, a mailed letter campaign with 3 types of options was
sent to 15,000 people: a personalized letter with a postcard
followed by a reminder postcard 2 weeks later (n=5000; group
A), a personalized letter with a color card without a reminder
(n=5000; group B), or a nonpersonalized postcard only (n=5000;
group C). Letters were sent out by a third-party mail provider
from the Canada Post Marketing program. Mailings were
stratified by postal code to enable group identification based
on the participants’ postal code.

Social Media
All 3 cities used the INTERACT Twitter account
(@teaminteract) and Facebook page [19] for promotion. In
Montreal, the Centre de recherche du CHUM Facebook account
also posted INTERACT content. In an effort to recruit
underrepresented groups, messaging was adapted to younger
people, and Facebook advertising was boosted in low-income
postal codes in Montreal and Saskatoon. Facebook group
administrators of community groups and nonprofit organizations
in Montreal were contacted to post an invitation to the study.

News Media
Across all sites, the study was advertised through unpaid media
coverage, through press releases to local media outlets, and by
contact with journalists. In Montreal, the study was featured on
news outlets such as La Presse and Le Devoir, CBC Montreal,
Montreal Gazette, and TVA Nouvelles. In Saskatoon, the study
was featured on CTV local news and CBC Saskatoon. In
Vancouver, local CBC radio shows covered the study.

Newspaper Advertisement
In Montreal, information about the study was published in the
Société de transport de Montréal section of the Journal Métro,
free of charge.

Partner Communications
The research staff leveraged partner mailing lists, newsletters,
and web-based spaces to promote the study. Efforts were made
to reach community organizations working closely with citizens.
Local teams also took advantage of institutional networks to
share information, such as using listservs and university portals
to advertise the study.

Snowball Recruitment
In Vancouver and Montreal, Refer a friend campaigns were
launched using MailChimp. The participants were sent an email
to share with a friend. Participants received a CAD $10 (US
$7.69) gift card for every 2 referred friends who had signed up.
In Saskatoon, participants were encouraged to share information
about the study in their network, although no incentive was
provided.
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Other
We participated in a variety of community events to promote
this study. In Saskatoon, research staff distributed flyers at bus
terminals. In Vancouver, research staff attended farmers’
markets, street parties, and seniors’ activities around Arbutus
Greenway. In Montreal, the team participated in city and
community events, distributed flyers at the Centre hospitalier
de l’Université de Montréal, and visited local food banks. At
these events, we collected email addresses for follow-up with
interested people. All 3 cities designed and distributed posters
to advertise the study. In Vancouver, posters were placed in
cafés, local shops, and community spaces. In Saskatoon, posters
were placed on buses. In Montreal, posters were placed in
universities, community centers, and municipal buildings.

Recruitment Effectiveness Metrics

Cost
To calculate the cost of each recruitment method, we added the
cost of producing materials (ie, printing costs), transmitting
recruitment messages (ie, mailing list rental, postage, and
sponsored Facebook post charges), and staff time. Staff time
was assessed as 0.5 hours per Facebook post, 4 hours per
in-person event, 2 hours per media publication, 2 hours per
partner post, 50 hours for the mailed letters, and 35 hours for
the snowball campaign. Compensation and expenses for prizes
were excluded from the cost, as they were not consistent across
sites.

Sociodemographic Profiles
We provide descriptive statistics on recruited populations for
each method for age (4 categories: 18-34 years, 35-54 years,
55-64 years, and 65-88 years); gender (man, woman, and other);
household income (CAD $0-49,999 [US $0-38,460]; CAD
$50,000-99,999 [US $38,461-$76,922]; and CAD $100,000
[US $76,923] or more); education (less than a university degree,
university degree, and graduate degree); and ethnicity (White;
Indigenous or Aboriginal; and visible minorities, including
South Asian, Chinese, Black, Filipino, Latin American, Arab,
Southeast Asian, West Asian, Korean, and Japanese).

Effectiveness
Recruitment method–specific effectiveness was determined by
calculating the cost per completer, completion rate of the health
questionnaire, and completion delay. The completion rate was
calculated as the number of people who completed the health
questionnaire divided by the number of eligible participants.
Completion delay is defined as the time between the completion
of eligibility and the health questionnaires.

Statistical Analyses
City differences in completion rate and completion delay were
tested using the Kruskal–Wallis rank-based nonparametric
method. A pairwise Wilcoxon test was used for multiple
pairwise comparisons. Cost and compliance analyses per
recruitment method were calculated for each city.

Modeling of daily recruitment by method and intensity was
conducted for Montreal, where recruitment activities were
recorded daily, and the sample size was larger. We modeled the
number of participants recruited each day from the start to the
end of the recruitment period (n=199 days). A recruited person
was defined as someone who had completed the eligibility
questionnaire and was deemed eligible and accepted to
participate. Recruited participants were chosen over those who
had completed the health surveys (eg, completers, above) to
identify how different recruitment methods were able to reach
participants and obtain their willingness to participate.

We fitted a distributed lag model using generalized linear
regression to estimate the number of participants recruited on
any given day. Predictive variables for each day were the type
and intensity of recruitment campaigns, which included the
following: (1) mailed letters, (2) people reached through paid
Facebook posts and advertisements, (3) unpaid Facebook posts,
(4) mailed reminders, (5) partner communications, (6) snowball
recruitment campaigns, (7) wide-reach news media coverage
(articles published in La Presse and Le Devoir, the 2 major
francophone newspapers in Montreal), (8) smaller-reach news
media coverage, and (9) other means of recruitment, including
person events, posters, advertisements on web-based venues
such as university websites, and classified advertisements. To
consider the potential lag effect in recruitment for each method,
we built different finite distributed lag weights ranging from 1
to 15 days [20]. Semilog transformations of the distributed
lagged variables were used for Facebook reach:

yd = α + β1 × [x1(d-s)] + β2 × [log x2(d-s)] + β3 × [x3(d-s)] +
β4 [x4(d-s)] + β5 [x5(d-s)] + β6 [x6(d-s)] + β7 [x7(d-s)] + β8

[x8(d-s)] + β9 [x9(d-s)] +µt

where yd=number of participants recruited on a given day, lag
length (s)=1, 2, 3....q, x1=mailed letters, x2=paid Facebook
reach/1000, x3=unpaid Facebook posts, x4=mailed reminders,
x5=partner communications, x6=snowball recruitment
campaigns, x7=wide-reach news media coverage,
x8=smaller-reach news media coverage, and x9=other means.

We retained the most efficient lag length (number of days) for
each campaign type based on statistical significance, model fit
(Akaike Information Criteria and Bayesian Information Criteria),
and R-squared. We also visually examined the distribution of
the residuals by plotting the observed and predicted estimates.
Full details on the construction of the lagged variables and
results of all combinations of different lag lengths (summarized
in a CSV file) are provided on INTERACT’s GitHub account
[21]. Multimedia Appendix 1, Table S1 provides an example
of 2- and 4-day lagged intensity variables. RStudio (version
3.6.1) was used to conduct all statistical analyses.

Results

The recruitment flowchart (Figure 1) provides details of
recruitment, dropouts, eligibility, and completion of the health
questionnaire. Participation choices by city are presented in
Table 1.
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Figure 1. Flowchart of recruitment numbers in the 3 Interventions, Research, and Action in Cities Team (INTERACT) cities.
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Table 1. Overall recruitment: participation option and health questionnaire completion by citya.

VancouverSaskatoonMontreal

380 (100)402 (100)1536 (100)Total number of recruited participants per city, N (%)

318/380 (83.7)315/402 (78.4)1158/1536 (75.4)Total number of recruited participants who completed the health questionnaire per city,
n/N (%)

Participation option

1. Full participation (with a smartphone app and multi-sensor device)

161/380 (42.4)225/402 (56)937/1536 (61)Number of recruited participants, N1/N (%)

134/161 (83.2)179/225 (79.6)744/937 (79.4)Participants who completed a health questionnaire, n/N1 (%)

2. Intermediate participation (with a smartphone app)

68/380 (17.9)67/402 (16.7)277/1536 (18)Number of recruited participants, N2/N (%)

51/68 (75)56/67 (84)201/277 (72.6)Participants who completed health questionnaire, n/N2 (%)

3. Intermediate participation (with multi-sensor device)

72/380 (18.9)13/402 (3.2)N/AbNumber of recruited participants, N3/N (%)

68/72 (94)9/13 (69)N/AParticipants who completed health questionnaire, n/N3 (%)

4. Basic participation (only questionnaires)

79/380 (20.8)97/402 (24.1)322/1536 (20.9)Number of recruited participants, N4/N (%)

65/79 (82.3)71/97 (73.2)213/322 (66.1)Participants who completed health questionnaire, n/N4 (%)

aThe percentage of participants who completed the health questionnaire is provided per participation option.
bN/A: not applicable.

Recruitment Methods and Corresponding
Sociodemographic Profiles
Table 2 provides sociodemographic information using the
recruitment method. City-specific numbers are provided in
Multimedia Appendices 2 and 3. Most participants were
recruited through social media (n=687). The participants were
younger (mean age 41.8 years, SD 14.1, years) than those
recruited through most other means, especially traditional media
(mean age 58.5 years, SD 12.6, years). Other methods were
more effective in recruiting younger participants, such as partner
communications (mean 35.2 years, SD 16.1, years) or snowball
sampling (mean 39.5 years, SD 15.1, years), compared with
social media. Gender imbalance was strong across all methods,
with 69% of all recruits identifying as women, 30% as men,
and less than 1% as other genders. Social media recruitment
was the most gendered (78% women vs 21% men vs 0.4% other)
and letters the least (57% women vs 43% men). Recruits were
distributed across income categories, with the highest share of

lower-income participants (less than CAD $50,000 per year
[US $38,461 per year]) recruited through partner
communications (40%), other methods (32%), and social media
(29%). All methods managed to recruit higher-income brackets
(15.2% of the sample had household incomes equal to or above
CAD $150,000 per year (US $115,384 per year), but this was
particularly strong for mailed letters (22% of recruits by that
category). Finally, most of the people in the sample identified
as White (83.6%), followed by visible minorities (South Asian,
Chinese, Black, Filipino, Latin American, Arab, Southeast
Asian, West Asian, Korean, and Japanese: 13.6%), and
Indigenous (1.6%). There were differences in proportions among
the cities: in Montreal and Vancouver, only 10.1% and 15.1%
were visible minorities and 0.4% and 1.3% were Indigenous,
whereas Saskatoon’s sample consisted of 24.8% of visible
minorities and 6.3% of Indigenous participants. Interestingly,
in Saskatoon, 38.9% of the visible minority participants were
recruited through partner communication.
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Table 2. Demographic characteristics by recruitment methoda.

Total
(n=1791)

Other
(n=253)

Snowball
recruitment
(n=121)

Partner com-
munications
(n=218)

News media
(n=230)

Social media
(n=687)

Mailed letters
(n=282)

Demographics

Age category (years), n (%)

514 (28.7)56 (22.1)58 (47.9)108 (49.5)44 (19.1)238 (34.6)10 (3.5)18-34

594 (33.2)75 (29.6)34 (28.1)47 (21.6)74 (32.2)273 (39.7)91 (32.3)35-54

303 (16.9)29 (11.5)11 (9.1)17 (7.8)62 (27)95 (13.8)89 (31.6)55-64

250 (13.9)39 (15.4)12 (9.9)13 (6)46 (20)48 (7)92 (32.6)65-88

Education, n (%)

420 (23. 5)74 (29.2)21 (17.4)63 (28.9)26 (11.3)142 (20.7)94 (33.3)Less than university degree

646 (36.1)82 (32.4)51 (42.1)79 (36.2)90 (39.1)259 (37.7)85 (30.1)University degree

708 (39.5)94 (37.2)49 (40.5)70 (32.1)113 (49.1)282 (41)100 (35.5)Graduate degree

Gender, n (%)

541 (30.2)81 (32)45 (37.2)67 (30.7)84 (36.5)144 (21)120 (42.6)Male

1236 (69)170 (67.2)75 (62)149 (68.3)144 (62.6)537 (78.2)161 (57.1)Female

9 (0.5)2 (0.8)0 (0)2 (0.9)2 (0.9)3 (0.4)0 (0)Other

Income category, n (%)

486 (27.1)82 (32.4)31 (25.6)87 (39.9)36 (15.7)200 (29.1)50 (17.7)CAD $0- $49,999 (US $0- $38,460)

517 (28.9)56 (22.1)41 (33.9)38 (17.4)91 (39.6)212 (30.9)79 (28.0)CAD $50,000- $99,999 (US $38,461-
$76,922)

318 (17.8)45 (17.8)20 (16.5)33 (15.1)49 (21.3)122 (17.8)49 (17.4)CAD $100,000-$149,999 (US $76,923-
$115,383)

146 (8.2)22 (8.7)9 (7.4)14 (6.4)19 (8.3)53 (7.7)29 (10.3)CAD $150,000-$199,999 (US
$115,384-$153,845)

126 (7)13 (5.1)10 (8.3)15 (6.9)15 (6.5)40 (5.8)33 (11.7)≥CAD $200,000 (US $153,846)

Ethnicity, n (%)

1497 (83.6)195 (77.1)93 (76.9)155 (71.1)217 (94.3)591 (86.0)246 (87.2)White

29 (1.6)11 (4.3)<5 (0.8)5 (2.3)010 (1.5)<5 (0.7)Indigenous or Aboriginal

243 (13.6)42 (16.6)23 (19)55 (25.2)11 (4.8)81 (11.8)31 (11)Visible minorities

aMissing responses: age: 7.25% (130/1791); education: 0.95% (17/1791); gender: 0.28% (5/1791); income: 11.05% (198/1791); and ethnicity: 1.23%
(22/1791).

Questionnaire Completion
Completion rate, calculated as the proportion of eligible recruits
who completed the health questionnaire, varied by city and by
recruitment method (Table 3). The completion rate was highest
for Vancouver (83.6%) and lowest for Montreal (75.4%; Figure
1). The completion rate by recruitment method varied from
88.4% (mailed letters) to 72.5% (snowball recruitment), yet
between-city variations were also observed. For example,
Vancouver’s completion rate for those recruited through letters

was 97.1%, compared with 87.1% in Montreal. The time elapsed
between eligibility and health questionnaire completion varied
widely across participants and recruitment methods but did not
differ between cities. Those recruited through letters were
quickest to complete the questionnaires (mean 9.1 days, SD
29.9, days), whereas the slowest were those recruited through
social media (mean 14.3 days, SD 37.7, days), followed by
partner communications (mean 13.8 days, SD 31.4, days), media
(mean 11.8 days, SD 34.6, days), and other means (mean 10.6
days, SD 25.8, days).
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Table 3. Completion of eligibility and health questionnaires and time taken by recruitment method for baseline INTERACTa in Montreal, Saskatoon,
and Vancouver.

Recruitment method

TotalOtherSnowball
recruitment

Partner com-
munications

News mediaSocial mediaMailed letters

2318 (100)340 (14.67)167 (7.20)264 (11.39)284 (12.25)944 (40.73)319 (13.76)Number of participants who completed eli-
gibility questionnaire (recruited), n (%)

1791 (100)253 (14.13)121 (6.75)218 (12.17)230 (12.84)687 (38.36)282 (15.74)Number of participants who completed
health questionnaire (completer), n (%)

12.3 (10.4)10.6 (25.8)9.6 (28.6)13.8 (31.4)11.8 (34.6)14.3 (37.7)9.1 (29.9)Average days from eligibility to completion
of health questionnaire, mean (SD)

77.374.472.582.681.072.888.4Completion rate, %

aINTERACT: Interventions, Research, and Action in Cities Team.

Cost-effectiveness
Cost per completer by recruitment method varied by city (Table
4). The average cost per completer for the 3 cities (Montreal,
Saskatoon, and Vancouver) was CAD $23.28 (US $17.91).
City-specific costs per completion were CAD $26.52 (US $20.4)
in Montreal, CAD $23.80 (US $18.3) in Vancouver, and CAD
$10.85 (US $8.35) in Saskatoon. Cost per completer by
recruitment method varied by city. Partner communications was
the most cost-effective recruitment method across cities, with
an average cost of CAD $5.16 (US $3.97) per completer. They
were particularly efficient in Saskatoon, costing <CAD $1(US
$1.3) per completer. News media cost on average CAD $7.35
(US $5.65) per completer and generated a considerable number
of participants in Montreal.

Social media, which generated the most recruits, came third in
terms of cost-effectiveness across cities, at an average cost of
CAD $15.04 (US $11.57) per completer. The highest recruitment
cost resulted from mailed letters, at an average of CAD $108.30
(US $83.3) per completer (CAD $130.80 (US $100.6) in
Montreal; CAD $83.56 (US $ 64.27) in Vancouver). Comparing
different mailed options showed that personalized letters were
much more cost-effective than postcards only, and reminder
cards did not help recruitment. The cost per completer for group
B (personalized letter and color card only; n=88) was CAD
$60.11 (US $46.23), followed by group A (personalized letter,
color card, and a reminder postcard; n=75) at CAD $106.68
(US $82.06), and group C (nonpersonalized postcard only) was
the costliest at CAD $796.34 (US $612.57) per completer (n=8
recruitment).

Table 4. Cost per completer by city and recruitment method.

Total (n=1791)Vancouver (n=318)Saskatoon (n=315)Montreal (n=1158)Reported recruitment method

282 (15.7)134 (42.1)0 (0)148 (12.8)Mailed letters, n (%)a

108.30 (83.31)83.56 (64.27)N/A130.80 (100.61)Cost per completer, CAD$ (US$)b

687 (38.4)96 (30.2)88 (27.9)503 (43.4)Social media, n (%)

15.04 (11.56)22.91 (17.62)16.13 (12.4)13.35 (10.27)Cost per completer, CAD$ (US$)

230 (12.8)0 (US 0)4 (1.3)226 (19.5)News media, n (%)

7.35 (5.65)N/A74.04 (56.95)6.17 (4.75)Cost per completer, CAD$ (US$)

253 (14.1)65 (20.4)79 (25.1)109 (9.4)Other, n (%)

33.20 (25.54)72.70 (55.92)21.60 (16.62)18.05 (13.88)Cost per completer, CAD$ (US$)

218 (12.2)1 (0.3)126 (40)91 (7.9)Partner communications, n (%)

5.16 (3.97)347.10 (267)0.88 (0.68)7.32 (5.63)Cost per completer, CAD$ (US$)

121 (6.8)22 (6.9)18 (5.7)81(7)Snowball recruitment, n (%)

21.85 (16.8)59.80 (46)0 (0)16.40 (12.6)Cost per completer, CAD$ (US$)

23.28 (17.9)23.80 (18.3)10.85 (8.35)26.52 (20.4)Average cost per completer, CAD$ (US$)

aNumber of participants who completed the health questionnaire Percentages indicate the proportion of city participants recruited through this specific
method.
bCost per completer includes the cost of all materials, expenses, and staff time and is expressed in Canadian dollars. Additional costs of participant
compensation in Saskatoon (CAD $10 [US $7.69]) for questionnaire completion) are not included in this table.

J Med Internet Res 2021 | vol. 23 | iss. 11 | e21142 | p. 8https://www.jmir.org/2021/11/e21142
(page number not for citation purposes)

Wasfi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Recruitment Modeling in Montreal
We modeled the number of people recruited per day over the
199-day recruitment period, which included 1536 participants
from the Montreal cohort who completed the eligibility
questionnaire and were willing to participate. The predictor
variables included campaign events by recruitment type. Within
the 199-day recruitment period, there were 227 campaign events,
including (1) 151 days of paid Facebook posts and
advertisements with an average reach of 2770 (SD 3558)
potential participants (minimum=144, maximum=20,156); (2)
44 unpaid Facebook posts posted over 34 days; (3) a mailed
letter campaign reaching 15,000 people; (4) a mailed reminder
campaign reaching 5000 people; (5) 18 communications with
partners who sent out newsletters or shared information on their
web-based spaces; (6) 2 wide-reach media coverage events; (7)
6 smaller-reach media coverage events; (8) 1 snowball
recruitment campaign; and (9) 16 other events, including 2
in-person community events.

The model performed relatively well overall, with an adjusted
R-square of 0.78. The model parameters are listed in Table 5.
Each coefficient should be interpreted as the effect of a

campaign event or the number of participants recruited. The
weights for each campaign are distributed over several days
(specific lag per campaign type), and the sum of weights per
campaign event equals 1. The model estimates 107 recruits that
occur over 15 days for the letter campaign sent to 15,000
participants. Every 1% increase in Facebook reach per 1000
participants resulted in a 0.014 increase in recruitment. For
example, an increase of 10% (277 participants) from the average
Facebook reach of 2770 participants per day recruited an
estimated 3.8 participants over 2 days. Unpaid Facebook posts
recruited an estimated 3.2 participants over 2 days. On average,
every wide-reach news article was associated with the
recruitment of 164 participants over the course of 2 days.
Finally, on average, each smaller-reach news media campaign
was associated with an estimated recruitment of 10 participants.
The best model fit and residual distribution indicated 2-day lag
effects for all recruitment methods, except for 4 days for
snowball recruitment, 15 days for the mailed letter campaign,
and 5 days for the mailed reminder campaigns. Figure 2 shows
the predicted and observed daily recruitment during the 199-day
recruitment period.

Figure 2. Predicted and observed daily recruitment of Montreal’s Interventions, Research, and Action in Cities Team (INTERACT) cohort.
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Table 5. Results of the regression model estimating the number of participants recruited per campaign event (number of observations=199)a.

95% CIP valueEstimated number of recruited
participants per campaign event

Predictors (lag in days)

39.6 to 173.4.002106.5bMailed letters (15 days)

−13.5 to 47.2.2816.9Mailed reminders (5 days)

0.6 to 2.1<.0011.4bLog paid Facebook reach per 1000 (2 days)

1.5 to 5.0.0023.2bFacebook unpaid posts (>2 days)

149.0 to 178.2<.001163.6bWide-reach news media coverage (>2 days)

−2.7 to 0.0.05−1.3Other recruitment means (>4 days)

−1.4 to 8.4.163.5Partner communications (>2 days)

−24.4 to 29.3.852.5Snowball recruitment (>4 days)

4.1 to 16.8.00110.4bSmaller-reach news media coverage (>2 days)

2.9 to 5.7<.0014.3bIntercept

aR2/R2 adjusted=0.79/0.78.
bP<.05.

Discussion

Study Significance
This study documents the procedures and effectiveness of
recruitment efforts to constitute baseline population-based
samples in 3 Canadian cities as part of the INTERACT study.
We further propose a daily recruitment modeling strategy that
provides estimates of effectiveness for various recruitment
campaigns, which we applied to the 199-day Montreal
recruitment period. The existing literature generally lacks
detailed reporting on recruitment performance [8,22]. To our
knowledge, this is the first Canadian study to provide detailed
performance indicators, including the time- and
cost-effectiveness of different population-based recruitment
methods.

Recruitment Method and Cost-effectiveness
Social media is a powerful and relatively cost-effective way to
recruit participants. Approximately one-third of our participants
were recruited through social media (687/1791, 38.4%), at an
average cost of CAD $15.04 (US $11.56) per participant.
However, these participants also took the longest to complete
the questionnaires and had the lowest completion rates. This is
possibly because social media users have direct access to the
web-based recruitment material and therefore are more inclined
to start the process, even with medium levels of motivation.

In contrast, letters had the highest and fastest completion rates
(Table 6). Even if few of those receiving a letter were engaged,
those who did were committed. Researchers recruiting samples
for longitudinal studies or for studies requiring substantial time
commitments from participants may want to consider such
trade-offs and plan for potentially different follow-up rates by
recruitment strategy. Previous studies found that follow-up rates
were generally lower when participants were recruited on the
web [23,24]. Although this study reports only baseline

recruitment, future work should also consider differential
attrition rates linked to the different recruiting methods.

The effectiveness of social media for recruitment has increased
over the years. Montreal’s (CAD $10.18 [US $7.83]) and
Saskatoon’s (CAD $14.45 [US $11.11]) social media costs
(excluding staff time to facilitate comparisons with the literature)
are in line with previously reported median costs of CAD $11.60
(US $8.92) for Facebook recruitment across 18 studies [10]. In
Vancouver, where we initially targeted older adults living in a
small geographic area, social media costs were higher (CAD
$21.30 [US $16.38]) but in line with a recent Canadian study
that recruited a hard-to-reach population through Facebook
(CAD $19.27 [US $14.82]) [25].

Facebook posts were reported as an efficient recruitment method
for a cohort study across 7 European cities (recruitment period:
2014-2016), although the cost per completer was not
documented [6]. Earlier reports on one of the largest prospective
cohort studies in the United Kingdom (recruitment period:
2009-2012) showed that Facebook posts are less efficient than
mailed letters, SMS text messages sent on mobile phones, and
emails [12]. However, since 2009, the share of the population
with a social media account has grown, and Facebook has
considerably refined its advertisement program, facilitating
reach and recruitment [26]. Facebook advertisement features
now make it possible to specifically target local areas or
population segments based on individual profiles. These tools
allow research teams to react to potential biases during the
recruitment process, for example, by adjusting campaigns by
targeting underrepresented geographic areas or population
groups. Concomitantly, physical mail use has diminished, at
least for letter correspondence. A previous study on smoking
targeting young adults in Montreal (recruitment: 2011-2012)
reported a 25% participation rate through letter recruitment [27],
a much higher number than was achieved here (<1%). This
difference might be linked to the presence of compensation and
the age of the participants because CAD $10 (US $7.69) gift
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certificates were given to those completing the survey.
Transformations in communication habits and lower receptivity
for mailed communication may also partly explain this
difference. Finally, letters recruited older men than other
methods, whereas social media recruited younger women,
meaning these methods may be complementary.

Garnering attention for the study through newspaper articles
was the second most effective strategy in Montreal, recruiting
a high share of participants (226/1158, 19.5%) at a low cost
(CAD $6.17 [US $4.75] per participant including staff time).
Opportunities to publicize public health research in mainstream
news outlets should be seized not only as a way to reach future
participants, but also as a means to highlight existing research
on the topic.

We recommend that researchers use multiple recruitment
methods to amplify the impact of messaging and reach a greater
diversity of participants. In Montreal, social media recruits were
younger (mean age 41.8 years, SD 14.1, years) than those
recruited through letters (mean age 58.8 years, SD 12.6, years)
and media campaigns (mean age 51.4 years, SD 14.8, years).
However, our social media recruitment profiles echo Canada’s
Facebook users: 38.2% (192/503) of our social media recruits
were aged 18-34 years (42% of Facebook users in Canada),
40.2% (202/503) were aged 35-54 years (34% of Facebook
users in Canada), 14.5% (73/503) were aged 55-64 years (12%
of Facebook users in Canada), and 7.2% (36/503) were aged
≥65 years (10% of Facebook users in Canada) [28]. Gender
imbalance was present across all recruitment methods but
especially so among social media recruits: in Montreal, 77.1%
(388/503) of the social media recruits were women compared
with an average of 68% (788/1158) recruited through all other
means of recruitment; in Saskatoon, 76.1% (67/88) were women
compared with 73.7% (232/315); and in Vancouver, 85.4%
(82/96) were women compared with 67.9% (216/318). Our
gender imbalance is in the higher range of the 22 studies
reporting a gender split in a 2016 systematic review, for which

the median proportion of women was 61.1% [10]. We did not
anticipate such a gender imbalance, although research has shown
that women tend to join [29] web surveys and volunteer their
time more than men [30], which may explain why more women
completed the surveys.

INTERACT engaged with community organizations and
institutions that had already established communication with
citizens to promote the study. Low-income populations were
best recruited through partner newsletters, consistent with
previous research that supports working with community
partners to reach priority populations [8,22]. Contacting citizens
through such partners may improve the receptivity and trust of
the participants [8]. This requires that the research team develop
relationships with community partners who work directly with
marginalized groups. Building relationships with both advocacy
organizations as knowledge users and service delivery
organizations as recruitment partners requires early and ongoing
engagement from the research staff throughout the project.

When evaluating the extent of bias by sociodemographic factors
in recruitment methods, one should consider the
sociodemographic characteristics of each recruitment method.
For example, because there is a higher share of female Facebook
users, a nonbiased recruitment among Facebook users would
result in more women participating. Similarly, mailing lists tend
to have more up-to-date information on homeowners than
tenants. This means that mail campaigns may be more effective
in recruiting homeowners. Certain community organizations
may have relationships with priority populations, facilitating
recruitment. It is important to be aware of the sociodemographic
population characteristics that these methods do reach before
drawing conclusions about recruitment bias. Furthermore,
although it is useful to assess bias for each specific method,
using a variety of recruitment methods will tend to increase
reach across sociodemographic groups. Table 6 presents a
summary of the results and lessons learned from the INTERACT
recruitment campaigns.
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Table 6. Summary of strengths and weaknesses of each recruitment method, as seen in the INTERACTa study (lessons learned from INTERACT
results).

WeaknessesStrengthsRecruitment method

Mailed letters •• Most expensive cost-per-completer rateHighest and quickest completion rates
• Effective at recruiting older populations
• Higher share of older men than other methods

Social media •• Had the lowest and slowest completion ratesGenerally cost-effective for recruiting a large
cohort

• Effective in recruiting women and younger
participants

News media •• Low effectiveness for recruiting participants
without a university degree

Low cost-per-completer rate
• Effective at recruiting older participants

• Little control from research team to garner atten-
tion from media

Partner communications •• Slow completion rateHigh completion rate
• •Effective in reaching priority population partic-

ipants
Important investments in time for building trust
with partners

• Effective for recruiting participants without a
university degree

• Least expensive cost-per-completer rate

Snowball recruitment •• Tends to reinforce trends within sample compo-
sition, because referred participants resemble
their peers

Ease of implementation through automated
email campaigns

aINTERACT: Interventions, Research, and Action in Cities Team.

Recruitment Method and Time Efficiency
One of the contributions of this study is that it provides a novel
method to predict the number of daily recruits in a
population-based recruitment effort, testing finite distributed
lag weights for each recruitment approach. These results can
inform the timing of different recruitment campaigns, including
indications of their expected reach through time. We provide a
detailed methodology, R syntax, and sample data on GitHub to
facilitate the reproduction of this approach in other contexts. A
systematic review [31] of modeling techniques used to predict
recruitment to randomized clinical trials revealed a variety of
modeling approaches, including Poisson and negative binomial
models or Bayesian, time series, and Markov chain models.
Using Poisson and negative binomial models does not capture
the immediate rise in recruitment after special campaigns (eg,
the peaks of recruited participants after wide-reach news media
coverage). Bayesian, time series, and Markov chain analyses
are less simple to reproduce [31]. With distributed lag weights
as proposed in our study, ordinary least square models can be
used [32]. Our model performed well in predicting daily
recruitment, and recruitment-specific lags provided useful
indications about temporal reach.

Limitations
The INTERACT study requires considerable time and effort
from the participants. Beyond recruitment methods, the
messaging used can affect diversity in recruitment. We used a
variety of hooks and angles to capture the participants’attention.
The impact of these factors was not assessed in this study.
Moreover, differences in protocol in each city, notably
compensation and prizes, may explain some of the variation in

questionnaire completion rates among the cities. Future research
may want to explore the impact of different types of messaging
and visuals, including levels of participation and the impact of
incentives on completion rates. It is possible that participants
could have heard about the study from several sources,
suggesting over- and underestimations and possible correction
effects among methods. However, the model performs well in
terms of cumulative recruitment; lag effects per method provide
useful indications of the temporal dimensions of different
recruitment approaches. Lower recruitment rates among priority
populations are due to barriers such as distrust of participants
and lack of knowledge in research, cultural beliefs and language
issues [9], fear of stigmatization among those who may have
engaged in high-risk behavior [8], issues related to low
(technology) literacy, limited knowledge on the benefits the
research might provide [33], privacy concerns, competing
interests among busy participants [34], and lack of trust in
web-based recruitment strategies [35]. The research team
addressed these barriers in part by dedicating efforts to
presenting the goals of the research and recruiting participants
in person, connecting with community organizations that could
promote the study among their clients and members, and
providing phone or in-person assistance to participants
answering questionnaires. Recruitment methods are only part
of the equation for making participation more appealing and
safer for all. Consequently, research teams should decide on the
protocol at the outset and budget accordingly. Building trust
and addressing logistical hurdles with priority populations are
key goals for our next waves and should be considered at the
forefront of any population health research.
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Another limitation of the recruitment model is the inability to
determine the sociodemographic profiles of the (unknown)
exposed populations. Although Facebook Analytics provides
profile statistics on the people reached through advertisements,
such as sex, age, and geography, equivalent data for other
recruitment methods were not available. For example, the
number of people who are exposed to news media, snowball
campaigns, or partner newsletters is unknown. Our model did
not control for the demographic characteristics of those who
were exposed to our campaigns.

Conclusions
Our study provides detailed documentation of recruitment efforts
and the costs of population baseline samples across 3 Canadian
cities. We also provide a novel lag-based modeling approach

to evaluate the effectiveness of different recruitment strategies,
illustrated using data from Montreal. Different recruitment
methods had different costs, returns, and possible biases,
suggesting that diversifying recruitment methods are useful to
increase reach and sample diversity. Local contexts should not
be ignored, as shown by the differences among the cities.
Research teams should keep detailed logs of recruitment
activities and ask participants to report how they were recruited
to improve reporting of recruitment efficiency and costs. With
increasing opportunities to collect large-scale citizen science
data stemming from web-based platforms, smartphones, or
wearables, setting up comprehensive recruitment strategies and
better understanding how and why citizens choose to participate
or not is important for the future of population-based research.
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Abstract

Background: In the era of big data, artificial intelligence (AI), and the Internet of Things (IoT), digital data have become
essential for our everyday functioning and in health care services. The sensitive nature of health care data presents several crucial
issues such as privacy, security, interoperability, and reliability that must be addressed in any health care data management system.
However, most of the current health care systems are still facing major obstacles and are lacking in some of these areas. This is
where decentralized, secure, and scalable databases, most notably blockchains, play critical roles in addressing these requirements
without compromising security, thereby attracting considerable interest within the health care community. A blockchain can be
maintained and widely distributed using a large network of nodes, mostly computers, each of which stores a full replica of the
data. A blockchain protocol is a set of predefined rules or procedures that govern how the nodes interact with the network, view,
verify, and add data to the ledger.

Objective: In this article, we aim to explore blockchain technology, its framework, current applications, and integration with
other innovations, as well as opportunities in diverse areas of health care and clinical research, in addition to clarifying its future
impact on the health care ecosystem. We also elucidate 2 case studies to instantiate the potential role of blockchains in health
care.

Methods: To identify related existing work, terms based on Medical Subject Headings were used. We included studies focusing
mainly on health care and clinical research and developed a functional framework for implementation and testing with data. The
literature sources for this systematic review were PubMed, Medline, and the Cochrane library, in addition to a preliminary search
of IEEE Xplore.

Results: The included studies demonstrated multiple framework designs and various implementations in health care including
chronic disease diagnosis, management, monitoring, and evaluation. We found that blockchains exhibit many promising applications
in clinical trial management such as smart-contract application, participant-controlled data access, trustless protocols, and data
validity. Electronic health records (EHRs), patient-centered interoperability, remote patient monitoring, and clinical trial data
management were found to be major areas for blockchain usage, which can become a key catalyst for health care innovations.

Conclusions: The potential benefits of blockchains are limitless; however, concrete data on long-term clinical outcomes based
on blockchains powered and supplemented by AI and IoT are yet to be obtained. Nonetheless, implementing blockchains as a
novel way to integrate EHRs nationwide and manage common clinical problems in an algorithmic fashion has the potential for
improving patient outcomes, health care experiences, as well as the overall health and well-being of individuals.
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Introduction

The blockchain concept was first described 3 decades ago and
was meant to be used as a digital timestamp for documents to
prevent tampering, functioning somewhat like a notary.
However, it did not develop significantly and went largely
unnoticed until the global financial crisis. In 2008, the
blockchain revolution began when Nakamoto pioneered and
crystallized it by releasing his whitepaper [1] followed by his
cryptocurrency called Bitcoin, offered as an open-access
protocol to the public.

Blockchain is considered one of today’s important
ground-breaking technologies. The question is what makes
blockchain so unique and useful.

In simple words, it provides digital trust and transparency,
something that has not only been seriously lacking in the digital
world but is also posing major challenges in an era of increased
dependence on electronic data, along with viewing the shift
toward digitization and substituting other traditional methods
of data storage as a glorified goal. A caveat that needs to be
considered is that many digital health start-ups have failed,
given their inability to convince the investors and users or
because of using older technologies that become outdated by
the time a completely digital health system is established.

The security of digital data, and the fact that it can be
manipulated, tampered with, and purposefully hidden to suit
the parties of interest, can be quite an alarming thought. Security
concerns have led to resistance toward the use of electronic
cloud-based data. However, using blockchain technology can
potentially provide a breakthrough.

We will evaluate cases involving 2 patients in typical yet
different clinical scenarios and then analyze the role of
blockchains in the management of these patients.

Chenoa is an 8-year-old girl from Cheyenne, Wyoming, who
was recently diagnosed with acute lymphoblastic leukemia. Her
parents were farmers and there was no large tertiary care center
in town that could provide treatment for life-threatening cancers
with aggressive chemotherapy. They traveled to Colorado to
obtain specialized care as recommended by their local
hematologist. She received all her initial treatments in Denver,
followed by a stem cell transplant from her elder brother as the
donor after receiving massive radiation and chemotherapy for
the transplant. Moreover, 4 months posttransplant, there was
no evidence of leukemia or rejection (graft-versus-host disease),
and they return to Cheyenne to celebrate their cancer conquest
with the rest of the Cherokee tribe. A month after returning,
Chenoa develops high-grade fever and is diagnosed with an
extremely low white blood cell count along with a relapse of
her leukemia at the local hospital. Immediate transfer to the
transplant center in Colorado is recommended.

Khaled is a 58-year-old retired banker and an ex-smoker who
lives in Dearborn, Michigan, with hypertension, coronary heart
disease, and chronic kidney disease for which he undergoes
hemodialysis thrice a week and is on the renal transplant list
for a transplant. He is divorced and single; however, his
daughter, who lives in Cleveland (Ohio), frequently visits him.
He was recently diagnosed with heart failure; given the
precarious health system and lack of caretakers in Dearborn, he
is temporarily planning to move to his daughter’s house.

The above 2 examples characterize the real-world scenarios
within the United States, a developed country; despite incurring
some of the highest health care costs, the United States has a
disjointed health care system as far as digital health is concerned.
Given the impediments and complexities in the US health care
system, errors and wastage within the health ecosystem can
directly affect patient outcomes like those of Chenoa and
Khaled.

Chenoa’s transfer was delayed given that she became
increasingly unstable, as her infection led to septic shock.
Though intensive care unit (ICU) management was optimum,
and she was receiving multiple antibiotics and vasopressors,
hopes for her stabilization and transfer to Denver were
diminishing. A couple of days prior to hospital admission,
Chenoa was taken to another local hospital because of fever
and flu-like symptoms, where she was given an outpatient
prescription of antihistamines. Though her transplant team had
instructed the parents to telephone them for any issues, this was
a very minor issue, and not entirely unexpectedly, the local
physician in the community did not realize the depth of the
immunosuppressive state that Chenoa exhibited. A week after
highly aggressive treatment in the ICU, Chenoa died of multiple
organ failure due to sepsis.

Khaled’s story had a different twist; his daughter made a hasty
decision to take him to Ohio, but he deteriorated quickly. She
had to take him directly to a large tertiary care center in
Cleveland where the emergency room doctors evaluated and
triaged him appropriately and were relentlessly trying to obtain
medical records from Detroit where Khaled’s doctors were
located. He went into cardiac arrest twice within a few hours
of arrival and cardiopulmonary resuscitation was stopped after
a prolonged effort following discussions with his daughter, as
it seemed futile.

Fortunately, most of the patients in the United States do not
exemplify the above cases; however, similar issues routinely
occur given the lack of trustworthy and secure digital
infrastructure for health care. Many questions arise after the
death of Chenoa and Khaled, the most essential of which is
whether there was a medical error on the side of the individuals
or the health care ecosystem, which led to their fatal demise (
eg, were these deaths preventable?).
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We provide a systematic review of literature on the novel health
care ecosystem focusing on blockchains and then consider the
cases of Chenoa and Khaled based on the current data.

Methods

Literature Search
The authors searched through the literature using the terms
“blockchain” and “healthcare” based on Medical Subject

Headings to identify related existing work. The inclusion criteria
were focused on studies related to health care and clinical
research; a working framework was proposed as well as
implementation and testing with data. Exclusion criteria are
presented in Figure 1.

Figure 1. Systematic review outcome. MeSH: Medical Subject Headings, IEEE: Institute of Electrical and Electronics Engineers.

The literature sources for this systematic review were PubMed,
Medline, and the Cochrane library in addition to a preliminary
search of IEEE Xplore, which had works with a technical focus
rather than a health care outcome focus.

Reviewers created a data extraction sheet and identified the
required data, and 31 full-text studies were critically evaluated;
among these, 9 studies were finally selected, and they are
summarized in Table 1.

First, we provide an overview of the essential elements of
blockchains for readers and then explain the specific
methodology in detail.

Overview of Blockchain Technology
The 3 pillars of blockchain technology that make it a
revolutionary technology are decentralization, transparency,
and immutability. A block is a virtual data storage unit that
holds records, transactions, or other means of data. Each block
is chronologically linked to the previous blocks using
cryptography; once a block is created, it is permanently stored
on the blockchain and cannot be modified or removed, thus
becoming immutable. If one wishes to update a network node,
make another transaction, or add new data, a new block must
be added to the chain; all the previous blocks will still be

unchanged and visible. Another aspect of a blockchain is that
it is a decentralized database using the distributed ledger
technology, which simultaneously stores a full replica of the
data on multiple nodes, unlike most other data management
technologies where data storage is centralized, meaning that it
is stored at a single location, mostly on a single server or
mainframe computer [2].

The immutability of a blockchain is attributed to different
factors; each block has an autogenerated header, which has a
unique identification and a timestamp. The block also has a
hash key, which is the header of the previous block. Therefore,
all blocks are interlocked within their respective blockchains.

Once a verified permissioned node (node C) wants to add new
data or make a transaction, a request is sent to all associated
blockchain nodes to verify that the content of node C’s
blockchain matches the content of all the other nodes (nodes
A, B, etc). In addition to ensuring a complete match of all the
block headers, a unique signature header will be generated for
the new block. The new block is added to the blockchain only
after the approval of the node.

Blockchains may be permissionless (public), permissioned
(private), or sometimes hybrid, as described below. Public
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blockchains allow any user to join, view, and add data to the
ledger, which offers maximal transparency. However, private
blockchains allow only those with access to interact with the
network and are usually controlled and maintained by a single
organization offering superior privacy and scalability compared
to public blockchains. Finally, in consortium-based blockchains,
which are hybrids of the other 2 types, the configuration for
viewing and writing access is determined by a group of
organizations or entities.

Based on this general overview of blockchain technology, we
present the salient features of blockchains, which include
cybersecurity, applications, and various domains associated
with them.

Results

The results of this systematic review alluded to a wide variety
of applications for blockchains and various technical differences
in the methods used to establish a blockchain [3-10]; a summary
is provided in Table 1.

All the studies pertained to electronic health records (EHRs),
clinical trials [6-8], or device integration using Internet of Things
(IoT) [3,5,9,10].

Researchers at the Chinese Institute of Physical Science have
proposed a model called Med-PPPHIS, which combines
permissionless and permissioned blockchains, aiming at a
closed-loop method for chronic disease management; the authors
used Med-PPPHIS for national physique monitoring and
scientific exercise guidance using various self-invented IoT
medical devices such as health parameter assessment tools,
athletic and functional performance assessment devices,
wearable heart rate monitors, and intelligent fitness equipment.
The blockchain was tested by 25 virtual machine simulations
over 500 nodes, with results revealing superior security, higher
data transmission rates, and low latency [3]. Another method
was used by Hylock and Zeng et al, in which they used a
proof-of-concept tool to extensively test all the 16 configurations
of their proposed framework in a variety of scenarios, and they
demonstrated results similar to the above study [4].

The blockchain was integrated with IoT devices for evaluating
and monitoring essential tremor disease; herein, patients were
able to use their smartphones to report their location and activity,
self-evaluate their disease activity, and log aggravating and
relieving factors, in addition to the data from their smartwatches
and multiple air systems, providing a holistic view of their
disease status. The authors concluded that blockchains resulted
in increased efficiency, scalability, decreased cost, and flexibility
in data access management [5]. Other studies have employed

IoT devices and blockchains for patient monitoring [9,10]. They
have created systems that can analyze and manage medical
sensor data as well as send alerts based on patient-customized
threshold values and abnormal patterns using smart contracts
while simultaneously integrating the data into the patients’
EHRs.

The last 3 studies [6-8] focused more on the application of
blockchains in biomedical research and clinical trials providing
proof-of-concept frameworks featuring customized smart
contracts, which allowed for more control over data access
depending on researcher privilege levels and patient-controlled
authorization. Researchers have also incorporated additional
security measures such as biometric verification for physician
access. Additionally, blockchains have been used as a solution
for continuous trial monitoring by clinics, financial sponsors,
and participants.

Blockchains are instrumental in many clinical and research
domains. Therefore, some governments are exploring the option
of having a nationwide blockchain for the EHRs of all their
citizens. Estonia is the first country in the world with a digital
health care ecosystem for EHRs based on blockchain technology
and has provided the world with a model for data integrity and
efficiency. Some other countries are in the process of adopting
blockchains at the macroscopic level to reduce health care waste,
increase efficiency, and ultimately improve outcomes. However,
besides the conventional risks of technological failure,
scalability remains a challenge; for instance, conducting 800
transactions per second for hyperledgers using blockchains to
store continuous telemetry data is not yet practical. Nonetheless,
researchers hope that with the current advances in technology,
specific solutions for storage optimization and redesigning of
blockchain will be available soon [11]. One additional study
[12] evaluated the performance of a blockchain-based online
machine learning tool available on the internet called
ExplorerChain, which uses 3 separate and different data sets
(myocardial infarction, cancer biomarkers, and length of
hospitalization). The study concluded that the performance of
ExplorerChain was as good as the central server–based
algorithm while providing the benefits of a distributed model.
Nevertheless, the tradeoff with some of those benefits was the
cost of efficiency. However, with the rise of supercomputers,
the costs associated with running a blockchain are likely to
decrease over time.

Let us return to the unfortunate cases of Khaled and Chenoa.
Imagine that they lived in a digitalized nation (ie, a smart
country as opposed to a smart city), where all the EHRs were
on a private or a consortium-based blockchain.
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Table 1. Summary of data extraction results.

Method (blockchain

interface and IoTa de-
vice)

FeaturesImplementationPlatform or modelTitleReference

Web portal and most-
ly self-developed
medical IoT devices
such as health sign
monitoring equip-
ment, heart rate moni-
tor, and intelligent fit-
ness equipment

Chronic disease manage-
ment target; scientific and
personalized exercise pre-
scriptions (electronic pre-
scriptions), providing users
with safe, effective, and
private scientific health
guidance for the manage-
ment of chronic diseases

Chronic disease
management:
physique monitoring

Med-PPPHIS and Med-
DLattice blockchain

Med-PPPHIS: blockchain-
based personal healthcare in-
formation system for national
physique monitoring and sci-
entific exercise guiding

Zhou et al [3]

Web portalSmart contracts, proxy re-
encryption, revocable ac-
cess, and patient-centered
framework

Patient-centered
blockchain frame-
work

HealthChainA blockchain framework for
patient-centered health
records and exchange
(HealthChain): evaluation and
proof-of-concept study

Hylock and
Zeng [4]

App; wearable de-
vices (Pebble smart-
watch) and stationary
air quality sensors

App allowing users to re-
port their location, activity,
and tremor level; self-
evaluation of the disease
and other factors related to
the disease, such as medi-
cation and alcohol con-
sumption

Remote diagnosis of
essential tremor dis-
ease

IOTA tangleAccelerating health data shar-
ing: a solution based on the
Internet of Things and dis-
tributed ledger technologies

Zheng et al [5]

Web portalPrivate blockchain, smart
contracts, biometric verifi-
cation of physicians, and
patient-controlled data ac-
cess

Patient-reported out-
comes for trials;

EHRb sharing

Applying blockchain technol-
ogy for health information
exchange and persistent mon-
itoring for clinical trials

Zhuang et al
[6]

iPhone (iOS) appSmart contracts, public
code for app recreation,
and geolocation sharing

Biomedical researchOasis Devnet/EthereumBuilding a secure biomedical
data sharing decentralized app
(DApp): tutorial

Johnson et al
[7]

Web appSmart contracts and medi-
ated data access based on
patient-granted permis-
sions

Clinical trialsBlockTrial/ Ethereum
protocol

Using blockchain technology
to manage clinical trials data:
a proof-of-concept study

Maslove et al
[8]

App; pulse oximetry
device, body tempera-
ture sensor, and room
temperature sensor

Smart contracts, off-chain
storage, and Ethereum-
based system users includ-
ing patients, doctors, phar-
macists, and insurance
companies

Remote patient
monitoring

DApp/Ethereum protocolProof of concept of scalable
integration of Internet of
Things and blockchain in
healthcare

Satamraju and
Malarkodi [9]

App; medical IoT de-
vices

Smart contracts, custom
threshold values for alerts,
Oracle (master device to
control smart contacts),
and integration with EHRs

Automated patient
monitoring

DApp /Ethereum proto-
col

Healthcare blockchain system
using smart contracts for se-
cure automated remote patient
monitoring

Griggs et al
[10]

Distributed servers
using internet-based
machine learning

iDASH private

HIPAAc-compliant com-
puting environment net-
work; applied on 3 differ-
ent data sets including my-
ocardial infarction, cancer
biomarkers, and length of
hospitalization

Blockchain com-
bined with artificial
intelligence for
health care and ge-
nomics; predictive
model training

ExplorerChainExpectation propagation logis-
tic regression on permissioned
blockchain (ExplorerChain):
decentralized online health-
care/genomics predictive
model learning

Kuo et al [11]

aIoT: Internet of Things.
bEHR: electronic health record.
cHIPAA: The Health Insurance Portability and Accountability Act of 1996.
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Discussion

Cybersecurity
EHRs play a vital role in providing smooth, safe, and efficient
health care delivery. As many countries do not currently possess
a unified health care system, data sharing and interoperability
(in a secure manner) become essential for providing patients
with the best care. However, this has been a major issue in
current health care management systems. Data are one of the
most valuable commodities; since the increased reliance on
digital systems, cybercriminals have adjusted their methods
owing to huge financial incentives, especially through selling
the identifying data of people. Thus, medical records are
currently worth more than social security numbers on the black
market, as they include the date of birth, home addresses, contact
data, health data, and other sensitive data. EHR data can be
employed for various criminal activities like identity frauds,
insurance frauds, phishing, and ransomware, leaving the patients
compromised and susceptible to harm [13]. Cyberattacks on
hospital systems have increased worldwide in the past decade;
such attacks not only impede health care delivery and cause
financial losses but also affect patients' trust in medical providers
[13,14].

In 2018, a cyberattack on SingHealth (Singapore Health
Services) compromised the records of 1.5 million patients [15];
it is considered one of the biggest data breaches in Singapore
and worldwide. It has stirred considerable controversy about
the security of patients’ data and the reasons behind not
implementing any significant measures for changing the EHR
data systems. Compared to the conventional methods of EHR
storage, a blockchain is a potentially secure and an immutable
method for data storage and management owing to its
decentralized nature. This means that the latest version of the
chain is replicated, sent, and widely distributed in a huge
network of nodes; there are no weak links for hackers to breach.
Each block has a key of its own, in addition to having the hash
key of the previous block. Once a transaction request has been
made by a user, the blockchain protocol requests the network
nodes to verify the validity of the entire blockchain content.
This in turn means that unless the networks nodes verify that
the current version of the chain is identical to theirs and approve
the transaction, it cannot be added to the chain [16,17].

Furthermore, the transaction validation uses cryptominers, which
are nodes that possess specialized hardware and software
capable of solving energy-intensive cryptographic puzzles. It
would be extremely difficult for someone to gather enough
computing power to hack the blockchain database by altering
the ledgers. The larger the blockchain, the more distributed it
is, the more enormous is the computing power required for
hacking, and the more secure it becomes [16,17].

Finally, digital signatures are employed to verify the identity
of those who wish to access or add data to the blockchain.
Additional features such as hardware security modules (HSMs)
can be added as an additional layer to further enhance the
protection of the patients’data. HSMs are specialized hardware
devices that are used to guard highly sensitive data. An HSM
acts as a trusted network node that performs several
cryptographic processes such as key generation and
management, as well as encryption and decryption of digital
signatures. HSMs are usually placed in a secure physical
location and cannot be accessed, thereby making them highly
tamper-resistant systems [18].

Applications and Domains of Use in Health Care
Blockchain technology has thrived in many industries ranging
from banking to supply chain management. It is predicted to
have a major impact on the health care industry. According to
the forecast report for 2018 to 2023 provided by Market
Research Future, the global blockchain market is predicted to
expand exponentially.

Fundamentally, from a patient’s perspective, the potential role
of a blockchain in developing a patient’s personal health record
could be significant. The patient-facing applications of this
technology would benefit from one window and one operating
system for the personal health records, out-of-pocket costs,
covered versus uncovered services, clinical trial searches,
consenting for clinical trials, and “omics” data interpretation.

The review focuses on 5 main areas in which most health
care–related implementations fall under remote patient
monitoring (including IoT devices), EHRs, patient-centered
interoperability, clinical trial data management, and
monetization, as shown in Table 2 and Figure 2. The potential
application areas of blockchain technology in health care are
depicted in Figure 3.
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Table 2. Areas of blockchain implementation.

Blockchain technology featuresApplication area

Electronic health record management • Patient-reported outcomes
• Consent

Patient-centered interoperability • DNRa orders
• Instantaneous data access and interoperability

Remote patient monitoring • Patient-mediated and controlled record access
• IOTb-enabled monitoring of vital signs, glucose, and other parameters
• Disease surveillance and outbreak management

Clinical trial data management • Increased RCTc data transparency and quality
• IOT-generated clinical research data
• Smart contracts applying data specifications and incentives

Monetization • Revenue cycle management
• Clinical trial budgets

aDNR: do not resuscitate.
bIoT: Internet of Things.
cRCT: randomized control trial.

Figure 2. Illustration of blockchain usage in health care.
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Figure 3. Areas of Blockchain utilization in healthcare.

The IoT Concept, Blockchain, and Clinical Trials
The integration of blockchains with other technologies such as
artificial intelligence (AI), IoT, and big data management can
be highly effective and act as a catalyst for innovation and
increased efficiency, which is invaluable for the interpretation
and management of data.

IoT refers to a world where people, things, and devices are all
connected through the internet, allowing them to collect and
exchange data seamlessly over the network. From coffee
machines, wearable devices, and sensors to home security
systems, IoT will likely change the way people live because 5G
wireless technology (with high bandwidth and low latency) is
becoming readily available. All the data streamed over the
network can interlock without the need for human interactions.
Future smart cities are based on IoT devices and applications.
Additionally, it has been gaining considerable attention from
stakeholders, investors, and various organizations owing to its
unlimited application possibilities [19-21].

Data from sensors and wearable devices can revolutionize the
way health care is viewed and delivered, especially in an era of
patient-centered care, precision medicine, and individualized
health care delivery. IoT can transform the approach to health
care and take patient-centered care to a new level, where people
can take charge of their health, providing patients and physicians
with invaluable continuous real-time data about the
physiological state and well-being of patients, ranging from
data such as the heart rate, temperature, or sleeping habits to

biochemical marker measurements in biofluids through various
biosensor technologies, as well as sending alerts when certain
thresholds are crossed or abnormal patterns are detected [22-27].

Using IoT technology in conjunction with blockchain technology
can maximize its efficacy and potential uses. The massive
amounts of various data streamed through different IoT devices
can be used to collect large amounts of invaluable data for
researchers to analyze and interpret. It could also be useful for
data-hungry AI technology companies, public health
surveillance, monitoring of disease outbreaks (eg, for monitoring
COVID-19), epidemiology, and patient-oriented outcomes
[28-33].

AI has been one of the key catalysts in health care innovation;
for instance, researchers at the Massachusetts Institute of
Technology made a ground-breaking discovery of a new
antibiotic using AI technology through a trained deep learning
model that was able to produce a powerful wide-spectrum
antibiotic called Halicin [34]. However, one of the most critical
shortcomings of AI and a crucial component for achieving
revolutionary benefits is the requirement of tons of data for
training its models to produce accurate and useful outputs. The
combination of AI, IoT, and blockchain technologies can be
powerful, where IoT devices provide the data (input),
blockchains facilitate their transmission to various machine
learning, and deep learning models can translate these data into
extremely useful outputs. Some of the newer developments in
machine learning are significantly driving blockchains to be
better integrated with AI in the health care field. This enables
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improvements in the security, privacy, functionality, and
operational aspects of blockchain technology for health care
applications [12,35,36].

Clinical Scenarios, Potential Applications, and
Conclusions
If Chenoa had IoT devices that could monitor her vital signs
(particularly temperature) 24/7 and the information was
transmitted live via a blockchain to live monitors powered by
machine learning algorithms, then her temperature fluctuations
and trends would have prompted a return to the transplant center
much sooner. Although research on nanotechnology and
IoT-based sensors for detecting cancers (or relapses) is in its
infancy, IoT devices for monitoring vital signs have already
proved their effectiveness in monitoring patient physiology.
Moreover, if Chenoa’s EHR was available to all the treating
clinicians across the country via a blockchain, it may have
triggered a sense of urgency in the local physician treating her.

For Khaled, having his EHR not readily available to a treating
emergency room physician is perhaps a classic example of a

disjointed medical ecosystem. If there are IoT devices detecting
potassium, oxygen, and vital signs in a heart failure patient,
they could be instrumental in saving the lives of many patients
with heart and kidney diseases. Moreover, having a living will
and information on the power of attorney on a blockchain could
be very helpful in certain end-of-life cases as well. Finally, for
the hundreds of thousands of patients participating in clinical
trials, informed consent on a blockchain could be very beneficial
for the trial sponsors, ethics boards (eg, institutional review
boards), and patient care providers.

Thus, the potential benefits of blockchains are limitless;
however, concrete data on long-term clinical outcomes based
on blockchains powered and supplemented by AI and IoT are
yet to be achieved. Nonetheless, the implementation of
blockchains as a novel way to integrate EHRs nationwide and
manage common clinical problems in an algorithmic fashion
has the potential of saving thousands of lives like those of
Chenoa and Khaled.

Conflicts of Interest
None declared.

References

1. Nakamoto S. Bitcoin: a peer-to-peer electronic cash system. Decentralized Business Review. 2008. URL: http://bitcoin.
org/bitcoin.pdf [accessed 2020-03-03]

2. Hoy MB. An introduction to the blockchain and its implications for libraries and medicine. Med Ref Serv Q 2017
Jul;36(3):273-279. [doi: 10.1080/02763869.2017.1332261] [Medline: 28714815]

3. Zhou T, Li X, Zhao H. Med-PPPHIS: blockchain-based personal healthcare information system for national physique
monitoring and Scientific Exercise Guiding. J Med Syst 2019 Aug;43(9):305. [doi: 10.1007/s10916-019-1430-2] [Medline:
31410583]

4. Hylock RH, Zeng X. A blockchain framework for patient-centered health records and exchange (HealthChain): evaluation
and proof-of-concept study. J Med Internet Res 2019 Aug;21(8):e13592 [FREE Full text] [doi: 10.2196/13592] [Medline:
31471959]

5. Zheng X, Sun S, Mukkamala RR, Vatrapu R, Ordieres-Meré J. Accelerating health Data sharing: a solution based on the
Internet of Things and distributed ledger technologies. J Med Internet Res 2019 Jun;21(6):e13583 [FREE Full text] [doi:
10.2196/13583] [Medline: 31172963]

6. Zhuang Y, Sheets L, Shae Z, Tsai JJP, Shyu C. Applying blockchain technology for health information exchange and
persistent monitoring for clinical trials. In: AMIA Annu Symp Proc. 2018 Presented at: AMIA Annual Symposium;
November 3-7, 2018; San Jose, CA, United States p. 1167-1175.

7. Johnson M, Jones M, Shervey M, Dudley JT, Zimmerman N. Building a secure biomedical data sharing decentralized app
(DApp): tutorial. J Med Internet Res 2019 Oct;21(10):e13601 [FREE Full text] [doi: 10.2196/13601] [Medline: 31647475]

8. Maslove DM, Klein J, Brohman K, Martin P. Using blockchain technology to manage clinical trials data: a proof-of-concept
study. JMIR Med Inform 2018 Dec;6(4):e11949 [FREE Full text] [doi: 10.2196/11949] [Medline: 30578196]

9. Satamraju KP, Malarkodi B. Proof of concept of scalable integration of Internet of Things and blockchain in healthcare.
Sensors (Basel) 2020 Mar;20(5):1389 [FREE Full text] [doi: 10.3390/s20051389] [Medline: 32138380]

10. Griggs KN, Ossipova O, Kohlios CP, Baccarini AN, Howson EA, Hayajneh T. Healthcare blockchain system using smart
contracts for secure automated remote patient monitoring. J Med Syst 2018 Jun;42(7):130. [doi: 10.1007/s10916-018-0982-x]
[Medline: 29876661]

11. Kuo T, Kim H, Ohno-Machado L. Blockchain distributed ledger technologies for biomedical and health care applications.
J Am Med Inform Assoc 2017 Nov;24(6):1211-1220 [FREE Full text] [doi: 10.1093/jamia/ocx068] [Medline: 29016974]

12. Kuo T, Gabriel R, Cidambi K, Ohno-Machado L. Expectation propagation logistic regression on permissioned blockchain
(ExplorerChain): decentralized online healthcare/genomics predictive model learning. J Am Med Inform Assoc 2020
May;27(5):747-756 [FREE Full text] [doi: 10.1093/jamia/ocaa023] [Medline: 32364235]

13. Luna R, Rhine E, Myhra M, Sullivan R, Kruse CS. Cyber threats to health information systems: a systematic review.
Technol Health Care 2016 Jan;24(1):1-9 [FREE Full text] [doi: 10.3233/THC-151102] [Medline: 26578272]

J Med Internet Res 2021 | vol. 23 | iss. 11 | e19846 | p. 9https://www.jmir.org/2021/11/e19846
(page number not for citation purposes)

Fatoum et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://bitcoin.org/bitcoin.pdf
http://bitcoin.org/bitcoin.pdf
http://dx.doi.org/10.1080/02763869.2017.1332261
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28714815&dopt=Abstract
http://dx.doi.org/10.1007/s10916-019-1430-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31410583&dopt=Abstract
https://www.jmir.org/2019/8/e13592/
http://dx.doi.org/10.2196/13592
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31471959&dopt=Abstract
https://www.jmir.org/2019/6/e13583/
http://dx.doi.org/10.2196/13583
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31172963&dopt=Abstract
https://www.jmir.org/2019/10/e13601/
http://dx.doi.org/10.2196/13601
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31647475&dopt=Abstract
https://medinform.jmir.org/2018/4/e11949/
http://dx.doi.org/10.2196/11949
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30578196&dopt=Abstract
https://www.mdpi.com/resolver?pii=s20051389
http://dx.doi.org/10.3390/s20051389
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32138380&dopt=Abstract
http://dx.doi.org/10.1007/s10916-018-0982-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29876661&dopt=Abstract
http://europepmc.org/abstract/MED/29016974
http://dx.doi.org/10.1093/jamia/ocx068
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29016974&dopt=Abstract
http://europepmc.org/abstract/MED/32364235
http://dx.doi.org/10.1093/jamia/ocaa023
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32364235&dopt=Abstract
http://libproxy.txstate.edu/login?url=http://search.ebscohost.com/login.aspx?direct=true&db=edswsc&AN=000370177500001&site=eds-live&scope=site
http://dx.doi.org/10.3233/THC-151102
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26578272&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


14. Argaw ST, Bempong N, Eshaya-Chauvin B, Flahault A. The state of research on cyberattacks against hospitals and available
best practice recommendations: a scoping review. BMC Med Inform Decis Mak 2019 Jan 11;19(1):10 [FREE Full text]
[doi: 10.1186/s12911-018-0724-5] [Medline: 30634962]

15. Tham I. Personal info of 1.5m SingHealth patients, including PM Lee, stolen in Singapore's worst cyber attack. The Straits
Times. 2018. URL: https://www.straitstimes.com/singapore/
personal-info-of-15m-singhealth-patients-including-pm-lee-stolen-in-singapores-most [accessed 2018-07-20]

16. Alam Khan F, Asif M, Ahmad A, Alharbi M, Aljuaid H. Blockchain technology, improvement suggestions, security
challenges on smart grid and its application in healthcare for sustainable development. Sustain Cities Soc 2020 Apr;55:102018.
[doi: 10.1016/j.scs.2020.102018]

17. Sultana M, Hossain A, Laila F, Taher KA, Islam MN. Towards developing a secure medical image sharing system based
on zero trust principles and blockchain technology. BMC Med Inform Decis Mak 2020 Oct;20(1):256 [FREE Full text]
[doi: 10.1186/s12911-020-01275-y] [Medline: 33028318]

18. Boireau O. Securing the blockchain against hackers. Network Security 2018 Jan;2018(1):8-11. [doi:
10.1016/s1353-4858(18)30006-0]

19. Kamel BMN, Al-Shorbaji NM. On the Internet of Things, smart cities and the WHO healthy cities. Int J Health Geogr 2014
Mar;13:10 [FREE Full text] [doi: 10.1186/1476-072X-13-10] [Medline: 24669838]

20. Lynggaard P, Skouby KE. Complex IoT systems as enablers for smart homes in a smart city vision. Sensors (Basel) 2016
Nov;16(11):1840 [FREE Full text] [doi: 10.3390/s16111840] [Medline: 27827851]

21. Cirillo F, Wu F, Solmaz G, Kovacs E. Embracing the future Internet of Things. Sensors (Basel) 2019 Jan;19(2):351 [FREE
Full text] [doi: 10.3390/s19020351] [Medline: 30654571]

22. Dimitrov DV. Medical Internet of Things and big data in healthcare. Healthc Inform Res 2016 Jul;22(3):156-163 [FREE
Full text] [doi: 10.4258/hir.2016.22.3.156] [Medline: 27525156]

23. Chen HS, Jarrell JT, Carpenter KA, Cohen DS, Huang X. Blockchain in healthcare: a patient-centered model. Biomed J
Sci Tech Res 2019 Aug;20(3):15017-15022 [FREE Full text] [Medline: 31565696]

24. Kamel Boulos MN, Wilson JT, Clauson KA. Geospatial blockchain: promises, challenges, and scenarios in health and
healthcare. Int J Health Geogr 2018 Jul;17(1):25 [FREE Full text] [doi: 10.1186/s12942-018-0144-x] [Medline: 29973196]

25. Kang M, Park E, Cho BH, Lee K. Recent patient health monitoring platforms incorporating Internet of Things-enabled
smart devices. Int Neurourol J 2018 Jul;22(Suppl 2):S76-S82 [FREE Full text] [doi: 10.5213/inj.1836144.072] [Medline:
30068069]

26. Yang Z, Zhou Q, Lei L, Zheng K, Xiang W. An IoT-cloud based wearable ECG monitoring system for smart healthcare.
J Med Syst 2016 Dec;40(12):286. [doi: 10.1007/s10916-016-0644-9] [Medline: 27796840]

27. Coulby G, Clear A, Jones O, Young F, Stuart S, Godfrey A. Towards remote healthcare monitoring using accessible IoT
technology: state-of-the-art, insights and experimental design. Biomed Eng Online 2020 Oct;19(1):80 [FREE Full text]
[doi: 10.1186/s12938-020-00825-9] [Medline: 33126878]

28. Bhattacharya S, Singh A, Hossain MM. Strengthening public health surveillance through blockchain technology. AIMS
Public Health 2019 Sep;6(3):326-333 [FREE Full text] [doi: 10.3934/publichealth.2019.3.326] [Medline: 31637281]

29. Singh RP, Javaid M, Haleem A, Suman R. Internet of things (IoT) applications to fight against COVID-19 pandemic.
Diabetes Metab Syndr 2020 Jul;14(4):521-524 [FREE Full text] [doi: 10.1016/j.dsx.2020.04.041] [Medline: 32388333]

30. Panarello A, Tapas N, Merlino G, Longo F, Puliafito A. Blockchain and IoT integration: a systematic survey. Sensors
(Basel) 2018 Aug;18(8):2575 [FREE Full text] [doi: 10.3390/s18082575] [Medline: 30082633]

31. Dwivedi AD, Srivastava G, Dhar S, Singh R. A decentralized privacy-preserving healthcare blockchain for IoT. Sensors
(Basel) 2019 Jan;19(2):326 [FREE Full text] [doi: 10.3390/s19020326] [Medline: 30650612]

32. Madanian S, Parry D. IoT, cloud computing and big data: integrated framework for healthcare in disasters. Stud Health
Technol Inform 2019 Aug;264:998-1002. [doi: 10.3233/SHTI190374] [Medline: 31438074]

33. Catherwood PA, Steele D, Little M, Mccomb S, Mclaughlin J. A community-based IoT personalized wireless healthcare
solution trial. IEEE J Transl Eng Health Med 2018 May;6:1-13 [FREE Full text] [doi: 10.1109/JTEHM.2018.2822302]
[Medline: 29888145]

34. Stokes J, Yang K, Swanson K, Jin W, Cubillos-Ruiz A, Donghia NM, et al. A deep Learning approach to antibiotic discovery.
Cell 2020 Feb;180(4):688-702.e13 [FREE Full text] [doi: 10.1016/j.cell.2020.01.021] [Medline: 32084340]

35. Chen X, Ji J, Luo C, Liao W, Li P. When machine learning meets blockchain: decentralized, privacy-preserving secure
design. United States: IEEE; 2018 Presented at: IEEE International Conference on Big Data (Big Data); Decembe 10-13,
2018; Seattle, WA, United States p. 1178-1187. [doi: 10.1109/bigdata.2018.8622598]

36. Li Z, Liu J, Hao J, Wang H, Xian M. CrowdSFL: a secure crowd computing framework based on blockchain and federated
learning. Electronics 2020 May;9(5):773. [doi: 10.3390/electronics9050773]

Abbreviations
AI: artificial intelligence
EHR: electronic health record

J Med Internet Res 2021 | vol. 23 | iss. 11 | e19846 | p. 10https://www.jmir.org/2021/11/e19846
(page number not for citation purposes)

Fatoum et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-018-0724-5
http://dx.doi.org/10.1186/s12911-018-0724-5
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30634962&dopt=Abstract
https://www.straitstimes.com/singapore/personal-info-of-15m-singhealth-patients-including-pm-lee-stolen-in-singapores-most
https://www.straitstimes.com/singapore/personal-info-of-15m-singhealth-patients-including-pm-lee-stolen-in-singapores-most
http://dx.doi.org/10.1016/j.scs.2020.102018
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-020-01275-y
http://dx.doi.org/10.1186/s12911-020-01275-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33028318&dopt=Abstract
http://dx.doi.org/10.1016/s1353-4858(18)30006-0
http://www.ij-healthgeographics.com/content/13/1/0
http://dx.doi.org/10.1186/1476-072X-13-10
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24669838&dopt=Abstract
https://www.mdpi.com/resolver?pii=s16111840
http://dx.doi.org/10.3390/s16111840
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27827851&dopt=Abstract
https://www.mdpi.com/resolver?pii=s19020351
https://www.mdpi.com/resolver?pii=s19020351
http://dx.doi.org/10.3390/s19020351
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30654571&dopt=Abstract
https://www.e-hir.org/DOIx.php?id=10.4258/hir.2016.22.3.156
https://www.e-hir.org/DOIx.php?id=10.4258/hir.2016.22.3.156
http://dx.doi.org/10.4258/hir.2016.22.3.156
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27525156&dopt=Abstract
http://europepmc.org/abstract/MED/31565696
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31565696&dopt=Abstract
https://ij-healthgeographics.biomedcentral.com/articles/10.1186/s12942-018-0144-x
http://dx.doi.org/10.1186/s12942-018-0144-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29973196&dopt=Abstract
https://dx.doi.org/10.5213/inj.1836144.072
http://dx.doi.org/10.5213/inj.1836144.072
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30068069&dopt=Abstract
http://dx.doi.org/10.1007/s10916-016-0644-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27796840&dopt=Abstract
https://biomedical-engineering-online.biomedcentral.com/articles/10.1186/s12938-020-00825-9
http://dx.doi.org/10.1186/s12938-020-00825-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33126878&dopt=Abstract
http://europepmc.org/abstract/MED/31637281
http://dx.doi.org/10.3934/publichealth.2019.3.326
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31637281&dopt=Abstract
http://europepmc.org/abstract/MED/32388333
http://dx.doi.org/10.1016/j.dsx.2020.04.041
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32388333&dopt=Abstract
http://www.mdpi.com/resolver?pii=s18082575
http://dx.doi.org/10.3390/s18082575
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30082633&dopt=Abstract
http://www.mdpi.com/resolver?pii=s19020326
http://dx.doi.org/10.3390/s19020326
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30650612&dopt=Abstract
http://dx.doi.org/10.3233/SHTI190374
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31438074&dopt=Abstract
http://europepmc.org/abstract/MED/29888145
http://dx.doi.org/10.1109/JTEHM.2018.2822302
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29888145&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0092-8674(20)30102-1
http://dx.doi.org/10.1016/j.cell.2020.01.021
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32084340&dopt=Abstract
http://dx.doi.org/10.1109/bigdata.2018.8622598
http://dx.doi.org/10.3390/electronics9050773
http://www.w3.org/Style/XSL
http://www.renderx.com/


HSMs: hardware security modules
IoT: Internet of Things
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