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Abstract

Background: Diabetes has become one of the most prevalent chronic diseases, and many people living with diabetes use social
media to seek health information. Recently, an emerging social media app, TikTok, has received much interest owing to its
popularity among general health consumers. We notice that there are many videos about diabetes on TikTok. However, it remains
unclear whether the information in these videos is of satisfactory quality.

Objective: This study aimed to assess the quality of the information in diabetes-related videos on TikTok.

Methods: We collected a sample of 199 diabetes-related videos in Chinese. The basic information presented in the videos was
coded and analyzed. First, we identified the source of each video. Next, 2 independent raters assessed each video in terms of the
completeness of six types of content (the definition of the disease, symptoms, risk factors, evaluation, management, and outcomes).
Then, the 2 raters independently assessed the quality of information in the videos, using the DISCERN instrument.

Results: In regard to the sources of the videos, we found 6 distinct types of uploaders; these included 3 kinds of individual users
(ie, health professionals, general users, and science communicators) and 3 types of organizational users (ie, news agencies,
nonprofit organizations, and for-profit organizations). Regarding content, our results show that the videos were primarily about
diabetes management and contained limited information on the definition of the disease, symptoms, risk factors, evaluation, and
outcomes. The overall quality of the videos was acceptable, on average, although the quality of the information varied, depending
on the sources. The videos created by nonprofit organizations had the highest information quality, while the videos contributed
by for-profit organizations had the lowest information quality.

Conclusions: Although the overall quality of the information in the diabetes videos on TikTok is acceptable, TikTok might not
fully meet the health information needs of patients with diabetes, and they should exercise caution when using TikTok as a source
of diabetes-related information.

(J Med Internet Res 2021;23(9):e30409) doi: 10.2196/30409
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Introduction

Diabetes has become one of the most prevalent chronic diseases
throughout the world. According to a recent report by the

International Diabetes Federation, the estimated global
prevalence of diabetes in people aged 20-79 years reached 493
million in 2019, accounting for 9.3% of the total world
population [1]. Crude estimates of diabetes prevalence are 13.0%
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for US adults [2] and 12.8% for Chinese adults [3]. This high
prevalence of diabetes results in huge financial burdens and
losses for societies. In 2019, diabetes and related complications
led to approximately 4.2 million deaths globally and resulted
in US $760 billion of health expenditures [1]. Therefore, there
is a pressing need to take action in managing diabetes.

Individuals living with diabetes can actively manage their
chronic condition. Early studies suggest that intensive blood
glucose control can greatly reduce the risk of complications
from the disease [4-6]. However, effective blood glucose control
is not an easy task among people living with diabetes. Adequate
glycemic controls require a constellation of actions, such as a
customized diet, exercise plans, regular self-assessments of
blood glucose levels, and optimized medication [7]. According
to one study, in 2013, only 25.8% of patients with diabetes had
received treatment in China, and only 39.7% of those treated
had adequate blood glucose control [8]; such low treatment and
adherence rates may be associated with people’s limited
knowledge of the disease [9]. People living with diabetes often
have diverse needs for information regarding their chronic
condition, such as basic information on diabetes and the
effectiveness of treatment options, on the sequelae of diabetes,
blood glucose control, etc [10]. Nevertheless, they usually
encounter many difficulties finding relevant and
easy-to-understand information on their conditions [11].

Emerging internet technologies provide opportunities for better
health communication and patient education. The internet has
shifted the role of patients from passive information recipients
to active information seekers [12]. General health information
consumers use social media platforms (eg, discussion forums,
microblogs, and group chatting) to seek both instrumental advice
and emotional support [13-15]. Patients with diabetes who
actively use social media for information, according to recent
evidence, are associated with having lower glycated hemoglobin
values [16]. A possible explanation for this is that social media
provides patients with many opportunities to gain health
knowledge, thereby increasing patient activation (ie, the ability
and willingness that equip patients to take active action in
managing their health care) [17]. Therefore, it is essential to
utilize social media for better health communication for
managing diabetes conditions.

Despite the considerable benefits of social media, its use for
health communication has some limitations. In the literature,
the quality of the information is the most extensively mentioned
concern [18]. The possibility of encountering faulty health
information on social media increases risks for patients, who
may make health decisions on the basis of inaccurate
information [19]. The quality of unmoderated information poses
challenges for both patients and health care providers. On one
hand, patients need to be able to distinguish high-quality
information sources from low-quality ones [20,21]; one the
other, health professionals and institutions are expected to
respond to and combat health misinformation to protect the
public [22]. Therefore, it is important to examine the quality of
health information on social media.

Recently, an emerging short video app, TikTok, has attracted
the interest of health care researchers [23]. During the
COVID-19 pandemic, health-related videos on TikTok were
widely viewed and shared. For example, COVID-19–related
videos on the app have been watched approximately 93.1 billion
times [24]. TikTok contains many videos about diabetes;
however, their quality remains unstudied. To address this gap,
this study aimed to systematically assess the quality of the
information in diabetes-related videos on TikTok.

Methods

Search Strategy and Data Extraction
Using the keyword “糖尿病” (“diabetes” in Chinese), we
searched TikTok during the period from January 20-25, 2021,
and we retrieved the first 250 videos delivered by TikTok’s
recommended sorting process. We included the videos directly
related to diabetes and excluded videos on other topics,
commercial advertisements, and videos with no sound. After
the screening, we obtained 199 videos for further data extraction
and analysis (Figure 1).

We retrieved and extracted the basic information for each video,
including the URL, publication date, name of the uploader, type
of uploader (individual vs organization), uploaders’verification
status, length of the video, number of times it was shared, and
number of “likes” and comments it received. The extracted data
were recorded in Excel (Microsoft Inc).

Figure 1. Video screening procedure.

Measures
We measured 2 aspects of diabetes-related videos on TikTok:
their content and the quality of their information. First, we

adopted the coding schema proposed by Goobie et al [25] to
rate the quality of six types of content: the definition of the
disease, signs/symptoms, risk factors, evaluation, management,
and outcomes. Two raters assessed each video independently
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and scored how sufficiently the video addressed each of the
content types on a 3-item scale: 0 points (no content), 1 point
(some content), 2 points (extensive content).

To rate the quality of the information, we adopted the DISCERN
instrument. According to a systematic review [26], since its
publication in 1998, DISCERN has been one of the most widely
adopted instruments for assessing the quality of health
information. It is a brief questionnaire that enables its users to
assess the quality of health information concerning treatment
choices [27]. The instrument consists of 16 questions, with
response choices based on a 5-point scale, ranging from 1=poor
to 5=good. These 16 questions are divided into 3 sections. The
first 8 concern the reliability of the publication, such as whether
its aims are clear and whether it is relevant, balanced, and
unbiased. The scores for this section indicate whether the
publication can be trusted as a source of information for
choosing a treatment for a particular disease. The 7 questions
in the second section focus on the details of treatment choices,
such as whether the publication describes how each treatment
works and explains its risks and benefits. The scores for this
section reflect the quality of the publication’s information about
treatment choices (including self-care). The third section consists
of 1 final question, based on all the previous ones; it asks users
to rate the overall quality of the publication as a source of
information about treatment choices. Of note is the fact that,
although the original DISCERN instrument was designed for
evaluating written publications, it has been widely used for
assessing health-related videos. For example, researchers have
used it to evaluate YouTube videos informing patients about
treatments for cancer [28,29] and diabetes [30].

Rating process
Two authors (WK and LS) worked on the rating tasks; both are
certified physicians who work at endocrinology departments at
2 local hospitals. The raters independently scored each video
for its coverage of the 6 types of content and applied the 16
questions of the DISCERN instrument. Interrater reliability was
assessed with SPSS (version 22, IBM Corp). The interrater

reliability for each of the 6 items relating to video content ranged
from 0.813 to 0.981, and all of the reliability coefficients are
highly significant at an error margin of 0.1%. The interrater
reliability for each of the 16 items of the DISCERN instrument
ranges from 0.898 to 0.991, and all of the reliability coefficients
are highly significant at an error margin of 0.1%. These results
indicate satisfactory interrater reliability.

Results

Video Sources
We identified 2 primary sources of the videos: individual and
organizational users. We further identified 3 types of video
creators among individual users: health professionals, science
communicators, and general users. Among organizational users,
we identified three types of sources: news agencies, nonprofit
organizations, and for-profit organizations.

The results suggest that individual users published most of the
videos (n=156, 78.4%). Among individual users, health
professionals contributed the most videos (n=138, 69.3%),
followed by general users (n=12, 6.0%), and science
communicators (n=6, 3.0%). We noted that only 43 videos were
uploaded by organizational users, and these accounted for 21.6%
of the videos in our sample. Among organizational users, news
agencies contributed the most videos (n=31, 15.6%), followed
by nonprofit organizations (n=7, 3.5%) and for-profit
organizations (n=5, 2.5%) (Table 1).

In our sample, the shortest video lasts only 13 seconds, while
the longest lasts 407 seconds. On average, the videos are
approximately 1 minute long. All videos were published after
2019. The earliest video had been on TikTok for 589 days, while
the latest one was published 3 days prior to the day we collected
the data. The videos in the sample received 2.75 million “likes”
and 157,700 comments and were shared 305,200 times. Table
2 shows the characteristics of the videos, described by the
median numbers across different sources.

Table 1. Descriptions of video sources.

Videos, n (%)Source descriptionSource type

Individual users (n=156)

138 (69.3)Individuals who identify themselves as health professionals (eg, doctors and nurses)Health professionals

12 (6.0)General users (eg, general health consumers)General users

6 (3.0)Individuals who are engaged in scientific communication (eg, popular science writers)Science communicators

Organizational users (n=43)

31 (15.6)News agencies and the pressNews agencies

7 (3.5)Organizations operated for collective, public, or social benefit and public hospitalsNonprofit organizations

5 (2.5)Organizations that pursue commercial interestsFor-profit organizations
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Table 2. Characteristics of the videos across sources (median numbers).

Times shared, me-
dian

Comments, median“Likes,” medianDays on TikTok,
median

Length of video
(seconds), median

Source type

802.5164419113150.5Health professionals (n=138)

89178.53089.5161135.5General users (n=12)

496659324,00013543Science communicators (n=6)

350516799179043News agencies (n=31)

302319423,00020052Nonprofit organizations (n=7)

675940533,00031763For-profit organizations (n=5)

Video Content
It was not our intention to exclude any type of diabetes during
searching and screening. However, we found that most of the
videos were about type 2 diabetes mellitus (n=193, 97%). We
identified only 4 (2%) videos about gestational diabetes mellitus
and 2 (1%) videos about type 1 diabetes mellitus.

Moreover, we averaged the scores of the 2 raters for each aspect
of the video content and obtained scores that ranged over the

full 5-point scale, from “no content” to “extensive content.”
The results show that more than half of the videos contain little
or no content on the definition of the disease, symptoms, or
evaluations of diabetes. Overall, 46.2% of the videos contain
little or no content on diabetes-related risk, and 66.8% have
some or more information on outcomes. Management of diabetes
was the most frequent topic in the sample. Overall, 67.8% of
the videos sufficiently introduced diabetes management (Table
3). The overall scores for all the videos are given in Figure 2.

Table 3. Completeness of video content.

Outcomes, n
(%)

Management, n
(%)

Evaluation, n
(%)

Risk factors, n
(%)

Symptoms, n
(%)

Definition, n
(%)

Content

54 (27.1)14 (7.0)100 (50.3)79 (39.7)115 (57.8)113 (56.8)No content (0 points)

12 (6.0)3 (1.5)8 (4.0)13 (6.5)9 (4.5)27 (13.6)Little content (0.5 points)

115 (57.8)44 (22.1)54 (27.1)66 (33.2)47 (23.6)52 (26.1)Some content (1 point)

5 (2.5)3 (1.5)4 (2.0)17 (8.5)14 (7.0)7 (3.5)Most content (1.5 points)

13 (6.5)135 (67.8)33 (16.6)24 (12.1)14 (7.0)0 (0)Extensive content (2 points)

Figure 2. Completeness of video content.

Information Quality
Our results suggest that the general quality of the diabetes
information videos on TikTok is acceptable. Overall, the videos

published by the nonprofit organizations had the highest
DISCERN scores, followed by those published by the health
professionals and news agencies. The videos published by the
for-profit organizations had the lowest total DISCERN scores,
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followed by those of the science communicators and general
TikTok users. The mean numbers for the whole instrument
indicate significant differences across the video sources, at
α=.01 (Table 4).

Regarding reliability, videos published by the nonprofit
organizations had the highest scores, while those from the
for-profit organizations had the lowest scores. Our results
suggest that nonprofit organizations, news agencies, and

individual health professionals also contributed videos with
relatively high reliability. The differences in reliability across
the different video sources are significant, at α=.01.

In regard to treatment choices, diabetes-related videos on TikTok
were of medium to low quality. Nonprofit organizations and
health professionals contributed higher-quality videos on
treatment choices than other sources; however, the differences
are not significant.

Table 4. DISCERN scores of diabetes-related TikTok videos by source.

Total DISCERN scoresd,
mean (SD)

Overall information quality

(item 16)c, mean (SD)

Quality of treatment choices

(items 9-15)b, mean (SD)

Reliability of the videos

(items 1-8)a, mean (SD)

Video source

47.74 (7.71)3.26 (0.67)16.37 (5.00)28.10 (3.59)Health professionals (n=138)

41.38 (6.14)2.58 (0.51)13.42 (3.63)25.38 (3.19)General users (n=12)

43.33 (8.23)3.08 (0.20)15.25 (5.29)25.00 (3.21)Science communicators (n=6)

47.73 (7.39)3.23 (0.71)16.02 (5.14)28.48 (3.76)News agencies (n=31)

50.64 (4.61)3.50 (0.50)18.00 (3.40)29.14 (2.25)Nonprofit organizations (n=7)

40.00 (7.11)2.60 (0.55)13.20 (5.03)24.20 (30.50)For-profit organizations (n=5)

aP=.005 (1-way analysis of variance).
bP=.23 (1-way analysis of variance).
cP=.004 (1-way analysis of variance).
dP=.009 (1-way analysis of variance).

Discussion

Principal Findings
This study systematically evaluated the information quality of
diabetes-related videos on TikTok. According to a recent
systematic review [13], the use of social media as a source of
information is gaining in popularity among patients with
diabetes. The various social media channels provide patients
with a convenient means to seek medical knowledge and get
social support [31]. While traditional social platforms (eg,
Facebook, Twitter, and Instagram) have been widely
investigated as channels of diabetes-related health
communication [32], the role of emerging, mobile-based apps
in disseminating diabetes knowledge is not yet fully understood.
Our results reveal that TikTok is a powerful platform for
disseminating diabetes-related information. The 199 diabetes
videos examined in our study received 2.75 million “likes” and
were commented on and shared thousands of times, which
indicates that TikTok is a promising channel for health
communication.

We identified 2 main categories of video uploaders (ie,
individual and organizational users), each containing several
more specific types of users. Individual users included health
professionals, science communicators, general TikTok users;
organizational users comprised news agencies, nonprofit
organizations, and for-profit organizations. Health professionals
contributed the most videos, while the for-profit organizations
contributed the least. Many prior studies have suggested that
health professionals and organizations can utilize social media
for effective health communication and public health promotion
[33,34]. Our study revealed that health professionals in China

have been actively engaged in promoting diabetes knowledge
via TikTok; however, nonprofit health organizations use this
emerging video-based channel less frequently.

In terms of video content, the study found 3 types of imbalances.
First, most of the videos were about type 2 diabetes mellitus,
while very few videos discussed gestational diabetes mellitus
and type 1 diabetes mellitus. Second, most of the videos were
about disease management, but few fully addressed other aspects
of content, such as the definition and symptoms of the disease,
risk factors, evaluation, and outcomes. Third, when many videos
are generally reliable, these videos were of average to fair
quality concerning treatment choices. Prior studies suggest that
patients with diabetes have various health information needs,
including a need for information about treatment, course of the
disease, abnormalities in glucose metabolism, progression of
diabetes through their life cycle, coping techniques, and
prevention [35,36]. Moreover, these information needs vary,
depending on the type of diabetes mellitus. For example, young
people with type 1 diabetes mellitus may be particularly
interested in “diabetes through the life circle” [35]. Given the
observed imbalances in video content, we suspect that current
diabetes-related videos on TikTok cannot fully meet patients’
information needs. Therefore, we call for more pertinent videos
to address patients’ comprehensive information needs.

Our study found that the quality of information in the videos
differed with the type of source. Videos published by nonprofit
organizations had the highest quality, while those from the
for-profit organizations had the lowest quality. This finding is
consistent with those of prior studies, which suggest that
government-sponsored platforms are more likely to publish
high-quality information than for-profit organizations [25].
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Unfortunately, the videos contributed by the nonprofit
organizations account for a mere portion of the total corpus of
diabetes-related videos on TikTok. We suggest that government
departments and public hospitals contribute more high-quality
material and leverage the power of this social media channel to
promote public health. Given the large variations in information
quality from the different sources, we also suggest that patients
exercise caution when using TikTok to obtain diabetes-related
information.

Limitations and Future Directions
The findings of this study should be viewed in light of several
limitations. First, the study looked only at the quality of diabetes
information, not the quality of communication. For example,
we observed that the communication modalities varied largely
in the TikTok videos. Some videos used rich materials (eg,
illustrative images or cases and visual data) to communicate
the information, while some were based on plain narratives.
Unfortunately, the instruments employed in this paper targeted
information quality and overlooked the quality of
communication. We call for more empirical studies in the future
to investigate the communication quality of diabetes-related
videos on TikTok. Second, the videos included in our study
were in Chinese; therefore, the findings cannot be applied to
diabetes-related videos on TikTok in other languages (eg,

English). We encourage future researchers to assess the
information quality of diabetes-related videos in other languages
to obtain deeper insight into quality issues with diabetes-related
videos on TikTok. Third, there are many instruments for
assessing the quality of health-related information, such as
DISCERN, JAMA benchmarks, and the HONcode principles.
This study employed the DISCERN instrument because it has
proved effective for assessing the quality of videos on other
platforms and apps (eg, YouTube). However, we encourage
more studies using a variety of instruments to triangulate the
validity of these findings in the future.

Conclusions
This study assessed the information quality of 199
diabetes-related videos on the short video mobile app TikTok.
The results show that the videos primarily addressed diabetes
management but contained limited information on other types
of content, such as the definition and symptoms of the disease,
risk factors, evaluation, and outcomes. The overall quality of
the diabetes videos was found to be acceptable on average,
although it varied significantly, depending on the type of source.
We conclude that the health information needs of patients with
diabetes might not be fully met by watching TikTok videos,
and patients should exercise caution when using TikTok for
diabetes-related information.
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Abstract

Background: COVID-19 is caused by the SARS-CoV-2 virus and has strikingly heterogeneous clinical manifestations, with
most individuals contracting mild disease but a substantial minority experiencing fulminant cardiopulmonary symptoms or death.
The clinical covariates and the laboratory tests performed on a patient provide robust statistics to guide clinical treatment. Deep
learning approaches on a data set of this nature enable patient stratification and provide methods to guide clinical treatment.

Objective: Here, we report on the development and prospective validation of a state-of-the-art machine learning model to
provide mortality prediction shortly after confirmation of SARS-CoV-2 infection in the Mayo Clinic patient population.

Methods: We retrospectively constructed one of the largest reported and most geographically diverse laboratory information
system and electronic health record of COVID-19 data sets in the published literature, which included 11,807 patients residing
in 41 states of the United States of America and treated at medical sites across 5 states in 3 time zones. Traditional machine
learning models were evaluated independently as well as in a stacked learner approach by using AutoGluon, and various recurrent
neural network architectures were considered. The traditional machine learning models were implemented using the
AutoGluon-Tabular framework, whereas the recurrent neural networks utilized the TensorFlow Keras framework. We trained
these models to operate solely using routine laboratory measurements and clinical covariates available within 72 hours of a
patient’s first positive COVID-19 nucleic acid test result.

Results: The GRU-D recurrent neural network achieved peak cross-validation performance with 0.938 (SE 0.004) as the area
under the receiver operating characteristic (AUROC) curve. This model retained strong performance by reducing the follow-up
time to 12 hours (0.916 [SE 0.005] AUROC), and the leave-one-out feature importance analysis indicated that the most
independently valuable features were age, Charlson comorbidity index, minimum oxygen saturation, fibrinogen level, and serum
iron level. In the prospective testing cohort, this model provided an AUROC of 0.901 and a statistically significant difference in
survival (P<.001, hazard ratio for those predicted to survive, 95% CI 0.043-0.106).

Conclusions: Our deep learning approach using GRU-D provides an alert system to flag mortality for COVID-19–positive
patients by using clinical covariates and laboratory values within a 72-hour window after the first positive nucleic acid test result.

(J Med Internet Res 2021;23(9):e30157) doi: 10.2196/30157
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Introduction

COVID-19 is caused by the SARS-CoV-2 virus and is suspected
to be of zoonotic origin, with spillover from bats or pangolins
into humans in Wuhan, China [1,2]. COVID-19 has become
one of the largest public health emergencies of the past century
with over 203 million confirmed cases and 4.3 million deaths
as of August 2021 according to the World Health Organization
[3]. The COVID-19 pandemic has overwhelmed global medical
supply chains, hospitals, and economies, which has led
governments to respond with varying policies, including mask
mandates and travel restrictions [4,5]. At times, hospitals and
health care workers have become so overburdened with patients
with COVID-19 that they have been forced to ration care, raising
logistical and ethical concerns [6].

The clinical course of COVID-19 is diverse with most
individuals experiencing mild or asymptomatic disease, but
many patients develop life-threatening diseases, including
features such as cytokine storms, thrombotic complications, or
severe acute respiratory syndrome requiring mechanical
ventilation or extracorporeal membrane oxygenation [7]. A
major medical challenge is therefore to reliably triage patients
according to their risk for severe disease. Age is consistently
observed to be a predominant risk factor for severe disease [7],
but deaths are not limited to older adults and the majority of
older patients survive COVID-19 [7]. Other comorbidities and
laboratory test values are expected to be capable of further
individualizing and enhancing mortality prediction. Recent
studies investigating statistical and machine learning (ML)
models for mortality prediction have confirmed that detailed
evaluation of medical records can facilitate further stratification
of patients [8-12].

A systematic review of 147 published or preprint prediction
models found consistent problems with inherent biases in the
data sets investigated or created in all such studies, ultimately
concluding that “we do not recommend any of these reported
prediction models for use in current practice” [12]. Clinical
practices differ in the nature of their observational electronic
health record (EHR) data set, patient population, clinical
practices, and electronic record or laboratory ordering practices.
Correspondingly, the literature review conducted at the outset
of this study indicated that the existing prediction models were
likely unsuited to our clinical setting without essentially starting
afresh by retraining, validating, and testing predictions.

We describe Mayo Clinic’s experience assembling, what is to
our knowledge, the largest reported COVID-19 database for
mortality prediction and using this database to create a system
for COVID-19 mortality prediction, tailored to a unique patient
population. Despite the biases inherent to it, because this large
and growing database represents a health care system spanning
5 states and 3 time zones over a study window greater than 11
months, our model is expected to be the least confounded and
the most generalized COVID-19 mortality predictor published

to date. We report the successful development and validation
of a state-of-the-art ML model to provide mortality prediction
shortly after confirmation of SARS-CoV-2 infection in this
Mayo Clinic patient population and discuss in detail the various
logistical and scientific challenges involved in the early
deployment of such a system in a rapidly changing pandemic
environment.

Methods

Study Design
This work required the development of a data set and the
subsequent modeling of the resultant cohort. After data
collection and cleaning, 2 broad classes of algorithms were
considered to model this data. The first approach ignores the
time series nature of the underlying data and applies traditional
ML classifiers. The second approach explicitly models the time
series data while dealing with the missing-not-at-random
(MNAR) values by using specialized recurrent neural networks
(RNNs). Both types of modeling methods were run
independently and compared using cross-validation, and a single
winning model was selected for prospective performance
validation.

EHR and Laboratory Information System
Observational Cohort Data Collection
This study adheres to a research protocol approved by the Mayo
Clinic Institutional Review Board. Data were retrospectively
collected after March 1, 2020 on COVID-19–positive
individuals presenting to a Mayo Clinic site or health system,
while excluding patients without research consent or from
European Union countries covered by the general data protection
regulation law. We restricted our focus to 11,807 patients with
a positive COVID-19 nucleic acid test result on or before
January 27, 2021 and at least one non-COVID test result.
Although the data collection system is deployed and ongoing,
the January cutoff was selected for this study to provide
sufficient cohort size while allowing a minimum of 3 weeks of
follow-up to accurately establish survival status. Mayo Clinic’s
EHR and laboratory information system (LIS) contain data from
each of its 3 campuses (Rochester, Minnesota; Jacksonville,
Florida; Scottsdale, Arizona) as well as the surrounding health
system sites spanning 5 states (MN, IA, WI, FL, and AZ).
Although the EHR contains clinically reportable laboratory
results, many of these can only be reported within defined
ranges, which can result in qualitative text values rather than
the raw numeric measurements. Because many ML algorithms
typically work better with quantitative rather than qualitative
results, we used the LIS to gather such laboratory testing
measurements and the EHR to gather the remaining variables.
The EHR data were queried from an underlying Db2 database
(IBM Corp), and the LIS data were queried from an SQL
database (Microsoft).
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Multivariate Time-Series Data With Missingness
The clinical covariates collected were age, sex, height, weight,
Charlson comorbidity score, temperature, blood pressure,
respiratory rate, oxygen saturation (SpO2) levels, and diagnoses
of chronic kidney disease or diabetes mellitus. Furthermore, we
included laboratory test values from a basic metabolic panel,
complete blood counts, and some less routine test results of
relevance to COVID-19, as determined by scientific literature
and physician collaborators. Table 1 details the features collated
into our database. In Multimedia Appendix 1, we provide a
detailed breakdown of these clinical covariates and laboratory
values in our cohort (Table S1 of Multimedia Appendix 1) as
well as the cohort’s geographic distribution (Figure S1 of
Multimedia Appendix 1). Differentiating between missing data
and absence of a condition is not possible from EHR diagnostic
codes, particularly for patients treated in an outpatient setting.
Therefore, we focused mainly on the Charlson comorbidity
index [13], which is populated in our EHR when there is a
recorded medical history during a “patient encounter” in the
EHR. Thus, this variable is available and can be assigned a
value corresponding to no comorbidities, which is distinct from
missingness in the case of no recorded medical history in the
EHR. However, owing to their emphasis within the literature,
we also included chronic kidney disease [9] and diabetes
mellitus [14] as independent comorbidity variables using their
ICD-10 (International Classification of Diseases) codes while

acknowledging that these variables conflate missingness with
lack of a condition.

Clinical covariates such as pre-existing conditions, height, and
weight were sampled infrequently, whereas heart rate and SpO2

were recorded every 15 minutes for inpatients in our EHR, and
other laboratory tests were intermediate in terms of frequency.
Therefore, to deal with these multiscale time series
measurements, we used the laboratory measurements as the
starting point to define our sampling time points. For the
variables of sex, age, weight, height, diabetes mellitus, chronic
kidney disease, and Charlson comorbidity index, we encoded
these variables to exist at the first time point only; in our top
performing RNN models, we observed no difference in
performance using this strategy when compared to repeating
the observations at each time point. For the frequently observed
variables of blood pressure systole, blood pressure diastole,
temperature, pulse, respiratory rate, and SpO2, we computed
the minimum and maximum measurements for each calendar
day and appended these to each laboratory time point during
those dates; if no laboratory time point existed on a given day,
we created a new one at noon using these minimum and
maximum values. We considered time points within ±72 hours
of each patient’s first positive polymerase chain reaction (PCR)
result and performed a sensitivity analysis on the length of the
patient follow-up after this positive test result.
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Table 1. Feature measurements collected.

Description (units or levels)Abbreviation

Sex (male or female)sex

Age at time of polymerase chain reaction–positive test result (years)age

Weight (kg)weight

Height (cm)height

SARS-CoV-2 nucleic acid test (+ or –)PCR

SARS-CoV-2 serology antibody test (+ or –)SERO

Basophil count test (109/L)BASAA

Eosinophil count test (109/L)EOSAA

Hematocrit test (%)HCT

Hemoglobin test (g/dL)HGB

Lymphocyte count test (109/L)LYMAA

Mean corpuscular volume test (fL)MCV

Monocyte count test (109/L)MONAA

Neutrophil count test (109/L)NEUAA

Platelet count test (109/L)PLTC

Red blood cell count test (1012/L)RBC

Red cell distribution width test (%)RDW

White blood cell count test (109/L)WBC

C-reactive protein test (mg/L)CRP

D-dimer test (ng/mL)D-DIMER

Ferritin test (mg/L)FERR

Interleukin-6 test (pg/mL)IL6

Troponin T test (ng/L)TRPS

Fibrinogen test (mg/dL)FIBTP

Lactate dehydrogenase test (U/L)LD

Serum iron test (mg/dL)IRON

Total iron binding capacity test (mg/dL)TIBC

Percent iron saturation test (%)SAT

Transferrin test (mg/dL)TRSFC

Blood urea nitrogen test (mg/dL)BUN

Chloride test (mmol/L)CHL

Glucose test (mg/dL)GLU

Calcium test (mg/dL)CALC

Creatinine test (mg/dL)CREA

Potassium test (mmol/L)POTA

Albumin test (g/dL)ALB

Bicarbonate test (mmol/L)BICA

Sodium test (mmol/L)SODI

Bilirubin test (mg/dL)BILI

Blood pressure systole (mm Hg)BPsystole
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Description (units or levels)Abbreviation

Blood pressure diastole (mm Hg)BPdiastole

Temperature (°C)Temp

Heart rate (1/min)Pulse

Respiratory rate (1/min)Resp

Oxygen saturation (%)SpO2

Charlson comorbidity index (10-year survival probability)Charlson

Chronic kidney disease (+ or –)CKD

Diabetes mellitus (+ or –)DM

Time-Flattened ML Models
Time series data were flattened/encoded to a fixed length list
of features by carry forward imputation (ie, selection of the
most recently observed covariate values), ensuring compatibility
with traditional ML models. Specifically, after the data are
flattened in this fashion, it forms a tabular prediction task
suitable for any canonical supervised classification algorithm.
The recently published [15] Python-based automated ML tool
AutoGluon-Tabular (v0.2.0) was utilized to enable standardized
and reproducible ensemble stacking of many model classes (eg,
deep neural networks, LightGBM boosted trees, CatBoost
boosted trees, Random Forests, Extremely Randomized Trees,
XGBoost, and k-Nearest Neighbors).

AutoGluon-Tabular models were fit to our tabular data frames
using the “AutoGluon.TabularPrediction.fit” function using all
the default parameters except eval_metric='roc_auc'. After
running the fit function, access to each individual model created
by AutoGluon was achieved by the “get_model_names” method
on the resulting prediction object. This then allowed us to pass
the specified model to the “predict_proba” method’s optional
“model” argument for each of the following model types:
KNeighborsUnif, KNeighborsDist, NeuralNetFastAI,
LightGBMLarge, NeuralNetMXNet, RandomForestGini,
ExtraTreesGini, RandomForestEntr, ExtraTreesEntr, LightGBM,
XGBoost, LightGBMXT, CatBoost, WeightedEnsemble_L2.
Hereon, we refer to WeightedEnsemble_L2 as the “AutoGluon”
model since this was the output of the “predict_proba” method
when no single model type was specified.

For relatively static features such as height, weight, or Charlson
comorbidity index, we would expect the time-flattened models
to be at no disadvantage, whereas the more frequently measured
data such as laboratory values or blood pressure will lose
information, particularly about trends in the covariates. For
instance, 2 individuals with a fever of 39°C recorded in the most
recent observation would be treated the same even if one had a
sustained high fever and the other had a brief downward trending
spike. Of course, there are many potential degrees of freedom
to capture more information in the flattened data; one could
define a fixed number of the most recent observations or fit a
line through the observations over time and pass the slope and
intercept as features to the classifier. However, ultimately, the
choice to flatten the time series is a choice of convenience and
one that attempts to leverage the extensive research efforts
devoted to tabular prediction, and therefore, we study here only

the last observation carried forward modeling, since proper
modeling efforts should account for the time series structure in
the EHR data. We next look at models of this form.

RNN Time Series Models
As the second approach, we implemented the modified gated
recurrent unit (GRU) binary classification models proposed by
Che et al [16] that are capable of accounting for the MNAR
patterns within EHR data, and we adopt their notation. For a
given patient, we have D = 54 variables and a given time series
of T time points can be represented as a T × D matrix X whose

rows xt ∈ D, t= 1, . . . , T represent the t-th observation with

D variables , d = 1, . . . , D. Accompanying each observation

xt is a time stamp st ∈ , which starts at time 0, s1 = 0 and a

binary masking vector mt ∈ {0, 1}D with taking value 1

when is observed and 0 otherwise. From these values, we
can compute the time intervals.

With these definitions, we can look at various modifications to
the standard GRU architecture whose j-th hidden unit has a reset

gate and update gate with hidden state at time t and
update the equations.

With matrices Wz, Wr, W, Uz, Ur,U and vectors bz, br, b
composed of model parameters, ⊙ is the Hadamard product,
and σ(·) is the elementwise sigmoid function. Before modifying
the architecture, there are 3 methods to use the GRU above to
handle missing data: in “GRU-Mean,” missing values are
imputed by their means in the training data; in “GRU-Forward,”
missing values are imputed by their last observed value; and in
“GRU-Simple,” we simply concatenate the xt, mt, and δt

variables into a single observation vector x ‘t and pass this
through the GRU equations above. The GRU-D method uses
trainable decay weights.
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With Wγ and bγ being trainable model parameters. The
observations are then replaced by the update.

where is the last observed value of the d-th variable and 
is the empirical mean of the d-th variable in the training data.
The modified GRU update equations for GRU-D become the
following.

where Vz, Vr, V are new model parameters to directly handle
the masking vector mt in the model.

Our implementation of the above equations in Python is a
slightly modified version of the code available on the GRU-D
paper’s [16] GitHub repository. For the core RNN algorithms,
we only edited the original GRU-D code, where required, to be
compatible with the more recent versions of tensorflow.keras

(version 2.1.0) and numpy (version 1.19.2) used in our
high-performance computing cluster environment. We selected
the specific RNN algorithm by setting the “--model“ argument
to be “GRUforward,” “GRU0,” “GRUsimple,” and “GRUD”
for GRU-forward, GRU-mean, GRU-simple, and GRU-D,
respectively. We utilized the default hyperparameters of the
algorithm; however, in our testing, we found that increasing the
batch size from 32 to 256 facilitated faster training of the
algorithms. Therefore, a batch size of 256 is the only nondefault
hyperparameter selection made in our implementation of the
RNN algorithms.

Temporal Cohort Split
As depicted in the CONSORT (Consolidated Standards of
Reporting Trials) diagram of Figure 1, patients who first tested
positive for COVID-19 from March 1, 2020 through December
15, 2020 (9435/11,807, 79.9%) were assigned to a model
selection cohort, whereas patients who first tested positive for
COVID-19 from December 16, 2020 through January 27, 2021
(2372/11,807, 20.1%) were used as a prospective testing cohort
for the final algorithm. All experiments in the model selection
cohort were performed using an identical 10-fold stratified
cross-validation using binary classification with the positive
class defined as death within 21 days of the first positive PCR
test result. Only the single best performing model was evaluated
on the prospective cohort after being fit against the entire model
selection cohort.

Figure 1. CONSORT (Consolidated Standards of Reporting Trials) diagram demonstrating the temporal split of our cohort for model selection and
prospective validation.

Results

Model Selection
In Figure 2 and Table 2, we compared the results of our various
models by using cross-validation area under the receiver
operator characteristic (AUROC) curve in the training cohort.
Although not in a statistically significant way, we recapitulated

the findings of Che et al [16], discovering that the GRU-D model
has the highest average cross-validation AUROC curve among
all other standard variants of GRU modeling in time series with
missing values. In addition, GRU-Simple has higher average
cross-validation AUROC curve than the GRU-Forward and
GRU-Mean, and the most notable difference underlying these
categories is the inclusion of missingness indicators as features
to GRU-Simple, which could indicate the value of MNAR
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patterns in the classification task. GRU-D’s biologically inspired
architecture attempts to make even more efficient use of this
information and exceeds the performance of all the tested RNN
methods. AutoGluon, which only had access to the last
measurement of each variable, showed strong performance
despite this limitation. In Table 2, each individual AutoGluon
model was also benchmarked (those with suffix “-AutoGluon”),
along with the final ensemble estimate (labeled simply as
“AutoGluon”). Although GRU-D ultimately outranked

AutoGluon, each method’s performance fell within the other’s
standard error intervals. AutoGluon’s automated hyperparameter
tuning and model stacking may indicate that GRU-D could
benefit from the addition of hyperparameter search. However,
this process may risk overfitting this cross-validation data set,
and thus, we selected GRU-D with the default settings rather
than attempting to further improve the cross-validation AUROC
curve via hyperparameter optimization.

Figure 2. Receiver operating characteristic curves for the 18 models evaluated. AUROC: area under the receiver operating characteristic.
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Table 2. Modeling results sorted by performance.

Area under the receiver operator characteristic curve (SE)Model

0.648 (0.011)KNeighborsUnif-AutoGluon

0.649 (0.011)KNeighborsDist-AutoGluon

0.858 (0.013)NeuralNetFastAI-AutoGluon

0.867 (0.014)LightGBMLarge-AutoGluon

0.907 (0.008)NeuralNetMXNet-AutoGluon

0.911 (0.007)RandomForestGini-AutoGluon

0.911 (0.009)ExtraTreesGini-AutoGluon

0.917 (0.008)RandomForestEntr-AutoGluon

0.918 (0.007)ExtraTreesEntr-AutoGluon

0.929 (0.007)LightGBM-AutoGluon

0.931 (0.006)XGBoost-AutoGluon

0.931 (0.005)LightGBMXT-AutoGluon

0.932 (0.005)GRU-Mean

0.933 (0.006)GRU-Forward

0.933 (0.005)CatBoost-AutoGluon

0.934 (0.005)AutoGluon

0.935 (0.004)GRU-Simple

0.938 (0.004)GRU-D

Length of Time Series
Clearly, we would expect availability of more time series data
to result in improved model performance. To determine if
predictions could be made utilizing data prior to 72 hours of a
patient’s first positive PCR test result, we assessed the
performance of GRU-D when we restricted the time series to

12, 24, 48, and 72 hours of follow-up after the first positive
PCR test result. The results in Table 3 demonstrate that although
we lose performance when predicting earlier in the patient’s
disease, we are still able to provide accurate predictions even
using data within the same day (12 hours of follow-up) that a
patient tests positive for COVID.

Table 3. GRU-D performance versus length of time series.

Area under the receiver operator characteristic curve (SE)Follow-up after positive finding for polymerase chain reaction

0.916 (0.005)12 h

0.919 (0.006)24 h

0.925 (0.005)48 h

0.938 (0.004)72 h

MNAR as an Asset and Feature Importance
To demonstrate the fact that MNAR data can improve model
predictions by GRU-D, we generated a synthetic data set with
laboratory test values replaced by Bernoulli coin flips.
Therefore, the only valuable information contained within this
data set’s laboratory values is the missing data patterns that can
be viewed as encoding clinical suspicion or concern. For
instance, the D-dimer laboratory value is ordered less frequently
than other tests, and therefore, its presence alone can be
informative of clinical concern for thrombotic events. Our results
found that randomizing the laboratory values resulted in an
AUROC curve of 0.904 (0.006), which indicates that the
laboratory values in aggregate contributed 0.034 to the AUROC
score (since this is the drop in performance compared to the
model with actual laboratory values). We ran a further

experiment omitting the laboratory values entirely, which
produced a lower AUROC of 0.890 (0.006). Therefore, the
missing patterns alone contributed 0.014 to the AUROC. To
contextualize this finding, we dropped each feature individually
from the model, assessed the decrease in the AUROC score,
and summarized the top 10 features in the decreasing order of
the difference in the AUROC score (Figure 3). We note here
that the drop due to missing patterns exceeds the drop due to
removing any single variable from the analysis, making the
MNAR pattern one of the most valuable pieces of information
available to GRU-D. In Multimedia Appendix 1, we show a
detailed error analysis of our model using these top 10 features.
The fact that age and Charlson comorbidity index are the most
significant contributors to mortality prediction is consistent with
the well-known risk factors for COVID mortality. The findings
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of the fibrinogen test, serum iron test, and ferritin test were the
3 most important laboratory values in our models. The presence
of chronic kidney disease, weight, serology test, and SpO2 were
the clinical covariates that also ranked in the top 10 variables
by importance. Interestingly, height had low importance,

indicating that BMI may not be as effective as weight itself in
mortality prediction. However, a limitation of this
drop-one-feature variable importance is that a low-ranking
feature such as height cannot be said to be irrelevant, just that
any information it carries is redundant within other features.

Figure 3. Feature importance in the GRU-D recurrent neural network model as defined by the average drop in the area under the receiver operator
characteristic curve (with 95% CI) when each feature is individually removed from the analysis. The top 5 features are seen to be age, Charlson
comorbidity index, minimum oxygen saturation, fibrinogen levels, and serum iron levels. AUROC: area under the receiver operator characteristic.

Prospective Validation and Survival Analysis
To demonstrate the efficacy of our proposed mortality
prediction, we performed a Kaplan-Meier analysis using the
survival R library [17]. Specifically, we chose a decision
boundary on the GRU-D model’s ROC curve, which provided
a specific delineation of high-risk and low-risk groups of
patients. In our cross-validation cohort, binary classification
provides accuracy of 89% (95% CI 88%-90%), recall of 80%
(95% CI 74%-85%), precision of 17% (95% CI 15%-19%), and
a negative predictive value of 99% (95% CI 99%-100%).
Furthermore, although the precision is somewhat low with
numerous false positives, we see among the survivors over twice
the rate of mechanical ventilation or extracorporeal membrane
oxygenation when they are predicted to die by GRU-D (Fisher
exact test P<.001, odds ratio 2.1, 95% CI 1.8-2.5). We validated
this performance in our prospective testing cohort, finding an
AUROC of 0.901, accuracy of 78% (95% CI 76%-79%), recall

of 85% (95% CI 77%-91%), precision of 14% (95% CI
12%-17%), and a negative predictive value of 99% (95% CI
99%-100%).

Our Kaplan-Meier analysis results in Figure 4 demonstrate the
statistically significant stratification provided by our ML model
in both the cross-validation and prospective testing experiments.
Building a Cox Proportional Hazards model for our prediction
in the cross-validation cohort provides a statistically significant
difference in survival between the 2 groups (P<.001 for the
likelihood ratio, logrank, and Wald tests), with a prediction of
survival having a substantially improved hazard ratio of 0.053
(95% CI 0.043-0.066). We validated this finding in the
prospective testing cohort with a statistically significant
difference in survival between the 2 groups (P<.001 for the
likelihood ratio, logrank, and Wald tests), with a prediction of
survival having a substantially improved hazard ratio of 0.067
(95% CI 0.043-0.106).
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Figure 4. Kaplan-Meier survival curves for the GRU-D stratified populations in the cross-validation cohort (main figure) and the prospective test cohort
(inset), where teal is the prediction of low risk of death and red is the prediction of high risk. Both figures have 95% CIs visualized for the teal and red
curves, although the teal confidence bands are tight due to our large sample sizes.

Discussion

Study Overview
In this study, we collected and processed over 50 laboratory
and clinical covariates in a population of nearly 12,000 Mayo
Clinic patients who tested positive for SARS-CoV-2 by PCR.
In this large and geographically diverse data set, we found that
the GRU-D RNN could provide state-of-the-art mortality
prediction. This performance remained strong even in a held-out
test set that mimics how a deployed system would be trained
retrospectively and then prospectively utilized in a clinically
evolving pandemic setting.

Principal Results
Our cross-validation experiments summarized in Table 2
indicated that the top performing model to predict mortality in
our cohort was the GRU-D RNN. We thus selected the GRU-D
method to predict the mortality of patients with COVID-19 and
prospectively found an AUROC of 0.901, accuracy of 78%
(95% CI 76%-79%), recall of 85% (95% CI 77%-91%),
precision of 14% (95% CI 12%-17%), negative predictive value
of 99% (95% CI 99%-100%), and a statistically significant
difference in survival (P<.001, hazard ratio for those predicted
to survive, 95% CI 0.043-0.106). As can be expected in
prospective validation, we observed a modest drop in AUROC
although most of the performance characteristics were close to
their original cross-validation estimates, that is, the negative
predictive value was largely unchanged, while precision and
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accuracy showed minor decreases with the recall showing
modest improvements.

We chose a prospective/retrospective split in time since this is
the most realistic way to assess the potential performance of a
system if launched clinically, because it would be trained on
data up until its go-live date and then run prospectively in a
potentially evolving pandemic environment. Notably, the cutoff
date for the 80/20 split creating the prospective test set was
December 15, 2020, which is the day after the first COVID
vaccine received the United States Food and Drug
Administration approval, meaning that our prospective cohort
represented a distinctly different clinical environment compared
to the period in which the model was trained. The relatively
minor loss of performance in prospective validation shows the
robustness of the modeling herein, but the observed loss of
performance also demonstrates the need for continued
retraining/validation of such a model during a constantly
evolving pandemic.

Limitations
The application and deployment of ML methods in clinical
practice require concerted care and diligence. One may be
inclined to interpret the high negative predictive value of our
prediction algorithm as an indication that the best use of the
algorithm in practice is as a screening mechanism to discharge
patients who are not at risk in order to conserve resources for
higher-risk individuals. However, such a conclusion illustrates
a pitfall of using a correlative prediction algorithm to make
causal conclusions. The algorithm is highly confident that under
the current standards of care at Mayo Clinic, these individuals
are not likely to succumb to their illness; this is quite distinct
from asserting that it is safe to reduce the care for these patients.
Arriving at this latter conclusion would likely require a
randomized controlled trial, and given the much lower survival
rate published in the New York City data set [11] where medical
systems were overcapacity, it seems unlikely that reducing care
from those who survived in our cohort would have been a safe
measure. Because the Mayo Clinic health systems have not been
overcapacity, our mortality predictions should be viewed as
representing patient stratification when full clinical support is
available.

Therefore, we conclude that the algorithm is better deployed as
an alert system that flags only those patients it deems as high
risk to provide the treating physician with an additional data
point that aims to summarize the many covariates and the
laboratory values routinely available. In this context, the
algorithm has had abundant experience in the provider’s system,
effectively “seeing” all patients with COVID-19 that have
attended Mayo Clinic and conveying these lessons to physicians
who could not have gained such experience personally.

A web interface to this model may allow for widespread usage
but given the complexity and error-prone nature of users
providing the high dimensional time-series measurements with
correct units, the system is better suited for integration within
the EHR/LIS infrastructure. We are now exploring the details
of deployment of such a GRU-D alert system, which involves
discussions with physicians to assess numerous implementation
details, for example, deciding whether the alerts would be

passive EHR/chart-based flags or a direct page to the frontline
clinical provider. Passive chart alerts are less intrusive to
existing workflows (ie, a direct page interrupts a physician while
tending to other patients) but also provide less-immediate
feedback. Additionally, active alerts could also be sent to a
triage group to consider if evaluation is needed (for example,
from the registered respiratory therapist) rather than interrupting
bedside clinicians. Furthermore, for either type of alert, there
is the question of prescribing a bedside assessment or leaving
it to provider discretion, which is again a matter of balancing
disruption of the workflow with the likelihood of missing a
critical event. There will not be a universally appropriate
implementation for all hospital systems owing to staffing and
procedural differences. However, since our algorithm predicts
overall COVID-19 mortality and is not tailored to flag imminent
events such as cardiopulmonary arrest, it may be appropriate
to consider less intrusive chart alerts without prescribed bedside
follow-ups.

We have also seen nuances in the challenges and opportunities
presented by MNAR data. In the context of traditional statistical
inference and imputation, MNAR data is a worst-case scenario
so challenging that many practical applications effectively ignore
the reality and proceed with algorithms designed for the missing
completely at random or missing at random settings. A diligent
statistician making this decision may perform a sensitivity
analysis under a very limited set of assumed MNAR mechanisms
to provide some assurances regarding the robustness of the
chosen imputation or analytical strategy [18]. However, here
we have demonstrated that classification problems can be quite
distinct in this regard. Specifically, if the missing data
mechanism is tightly coupled to the ultimate prediction task, it
is entirely possible for MNAR data to be an asset rather than
an impediment. One can construct a context where the class
label is so tightly linked to the missing data mechanism that the
patterns of missingness provide more discriminative power than
the underlying values themselves (see Multimedia Appendix
2) [19]. In LIS systems, the number of potential laboratory tests
that could be ordered at any time is astronomical, and it is
unlikely that a practicing physician will ever order a “complete
observation” of every test available on a single patient at every
point in time. Instead, tests are ordered based on reasonable
clinical suspicion that a test might return an abnormal result.
From a prognostication point of view, this clinical suspicion is
an enormously valuable piece of information that will almost
never be captured in a structured data field in the EHR. If an
algorithm cannot build off of this clinical suspicion as a starting
point, it is also likely that its conclusions may appear to be a
“step behind” the ordering clinician. Instead, an algorithm
should learn what it can from the MNAR data patterns (here
partly encoding clinical suspicion) in addition to the final value
returned by the laboratory test.

We also note some of the real-world challenges that are faced
when attempting to deploy such an alert system into clinical
practice. First, in the retrospective experimental design followed
here and by other papers in the literature, the time series data
are constructed using the time of sample collection since this
is the most biologically accurate way to represent the data and
build predictive models. However, in practice, if there can be
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delays in the turnaround for certain tests, this will either result
in delayed predictions (so that the deployed testing data match
its retrospective training counterpart) or result in biased
predictions when delayed laboratory test results are treated as
missing. Therefore, although 72 hours is early in the course of
illness, it is crucial that we have demonstrated reasonable
performance even when only considering data collected on the
same day as the first positive PCR result, because a real-world
delay of 48 hours on certain laboratory test values may occur
during a global pandemic, and thus, it is critical that the system
can still provide accurate and timely predictions even when
laboratory test results are delayed. Additionally, with vaccines
now being delivered, the models presented herein should be
considered as mortality predictions for an unvaccinated
individual, and in practice, a vaccinated individual will be
expected to be at low risk for mortality based on the clinical
trials data.

Another challenge in dealing with LIS data comes from
nonstandardization of test coding prior to reporting to the EHR.
In a multisite system, the same laboratory test may have multiple
test codes to account for the different ordering facilities or
variability in local billing regulations. This creates the potential
for discrepancies in the values stored within the underlying
database such as differing units of measure. Substantial effort
is therefore devoted to linking the LIS results to the EHR to
ensure consistency across test codes and complete coverage of
results in the EHR. The COVID-19 pandemic has created added
complexity due to the rapidly evolving and continuously
updating availability of COVID-19 nucleic acid and antibody
tests. Therefore, effective data collection and deployment of
ML methodologies necessitates extensive team-based laboratory
and medical expertise to ensure that data aggregation and
modeling efforts can be rapidly modified to suit the changing
nature of the underlying data set. Scalability also presents
practical challenges. This is illustrated by a scenario in which
internal workflows began to fail due to limitations in the number
of query results being returned by Tableau, necessitating that
SQL queries take place on a high-performance computing cluster
using a Python/Pandas toolchain. Although these logistical
challenges may be of limited academic interest, they are
important to document, as such barriers have been a greater
impediment to rapid real world deployment than more traditional
topics in the ML literature such as the identification of
appropriate classification algorithms.

Comparison With Prior Work
For context, in Table 4, we summarize some of the largest
published COVID-19 mortality studies and specifically, the
cohorts analyzed and the most relevant features identified. When
smaller cohorts see insufficient numbers of deaths for direct
mortality prediction, studies tend to focus on the prediction of
severe outcomes. For instance, in a cohort of 123 patients with
COVID-19 in Vulcan Hill Hospital, China, in the study of Pan
et al [20], the mortality classifier based on XGBoost yielded an
AUC of 0.86-0.92. Likewise, in a cohort of 372 Chinese cases
(99.7% cohort survival rate), Gong et al [9] found that the
following variables provided an AUROC of 0.85. Similarly, in
a study of 375 patients with COVID-19 conducted by Ko et al
[21], the mortality prediction model based on XGBoost had
92% accuracy. In a study of 398 COVID-19–positive patients
by Abdulaal et al [22], 86% accuracy was achieved (95% CI
75%-93%). In a large study of 2160 cases over 54 days from 3
hospitals in Wuhan, China with sufficient cases to assess
mortality (88% cohort survival rate), Gao et al [8] reported
0.92-0.98 as the AUROC using an ensemble classifier.
Furthermore, Vaid et al [11] used 4098 inpatient cases over 68
days in New York City (83% cohort survival rate) to achieve
an AUROC of 0.84-0.88 in mortality prediction. Kim et al [23]
studied 4787 patients and their XGBoost-based classifier
demonstrated an AUC of 0.88-0.89 (95% CI 0.85-0.91) in
predicting the need for intensive care, which is distinct from
mortality prediction. Bolourani et al [24] studied 11,525 patients
to achieve an AUROC of 0.77 in predicting respiratory failure
within 48 hours of admission, which is also distinct from
mortality prediction, based on data from the emergency
department by using an XGBoost model.

The dramatically different cohort mortality rates and the
associated predictive accuracies may be in part due to the
differing straining of the local health care systems at the time
of study (both Wuhan and New York City experienced waves
of patients that at different times overwhelmed the health care
infrastructure), and the relatively geographically narrow nature
of each of these data sets underscores why it is unlikely that
these mortality predictions would extend directly to our patient
population in a health care system spanning 3 time zones and
multiple locales unrepresented in the literature.
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Table 4. Summary of the related studies.

Feature importanceArea under the re-
ceiver operating
characteristic curve

PredictionCohort

survival

Model/algorithmPatients (n)Study

Lymphocyte percentage, prothrombin
time, lactate dehydrogenase, total biliru-
bin, eosinophil percentage, creatinine,
neutrophil percentage, and albumin level

0.86-0.92Mortality52.8%XGBoost123Pan et al [20]

Higher lactate dehydrogenase, C-reactive
protein, red blood cell distribution width,
direct bilirubin, blood urea nitrogen, and
lower

albumin

0.85 (95% CI 0.790-
0.916)

Severity99.7%Nomogram372Gong et al [9]

Not assessed—,a accuracy of
92%

Mortality98.1%XGBoost375Ko et al [21]

Altered mentation, dyspnea, age, collapse,
gender, and cough

—, accuracy of 86%
(95% CI 75%-93%)

Mortality—Artificial neural

network

398Abdulaal et al
[22]

Advanced age, presence of hypertension,
and being male

—Severity100%Custom risk score

calculation

487Shi et al [10]

Consciousness, chronic kidney disease,
lymphocyte counts, sex, sputum, blood
urea nitrogen, respiratory rate, oxygen
saturation, D-dimer, number of comorbidi-
ties, albumin, age, fever, and platelet count

0.92-0.98Mortality88%Ensemble model based
on logistic regression,
gradient-boosted deci-
sion tree, neural net-
work, and support

vector machine

2160Gao et al [8]

Age, anion gap, C-reactive protein, lactate
dehydrogenase, oxygen saturation, blood
urea nitrogen, ferritin, red cell distribution
width, and

diastolic blood pressure.

0.84-0.88Mortality83%XGBoost4098Vaid et al [11]

Activities of daily living, age, dyspnea,
body temperature, sex, and

underlying comorbidities

0.88-0.89Need for

intensive
care

—XGBoost4787Kim et al [23]

Invasive mode of oxygen delivery being
a nonrebreather mask, emergency severity
index values of 1 and 3, maximum respira-
tory rate, maximum, oxygen saturation,
Black race, age on admission, eosinophil
percentage, serum sodium level, and
serum lactate level.

0.77Predicting

respiratory
failure

—XGBoost11,525Bolourani et al
[24]

Figure 2, top 5: age, Charlson comorbidity
index, minimum oxygen saturation, fibrino-
gen level, and serum iron level

0.938 cross-valida-
tion; 0.901 prospec-
tively

Mortality95.4%GRU-D11,807This study

aNot available.

As indicated in Table 4, this study represents the largest cohort
collected for mortality prediction in COVID-19, and the GRU-D
algorithm shows state-of-the-art performance. Notably, many
papers selected models based on XGBoost, which also showed
strong cross-validation performance in our data. However, Table
2 demonstrates that XGBoost was not even in the top 5
algorithms that we assessed. Additionally, in agreement with
Gao et al [8], we find that ensemble algorithms such as
AutoGluon can provide stronger performance, although as noted

previously, the GRU-D algorithm ended up ranked most highly
in our cross-validation experiments.

Conclusions
We have aggregated and analyzed one of the largest multistate
COVID-19 EHR databases for mortality prediction. Using this
database, we have trained and prospectively validated a highly
effective ML algorithm using the GRU-D neural network
architecture to predict the mortality of patients with COVID-19
shortly after their first positive PCR test result.
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Abstract

Background: The COVID-19 pandemic has led to a rapid increase in virtual care use across the globe. Many health care systems
have responded by creating virtual care billing codes that allow physicians to see their patients over telephone or video. This
rapid liberalization of billing requirements, both in Canada and other countries, has led to concerns about potential abuse, but
empirical data are limited.

Objective: The objectives of this study were to examine whether there were substantial changes in physicians’ ambulatory visit
volumes coinciding with the liberalization of virtual care billing rules and to describe the characteristics of physicians who
significantly increased their ambulatory visit volumes during this period. We also sought to describe the relationship between
visit volume changes in 2020 and the volumes of virtual care use among individual physicians and across specialties.

Methods: We conducted a population-based, retrospective cohort study using health administrative data from the Ontario Health
Insurance Plan, which was linked to the ICES Physician Database. We identified a unique cohort of providers based on physicians’
billings and calculated the ratio of total in-person and virtual ambulatory visits over the period from January to June 2020 (virtual
predominating) relative to that over the period from January to June 2019 (in-person predominating) for each physician. Based
on these ratios, we then stratified physicians into four groups: low-, same-, high-, and very high–use physicians. We then calculated
various demographic and practice characteristics of physicians in each group.

Results: Among 28,383 eligible physicians in 2020, the mean ratio of ambulatory visits in January to June 2020:2019 was 0.99
(SD 2.53; median 0.81, IQR 0.59-1.0). Out of 28,383 physicians, only 2672 (9.4%) fell into the high-use group and only 291
(1.0%) fell into the very high–use group. High-use physicians were younger, more recent graduates, more likely female, and less
likely to be international graduates. They also had, on average, lower-volume practices. There was a significant positive correlation
between percent virtual care and the 2020:2019 ratio only in the group of physicians who maintained their practice (R=0.35,
P<.001). There was also a significant positive correlation between the 2020:2019 ratio and the percent virtual care per specialty
(R=0.59, P<.01).

Conclusions: During the early stages of the pandemic, the introduction of virtual care did not lead to significant increases in
visit volume. Our results provide reassuring evidence that relaxation of billing requirements early in the COVID-19 pandemic
in Ontario were not associated with widespread and aberrant billing behaviors. Furthermore, the strong relationship between the
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ability to maintain practice volumes and the use of virtual care suggests that the introduction of virtual care allowed for continued
access to care for patients.

(J Med Internet Res 2021;23(9):e29396) doi: 10.2196/29396

KEYWORDS

telemedicine; virtual care; COVID-19; pandemic; virtual health; telehealth; ambulatory visits; physicians; patients; digital health

Introduction

The COVID-19 pandemic has led to a rapid increase in virtual
care use across the globe [1-5]. In Ontario, Canada’s largest
province, virtual care increased from 1.6% of all ambulatory
visits pre–COVID-19 to 71% during the first wave of the
COVID-19 pandemic [3], a much higher rate compared to those
reported in other countries such as the United States (30%) and
Australia (42%) [4,6,7].

While Ontario had pre-existing virtual care billing codes before
the onset of the pandemic, these codes were allowable for a
single government-run online platform and only available to
specialists and primary care physicians in rostered patient
practices or specialized practices. Primary care physicians
outside of rostered practices were not included in this model,
in order to support continuity of care [8] and respond to growing
concerns about fragmentation and poor quality of care received
in virtual walk-in clinics as well as funding disruptions in
Canada [9] and abroad [10].

In Ontario, the pandemic led to the introduction of temporary
billing codes in mid-March 2020 that reimbursed any physician
with identical amounts for in-person, video, or telephone visits
and eliminated prior restrictions on practice type or allowable
technology platforms. This rapid liberalization of billing
requirements, both in Canada and other countries [4], has led
to concerns about potential abuse, but empirical data are limited
[11].

The objectives of this study were to examine whether there were
substantial changes in physicians’ ambulatory visit volumes
coinciding with the liberalization of virtual care billing rules
and to describe the characteristics of physicians who
significantly increased their ambulatory visit volumes during
this period. We also sought to describe the relationship between
visit volume changes in 2020 and the volumes of virtual care
use in individual physicians and across specialties.

Methods

We conducted a population-based, retrospective cohort study
using health administrative data from the Ontario Health
Insurance Plan, which was linked to the ICES Physician
Database. Data sets were linked using unique encoded identifiers
and analyzed at ICES, an independent, nonprofit research
institute. Use of these databases for the purposes of this study
was authorized under §45 of Ontario’s Personal Health
Information Protection Act, which does not require review by
a research ethics board. An exemption letter was obtained by

the Research Ethics Board at Women’s College Hospital,
Toronto, Ontario.

We identified a unique cohort of providers based on physicians’
billings for in-person and virtual ambulatory visits. We excluded
visits for non-Ontario residents and those with an invalid or
missing health card number. We also excluded all physicians
with clinical volumes that were inconsistent with an active
practice during the pre–COVID-19 period (<10 ambulatory
visits during the period from January to June 2019).

We then calculated the ratio of total in-person and virtual
ambulatory visits over the period from January to June 2020
(virtual predominating) relative to that over the period from
January to June 2019 (in-person predominating) for each
physician. We included first-quarter data in 2020 as they cover
the beginning of the pandemic. Data extending past the second
quarter of 2020 were unavailable. Based on these ratios, we
then stratified physicians into four groups: (1) low-use
physicians had ratios from 0 to 0.50 (ie, a 50% or greater
reduction in visits in 2020 compared to 2019), (2) same-use
physicians were those with ratios over 0.50 but less than 1.25,
(3) high-use physicians were those with ratios of at least 1.25
but less than 6.0, and (4) very high–use physicians were those
with ratios equal to or greater than 6.0 (ie, an at-least 6-fold
increase in visits in 2020 compared to 2019). To explore whether
the proportions of physicians falling into each category differed
much from previous years, we also calculated the number of
physicians falling into each group—defined as the same ratio
ranges—for the periods of January to June 2019 relative to
January to June 2018.

For all physicians, we also obtained demographic and practice
characteristics, including, age, sex, years since graduation,
training location, practice type (ie, specialist, family practice,
or focused family practice physicians focusing 50% or more of
their practice in a specific type of care, such as psychotherapy
[12]), and specialty. We also calculated the number of unique
patients seen, number of total visits, number of virtual visits,
and number of visits per day, virtual or any.

Results

Among 28,383 eligible physicians in 2020, the mean ratio of
ambulatory visits in January to June 2020:2019 was 0.99 (SD
2.53; median 0.81, IQR 0.59-1.0). Only 291 physicians (1.0%)
were very high users, 2672 physicians (9.4%) were high users,
and 5422 (19.1%) were low users (Figure 1). In comparison,
the previous year (2019:2018 visit ratio), among 27,709 eligible
physicians, 289 (1.0%) were very high users, 3395 (12.3%)
were high users, and 2937 (10.6%) were low users.

J Med Internet Res 2021 | vol. 23 | iss. 9 | e29396 | p. 2https://www.jmir.org/2021/9/e29396
(page number not for citation purposes)

Stamenova et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.2196/29396
http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. Histogram showing the total number of physicians by ambulatory visit volume ratio (2020:2019). Proportions of <1 indicate fewer visits in
the period of January to June 2020 when compared to January to June 2019, while a proportion of >1 suggested increased visits in the period of January
to June 2020. Note, the last bin in orange represents anybody with a ratio over 5.93, representing the top 1%.

High-use physicians were younger, more recent graduates, more
likely to be female, and less likely to be international graduates
than those who maintained their volumes (ie, same-use group)
(P<.001) (Table 1). These effects were even more pronounced
in the very high–use group. They were also more likely to be
specialists than primary care providers (P<.001), and physicians
in focused primary care practices were more likely to be high
or very high users relative to specialists (P<.001).

Physicians in the two high-use groups had, on average,
lower-volume practices in both 2020 and 2019 (P<.001), and
volumes were especially smaller in 2019 with fewer patients
seen (P<.001). The effect was larger for the very high users
(P<.001). Providers in the two high-use groups had fewer visits
per billing day and fewer total patients seen in 2020 (P<.001),
but they had a higher percentage of virtual care visits (P<.001)
and a similar number of virtual care visits per day compared to
the same-use group (Table 1).

Specialties with a large percentage of their total physician
population being in the high-use group included emergency

medicine (41/230, 17.8%), psychiatry (378/2061, 18.3%), and
internal medicine (147/999, 14.7%). The same specialties were
common among the very high–use group (Table 2).

Pearson correlations between the 2020:2019 visit ratio and
percent of visits completed virtually showed a significant
positive correlation only among physicians from the same-use
group (R=0.35, P<.001) (Figure 2).

Finally, we also calculated the Pearson correlation coefficient
between the average 2020:2019 ratio per specialty and the
percent virtual care used per specialty. We excluded emergency
medicine, diagnostic radiology, and nuclear medicine, as they
were outliers and had both the highest 2020:2019 visit ratios
(1.6, 1.3, and 2.9, respectively) and the lowest percentages of
virtual care (12.4%, 1.5%, and 8.2%, respectively). There was
a significant positive correlation between the 2020:2019 ratio
and the percent virtual care across specialties (R=0.59, P<.01)
(Figure 3).
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Table 1. Physician characteristics stratified by ratio of ambulatory visits in January to June 2020:2019.

P valuePhysiciansCharacteristic

Very high use:

≥6.0 visits

(n=291)

High use:

1.25 to <6.0 visitsb

(n=2672)

Same use:

>0.50 to <1.25 visits

(n=19,998)

Low use:

0 to 0.50 visitsa

(n=5422)

All (N=28,383)

<.00149.2 (11.5)51.9 (11.24)53.7 (10.8)56.1 (12.6)53.9 (11.2)Age (years), mean (SD)

<.00115.8 (11.7)20.5 (12.60)25.4 (12.5)26.7 (15.5)25.1 (13.3)Years since graduation, mean (SD)

<.001148 (55.4)1268 (48.4)8116 (40.6)2287 (42.5)11,864 (41.8)Sex (female), n (%)

<.00196 (83.5)1282 (81.6)11,912 (75.7)2928 (77.2)16,218 (76.4)Canadian or internationally trained
(Canadian trained), n (%)

Number of unique patients seen in 2019 (January to June)

<.00155.46 (60.5)308.81 (433.4)858.28 (828.8)496.53 (675.0)729.2 (795.0)Mean (SD)

<.00135 (17-72)153 (50-402)691 (295-1129)257 (75-689)539 (163-999)Median (IQR)

Number of unique patients seen in 2020 (January to June)

<.001439.3 (408.9)428.0 (577.4)684.5 (639.5)155.2 (297.0)556.7 (618.1)Mean (SD)

<.001347 (133-590)236 (81-567)559 (241-910)35 (0-183)408 (100-789)Median (IQR)

Percent virtual care visits in 2020 (January to June)

<.00142.3 (28.6)40.3 (26.2)34.03 (20.0)14.95 (24.3)31.9 (22.7)Mean (SD)

<.00142 (21-61)44 (18-60)37 (19-49)0 (0-22)34 (11-49)Median (IQR)

Number of virtual care visits in 2020 (January to June)

<.001294.8 (315.1)411.9 (771.3)471.3 (570.6)52.1 (139.5)400.7 (571.0)Mean (SD)

<.001205 (70-432)199 (32-494)324 (98-639)1 (0-37)231 (30-551)Median (IQR)

Number of total visits in 2020 (January to June)

<.001738.0 (655.7)877.9 (1293.1)1300.0 (1257.7)292.2 (484.9)1101.2 (1228.9)Mean (SD)

<.001538 (274-976)495 (151-1105)1004 (454-1715)108 (23-370)780 (240-1503)Median (IQR)

Number of total visits in 2019 (January to June)

<.00166.1 (73.7)541.4 (855.9)1561.5 (1483.3)800.5 (1103.6)1304.8 (1420.4)Mean (SD)

<.00143 (20-84)267 (74-658)1212 (539-2078)392 (101-1128)934 (286-1799)Median (IQR)

Number of visits per billing day in 2020 (January to June)

<.00110.2 (7.3)9.7 (9.8)13.2 (9.5)8.1 (8.3)12.1 (9.5)Mean (SD)

<.0017 (4-12)7 (3-12)11 (6-16)5 (2-10)9 (5-15)Median (IQR)

Number of virtual visits per billing day in 2020 (January to June)

<.0017.4 (5.4)8.1 (7.6)9.1 (6.5)5.0 (5.2)8.6 (6.7)Mean (SD)

<.0016 (3-9)6 (3-10)7 (4-11)3 (2-6)7 (4-11)Median (IQR)

Practice type, n (%)

<.001134 (46.0)1590 (59.5)10,419 (52.1)3058 (56.4)15,201 (53.6)Specialist

N/Ac31 (10.7)436 (16.3)7560 (37.8)1366 (25.2)9393 (33.1)Primary care provider

N/A19 (6.5)97 (3.6)190 (1.0)120 (2.2)426 (1.5)Focused primary care providerd

N/A107 (1.6)549 (8.2)1829 (27.2)878 (13.1)3363 (50.0)Miscellaneous

aVisits of 0 to 0.50 correspond to physicians who had a 50% or greater reduction in ambulatory visits between 2019 and 2020.
bVisits of 1.25 to <6 correspond to physicians who had a 25% 6-fold increase in visits between 2019 and 2020.
cN/A: not applicable; a single test was conducted across all four groups in this section and the P value is reported in the row for the first group.
dFocused primary care providers are primary care providers who specialize in a specific care (eg, palliative care).
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Table 2. Physicians per specialty across each user group.

Very high use:

≥6.0, n (%)

High use:

1.25 to <6.0, n (%)

Same use:

>0.5 to <1.25, n (%)

Low use:

0 to 0.5, n (%)

Specialty

121 (0.9)1042 (7.9)9715 (73.4)2366 (17.9)Family medicine (n=13,244)

Medicine

6 (2.6)41 (17.8)126 (54.8)57 (24.8)Emergency medicine (n=230)

15 (1.5)147 (14.7)604 (60.5)233 (23.3)Internal medicine (n=999)

0 (0)20 (13.5)101 (68.2)27 (18.2)Infectious diseases (n=148)

≤5 (≤5.1)13 (13.1)53 (53.5)29 (29.3)Critical care (n=99)

≤5 (≤1.9)34 (12.6)215 (79.9)18 (6.7)Endocrinology (n=269)

≤5 (≤10.4)6 (12.5)24 (50.0)15 (31.3)Nuclear medicine (n=48)

≤5 (≤2.3)27 (12.4)164 (75.6)23 (10.6)Hematology (n=217)

≤5 (≤0.7)78 (11.4)527 (77.0)77 (11.3)Cardiology (n=684)

≤5 (≤1.6)35 (11.4)237 (76.9)32 (10.4)Respirology (n=308)

≤5 (≤3.3)16 (10.5)105 (69.1)29 (19.1)Geriatric medicine (n=152)

0 (0)22 (10.3)172 (80.8)19 (8.9)Rheumatology (n=213)

≤5 (≤0.4)101 (8.6)597 (50.6)480 (40.7)Anesthesiology (n=1179)

≤5 (≤2.1)20 (8.3)198 (81.8)23 (9.5)Nephrology (n=242)

0 (0)6 (7.1)56 (66.7)22 (26.2)Clinical immunology (n=84)

≤5 (≤1.4)24 (7.0)281 (81.4)39 (11.3)Gastroenterology (n=345)

6 (0.7)45 (5.6)659 (81.6)98 (12.1)Obstetrics and gynecology (n=808)

Other specialties

29 (1.4)378 (18.3)1326 (64.3)328 (15.9)Psychiatry (n=2061)

6 (1.0)84 (13.5)355 (56.9)179 (28.7)Diagnostic radiology (n=624)

0 (0)35 (13.0)200 (74.3)34 (12.6)Medical oncology (n=269)

8 (0.5)146 (9.8)938 (63.1)395 (26.6)Pediatrics (n=1487)

0 (0)19 (9.0)178 (84.4)14 (6.6)Radiation oncology (n=211)

≤5 (≤1.2)33 (8.0)321 (78.3)53 (12.9)Neurology (n=410)

≤5 (≤2.4)16 (7.6)146 (69.2)48 (22.7)Physical medicine and rehabilitation
(n=211)

0 (0)11 (4.7)173 (73.3)52 (22.0)Dermatology (n=236)

16 (0.6)104 (3.6)2212 (77.1)536 (18.7)Surgery (n=2868)

4 (1.0)43 (11.2)246 (64.1)91 (23.7)Remaining smaller specialties (n=384)

53 (15.0)126 (35.7)69 (19.5)105 (29.7)Miscellaneous (n=353)
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Figure 2. Correlation between the 2020:2019 visit ratio and percent virtual care in the four groups of providers: those who reduced (0 to 0.50), maintained
(>0.5 to <1.25), increased (1.25 to <6), and significantly increased (≥6) their practice in 2020 relative to 2019.

Figure 3. Correlation between the 2020:2019 visit ratio and virtual care adoption across specialties. The size of each sphere indicates the number of
visits completed.
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Discussion

During the early stages of the pandemic, the introduction of
virtual care did not lead to significant increases in visit volume.
Only about 10% of physicians increased their visit volumes by
25% or more in 2020 relative to 2019. In total, our results
provide reassuring evidence that relaxation of billing
requirements early in the COVID-19 pandemic in Ontario were
not associated with widespread and aberrant billing behaviors.

Providers who increased their visit volumes tended to be
specialists, younger, more recent graduates, and more likely
female. Among providers who increased their practice volumes,
there was no relationship between the magnitude of increase
and virtual care adoption. A significant relationship was
observed, however, among providers who maintained their
practice. This relationship was also maintained at the specialty
level. Endocrinology, respirology, and psychiatry maintained
their practices the best and had higher rates of virtual care
adoption.

Our results are consistent with data from the United States that
showed that despite the introduction of virtual care, overall visit
volumes decreased in the early periods of the COVID-19
pandemic [6]. In fact, the introduction of virtual care during the
pandemic allowed physicians to maintain their practices. Higher
rates of virtual care use among providers who maintained their
practice volumes were associated with better maintenance of
visit volumes during the pandemic. This trend was also observed

in the United States [6]. Here, we confirm these findings with
an analysis of the entire physician and patient population in a
health care system with a single insurance plan where the
introduction of virtual care payment policies occurred at the
same time for the entire population.

At least two specialties that showed high virtual care adoption
rates and good maintenance of visit volumes during the
pandemic were consistent in both Ontario and the United States
[6]: psychiatry and endocrinology. Mental health care has the
potential to be better suited for virtual care as it often does not
require a physical exam and it has been successful in adopting
virtual care services both before [13] and after the pandemic
[14]. Successful adoption in endocrinology during the pandemic
has also been reported [15].

Limitations to our study include a relatively brief time window
for evaluating the impact of billing code liberalization, which
makes it unclear whether the trends will be maintained in the
long term. Our reliance on administrative data also precludes
us from robustly evaluating appropriateness of individual visits.

In total, our study suggests that liberalization of virtual care
billing requirements coinciding with the COVID-19 pandemic
was not associated with an alarming increase in individual
physician visit volumes and should serve to assuage concerns
over widespread fraud. Furthermore, the strong relationship
between the ability to maintain practice volumes and the use of
virtual care suggest that the introduction of virtual care allowed
continued access to care for patients.
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Abstract

Background: In-hospital cardiac arrest (IHCA) is associated with high mortality and health care costs in the recovery phase.
Predicting adverse outcome events, including readmission, improves the chance for appropriate interventions and reduces health
care costs. However, studies related to the early prediction of adverse events of IHCA survivors are rare. Therefore, we used a
deep learning model for prediction in this study.

Objective: This study aimed to demonstrate that with the proper data set and learning strategies, we can predict the 30-day
mortality and readmission of IHCA survivors based on their historical claims.

Methods: National Health Insurance Research Database claims data, including 168,693 patients who had experienced IHCA
at least once and 1,569,478 clinical records, were obtained to generate a data set for outcome prediction. We predicted the 30-day
mortality/readmission after each current record (ALL-mortality/ALL-readmission) and 30-day mortality/readmission after IHCA
(cardiac arrest [CA]-mortality/CA-readmission). We developed a hierarchical vectorizer (HVec) deep learning model to extract
patients’ information and predict mortality and readmission. To embed the textual medical concepts of the clinical records into
our deep learning model, we used Text2Node to compute the distributed representations of all medical concept codes as a
128-dimensional vector. Along with the patient’s demographic information, our novel HVec model generated embedding vectors
to hierarchically describe the health status at the record-level and patient-level. Multitask learning involving two main tasks and
auxiliary tasks was proposed. As CA-mortality and CA-readmission were rare, person upsampling of patients with CA and
weighting of CA records were used to improve prediction performance.

Results: With the multitask learning setting in the model learning process, we achieved an area under the receiver operating
characteristic of 0.752 for CA-mortality, 0.711 for ALL-mortality, 0.852 for CA-readmission, and 0.889 for ALL-readmission.
The area under the receiver operating characteristic was improved to 0.808 for CA-mortality and 0.862 for CA-readmission after
solving the extremely imbalanced issue for CA-mortality/CA-readmission by upsampling and weighting.

Conclusions: This study demonstrated the potential of predicting future outcomes for IHCA survivors by machine learning.
The results showed that our proposed approach could effectively alleviate data imbalance problems and train a better model for
outcome prediction.

(J Med Internet Res 2021;23(9):e27798) doi: 10.2196/27798
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Introduction

Background
In the United States, approximately 209,000 patients experience
in-hospital cardiac arrest (IHCA) each year [1]. The rate of
survival to hospital discharge is around 14%, and only 7% of
IHCA patients could regain an independent life or a partially
independent life [2]. In order to reduce the severe effect of IHCA
on personal life or society, identifying measures to improve
IHCA outcomes is crucial.

Prior Work
Prognostic factors and prediction tools for survivors of IHCA
and their neurologic outcomes have been identified in previous
studies [3-8]. However, the evidence of an early warning system
for predicting the mortality of IHCA survivors is limited.
Current early warning scoring systems using physiologic
track-and-trigger systems (TTSs) have been developed for
identifying patients at risk for IHCA or other serious outcomes
including mortality [9-11]. Most of TTSs rely on the routine
observations of vital signs carried out by ward staff. Although
many patients could be monitored with this approach, the quality
of evidence underpinning the use of TTSs is poor. Specifically,
most TTSs have low sensitivity, low positive predictive values,
and high specificity [12,13]. In addition to the high mortality
after IHCA, readmission after IHCA has a significant cost
burden and is associated with comorbidities. Predicting
readmission events provides the chance for appropriate
interventions and reducing health care costs, including further
readmission [14,15].

Our Study
Here, we first extracted the IHCA cohort from the National
Health Insurance Research Database (NHIRD). We assessed
their risk based on historical electronic health records (EHRs)
in the NHIRD. To provide a long enough window for clinical
intervention, we used the 30-day mortality and readmission
after IHCA as our prediction targets. In contrast to TTSs, EHRs
are prepared by physicians, and they contain several important
medical information, including the diagnosis and management

of patients. To achieve a better performance, we developed a
novel deep learning model, hierarchical vectorizer (HVec), to
analyze the patients’ historical EHRs and predict mortality and
readmission. This study aimed to demonstrate that with the
proper data set and learning strategies, we can predict the
outcome of IHCA patients based on their historical claims and
help clinicians design more effective intervention programs.

Methods

Data Collection
This study was approved by the Institutional Review Board of
National Taiwan University Medical College. The IHCA cohort
extracted from the NHIRD consisted of 168,693 patients who
had at least one IHCA event over 9 years (between January 1,
2002, and December 31, 2010). The Taiwan National Health
Insurance program is the only health insurance scheme in
Taiwan and covers up to 99.99% of Taiwan’s population [16].
The NHIRD contains all health records in inpatient and
outpatient settings (clinic or emergency department); however,
the records cannot be specifically linked to each patient.
International Classification of Disease, 9th Revision (ICD-9)
was used during the study period for diagnosis and medical
procedures. The NHIRD contains medical information, including
gender, age, diagnosis, medical procedure, operation,
medication, laboratory test, care site, discharge status, and cost
of each hospital visit. Laboratory test results and bedside
information, including vital signs, blood pressure, and physical
examination, are not included in the NHIRD.

The IHCA population was defined by inpatient records with
the ICD-9 procedure codes 99.60 (cardiopulmonary
resuscitation, not otherwise specified) and 99.63 (closed-chest
cardiac massage) [17]. We used the extract, transform, and load
(ETL, see Figure 1) procedure to process raw data into a clean
database by eliminating records with missing or invalid
information. Raw data in the cleaned database were re-grouped
into three major categories (insurer, person, and caregiver) to
improve data organization. In addition, vocabulary tables were
constructed based on extracted concepts that were used in the
raw data.
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Figure 1. ETL process for converting raw NHIRD data into the data set. The raw data are extracted, transformed, and loaded into the cleaned database
after cohort selection and eliminating the invalid data. ETL: extract, transform, load; ICD: International Classification of Disease; NHIRD: National
Health Insurance Research Database.

Experimental Data Set
The 168,693 patients in the data set were split into three data
sets: train, validation, and test. The training data set (70% of
the data set) was used to train each model. The remaining 30%
of patients were split between the validation and test data set
evenly to tune the hyperparameters (Table 1) and evaluate model
performance, respectively.

For comparison, we trained two single-task models for both
mortality and readmission. Person upsampling and event
weighting were only performed on the training data set so as
not to affect the distribution of the validation and test data set.
The F1 score and area under the receiver operating characteristic
(AUROC) were our main evaluation metrics.

Table 1. Hyperparameter settings.

ValueHyperparameter

200Visit embed size

128RNNa output size

1e-3Learning rate

0.5Dropout rate

0.01l2_weights

128Code embed size

aRNN: recurrent neural network.

Input Features
In the retrospective review of the data set, each person may
have multiple clinical records (inpatient/outpatient visit) to the
hospital within a 9-year period. Each clinical record was set as
a unit of analysis. For each clinical record, information was
extracted and grouped into input and target features (see Tables

2 and 3). The input features consisted of five major groups
described as follows:

1. Medical records consisted of five types of codes, and all
codes in the clinical records were mapped to over 400,000
clinical concepts. The health status of the patient in the
current record can be determined from this group.
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2. Demographics included the age, gender, and information
of the targeted patients.

3. Care site information included information of the clinical
institution where the patient received treatment.

4. Record statistics provided information on the length (by
day) of the record, the number of codes in each International

Classification of Disease (ICD) code category, and the total
monetary cost involved. This could help the model estimate
the severity of the patient’s disease at the record level.

5. Historical information described previous hospital stays
and admissions. It was used to estimate the overall health
status of the patient in our model.

Table 2. Summary of the input features of the model.

DimensionFeature descriptionGroup and feature name

Medical records

128Diagnosis codes from the health recordDiagnosis

128Procedure codes from the health recordProcedures

128Medication codes from the health recordMeds

128Lab test codes from the health recordTests

128Other codes from the health recordOther

Demographics

2Inpatient or outpatientClaim type

1Age at the eventAge

2Male or femaleGender

Care site information

21Type of site (public, corporate, or private)Care site type

5Medical center, community hospital, district hospital, regional hospital, or clinicCare site specialization

17Rank of the care siteCare site rank

Record statistics

1Duration of current hospital stayHospital stay

5Monetary cost of each of the five ICDa codesTotal cost

5Counts of each of the five ICD codesTotal count

Historical information

4The number of days a person spends in the hospital within 3, 6, 12, and 24 monthsPast hospitalization duration

4The number of times a person is admitted to the hospital within 3, 6, 12, and 24 monthsPast admission count

aICD: International Classification of Disease.

Table 3. Summary of the prediction targets.

DimensionFeature descriptionGroup and feature name

Main target

1Whether this event would lead to another mortality event in (within 1 to 30) daysMortality

1Whether this event would lead to another readmission event in (within 1 to 30) daysReadmission

Targets
A threshold of 30 days was set to predict whether a person
would die or readmit within 30 days. Mortality was defined
when the patient had an inpatient or outpatient record of
mortality or was discharged under critical condition following
IHCA. For readmission, whether the patient is readmitted within
1 to 30 days from hospital discharge was predicted. In contrast
to other mortality studies, records with mortality (0-day
mortality record) were excluded in our study. The main purpose
of this strategy was to reduce the “leakage” of features in these

records. Our initial results showed that the features of mortality
records usually contain information (eg, respiratory failure)
explicitly indicating patient mortality. Indeed, these features
are significant factors for predicting mortality. However, such
cases are not beneficial to our model as the severe condition of
these patients makes it hard to treat them with any intervention.
Moreover, the high degree of correlation of these features and
mortality would cause the model to rely on them and
underestimate other potential predictive factors. In order to
avoid leakage and let the model focus on other predictive factors,
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mortality records were set as the negative class, and previous
records of mortality (within 30 days) were the positive class.

In clinical practice, the 30-day outcomes of patients after IHCA
and discharge from hospitalization are of great interest. The
30-day mortality or readmission after cardiac arrest (CA;

CA-mortality/CA-readmission) is a subset of 30-day mortality
or readmission. In the rest of the paper, ALL-mortality/
ALL-readmission will be used to represent the 30-day mortality
or readmission for all records. CA-mortality/CA-readmission
refers to the 30-day mortality or readmission following CA
(Figure 2).

Figure 2. ALL/CA-mortality and ALL/CA-readmission. 3 scenarios of 30-days mortality & readmission after cardiac arrest. Events in red are the
outcomes we want to predict. ALL-mortality: 30-day mortality after all records; ALL-readmission: 30-day readmission after all records; CA: cardiac
arrest; CA-mortality: 30-day mortality after cardiac arrest records; CA-readmission: 30-day readmission after cardiac arrest records.

ALL-mortality/ALL-readmission is more common than
CA-mortality/CA-readmission as most people would not survive
after the first CA event. This means that when we want to predict
the future outcome of a recovered CA patient, we do not have
enough positive cases for analysis.

Hierarchical Vectorizer (HVec)
Each record was constructed into a 707-dimension vector for
further training. Based on Table 1, all features except for ICD
code features (textual features) can be vectorized with one-hot

encoding. The features of ICD codes were extracted directly
from the health record. A medical knowledge embedding system
called Text2Node was used to embed the textual features into
vectors [18]. Each of the five categories of ICD codes could
contain many ICD codes from a single record, and all codes
were added together as a single code for a given category (see
Figure 3 as an example). Trained from a substantial medical
knowledge database, Text2Node can effectively transform the
textual medical concepts into a latent space while preserving
the relationship of similar concepts.
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Figure 3. Example of Text2Node embedding [18] and code embedding for diagnosis codes in a clinical record. Dim: dimension; ICD: International
Classification of Disease.

For each clinical record, by concatenating all feature vectors
into group vectors hierarchically (see Figure 4), the clinical
record vector was obtained. After sorting each clinical record

vector according to the date, time series techniques were used
to train a model to predict the outcomes of each record.

Figure 4. Feature concatenation to generate clinical record vectors for time series analysis. ICD: International Classification of Disease; Vec: vector.

Model Architecture
Deep recurrent neural networks (RNNs) have been proven to
be a powerful tool for predicting time series data. In clinical
research, the use of RNNs, especially long short-term memory
(LSTM), for clinical prediction has been widely investigated
[19-21]. Inspired by Choi’s work [19], we proposed an HVec
model using LSTM networks (Figure 5). In this framework, the

record encoder was a fully-connected layer that generated the
record embedding for each clinical record independently. The
record embedding was a latent vector that contained all the
information representing the current clinical record. This latent
vector was used as the input of the LSTM to update the person
vector (ie, patient status). This person vector was then used to
predict our targets.
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Figure 5. HVec model using LSTM networks. HVec: hierarchical vectorizer; LSTM: long short-term memory; Vec: vector.

However, most previous studies were based on a relatively
balanced data set. As we pointed out earlier, the distribution of
CA-mortality/CA-readmission is extremely imbalanced.
Training LSTM networks with an extremely imbalanced data
set is always challenging because, without a carefully designed
training strategy, the model could be biased (ie, predicting the
negative class for all records). In order to address this problem,
two different training strategies have been proposed to alleviate
model bias during the training step:

1. The multitask learning framework was introduced to
combine several related learning tasks to regularize the
gradient and alleviate data imbalance problems during
training.

2. At the person level, CA-mortality/CA-readmission records
were upsampled, and at the record level, higher weights
were assigned to CA records.

Multitask Learning
The multitask learning framework was proposed, and several
auxiliary related tasks were added to the HVec outputs (Figure
6). In this framework, the main functions were mortality and
readmission. Here, instead of dividing each main task output
into ALL-mortality/ALL-readmission and CA-mortality/
CA-readmission independently, an output was considered to
cover both because the latter is a subset of the former. Although

the distribution was different, they still can be achieved
simultaneously with the proposed person upsampling and CA
record weighting (described in the next section). Inspired by a
previous study [22], three auxiliary autoencoder tasks were
introduced to help the model learn the embeddings (Figure 6).
Two self-supervised regression tasks were also introduced to
allow the embedding to “memorize” the current cost and predict
the future cost. Furthermore, another classification task was
implemented to predict whether a record is an IHCA record
considering that we observed the correlation of IHCA to
mortality in the previous analysis.

To monitor the gradients of different tasks and regularize the
learning process with auxiliary tasks, Theorem 1 was adopted
from Du et al [23].

Theorem 1 given any gradient vector field G(θ(t)) = ∇θ   (θ) (1)

to denote the main task and an arbitrary vector field V(θ(t)) to
denote the gradient from another auxiliary task, the update
strategy using:

θ(t+1) := θ(t) - α(t) (G(θ(t)) + V(θ(t)) + max (0,

cos(G(θ(t)), V(θ(t)))) (2)

with a proper can coverage to a local minimum.

Following this theorem, HVec can learn and converge with a
large data set.
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Figure 6. Multiple outputs for multitask learning. Cum: cumulative; Emb: embedding; ER: emergency room; Hstay: hospital staying; ICD: International
Classification of Disease; IHCA: in-hospital cardiac arrest; Infor: information; LSTM: long short-term memory; Stats: statistics; Vec: vector.

Person Upsampling and CA Record Weighting
Although the gradients from different tasks can be monitored
in multitask learning, with a heavily imbalanced data set (eg,
CA-mortality), the auxiliary tasks may fail to regularize the
main task. When we trained the HVec model, all records of a
person were treated as a single sequential record and fed together
into the model. Therefore, in each batch, the batch size was
equal to the number of people in the batch. Compared with the
number of all records, the number of CA records for each person
was relatively rare. CA-mortality and CA-readmission were
rare compared with ALL-mortality and ALL-readmission.

The weighting strategy [24] was proposed to solve this problem
from two perspectives: at the person level, patients with
CA-mortality/CA-readmission records were upsampled per
batch (see Figure 7); at the record level, a higher weight was

assigned to CA records to make the objective function more
sensitive to CA-mortality/CA-readmission records. The
upsampling of patients with CA-mortality/CA-readmission
records can guarantee that at the person level, there are more
CA-mortality/CA-readmission records [25].

Assigning a higher weight to CA records could also emphasize
the CA records during training by modifying the loss functions
accordingly. Considering N-loss functions {L1,…,LN}
corresponding to auxiliary tasks, the loss function can be written

as (3).

Where (4) is a function that equals 1 if the statement in the
bracket is true and otherwise 0; wpos and wneg are the positive
and negative class weight, respectively. Combined with the
gradient update strategy in equation 1, the HVec can learn from
the extremely imbalanced data set effectively.
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Figure 7. Person upsampling.

Results

Overview
A total of 168,693 patients and 4,622,079 clinical records were
extracted from the NHIRD over 9 years, and 3,052,601 records

(dentist records, traditional medicine records, or local clinic
records) were excluded because these records were concentrated
with repetitive conditions and mainly added noise to the machine
learning models (Figure 8).
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Figure 8. CONSORT diagram of the study cohort. ALL-mortality: 30-day mortality after all records; ALL-readmission: 30-day readmission after all
records; CA: cardiac arrest; CA-mortality: 30-day mortality after CA records; CA-readmission: 30-day readmission after CA records; IHCA: in-hospital
cardiac arrest.

There were 1,569,478 clinical records in the cleaned database,
including both inpatient and outpatient records, from 168,693
patients (mean number of records per person: 9.30, SD 10.90)
who have experienced at least one IHCA event. The results
indicate an imbalanced data set, where the most imbalanced
task was CA-mortality with a ratio of 0.53%. The characteristics
of the study population are summarized in Table 4. There were
173,345 IHCA records (11.04% of the total clinical records),
and on average, there were 1.02 IHCA records for each person.

The age of the patients in the data set ranged from 0 (newborn)
to 118 years (mean age 68.66, SD 18.96 years), including
104,691 females and 64,002 males. Overall, 164,322 patients
(97.4%) had CA only once, 4,174 patients (2.4%) had CA twice,
and only 197 patients (0.2%) had CA more than twice. Death
was recorded for 87,311 patients (51.75% mortality rate). Of
these 87,311 patients, 82,225 patients died during their first
hospitalization for CA (94.17%; Figure 9).

Table 4. Characteristics of the study population.a

Study population (N=168,693)Characteristics

68.66 (18.96)Age (years), mean (SD)

64,002 (37.9)Gender (male), n (%)

9.30 (10.90)Record number per person, mean (SD)

Cardiac arrest frequency, n (%)

164,322 (97.4)1

4174 (2.4)2

197 (0.2)≥3

87,311 (51.75)Mortality, n (%)

aContinuous variables are presented as the mean (SD), and categorical variables are presented as the number (percentage of the study population).
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Figure 9. Age and mortality statistics of the data set. CA: cardiac arrest.

Experiment 1: Single-Task Learning Versus Multitask
Learning
In this experiment, person upsampling and event weighting
were not applied. The model performance is summarized in
Tables 5 and 6.

As shown in Table 5, multitask learning could improve the
model performance for ALL-mortality and CA-mortality in

terms of the AUROC and F1 scores. Based on single-task and
multitask results, there was a relatively high improvement in
performance for the extremely imbalanced CA-mortality task
compared with the ALL-mortality task. However, the precision
was relatively low due to the imbalance ratio, which also
affected the F1 score. Moreover, the F1 score of CA-mortality
was too low for real-life applications.

Table 5. Single-task and multitask learning performance for CA-mortality and ALL-mortality.a

ALL-mortalityCA-mortalityMortality

RecallPrecisionF1AUROCRecallPrecisionF1AUROCb

0.1800.1010.1300.6630.0240.0100.0140.658Single-task learning

0.3490.0930.1470.7110.0600.0410.0490.752Multitask learning

aCA-mortality: cardiac arrest mortality (30-day mortality after CA records); ALL-mortality: 30-day mortality after all records.
bAUROC: area under the receiver operating characteristic.

As shown in Table 6, the improvement in multitask learning
for readmission prediction was not as significant as that for

mortality prediction. Furthermore, in CA-readmission prediction,
the F1 score and precision were decreased.

Table 6. Single-task and multitask learning performance for CA-readmission and ALL-readmission.a

ALL-readmissionCA-readmissionReadmission

RecallPrecisionF1AUROCRecallPrecisionF1AUROCb

0.8010.4240.5540.8720.3150.1620.2140.847Single-task learning

0.8110.4300.5620.8890.3350.1520.2090.852Multitask learning

aCA-readmission: cardiac arrest readmission (30-day readmission after CA records); ALL-readmission: 30-day readmission after all records.
bAUROC: area under the receiver operating characteristic.

In this experiment, compared with single-task learning, multitask
learning could achieve a better performance for ALL-mortality
and ALL-readmission. However, multitask learning could not
solve the extremely imbalanced data set.

Experiment 2: Improving CA Prediction Performance
Experiment 1 showed that models had difficulties making good
predictions based on the CA-mortality and CA-readmission
data due to the extremely imbalanced data set. In this

experiment, we demonstrated that by applying person
upsampling and event weighting, we could further improve the
performance for CA-mortality and CA-readmission without
considerably affecting ALL-mortality and ALL-readmission.
In our experiment, the upsampling rate indicates how many
times upsampling was performed for the positive class (patients
with CA-mortality or CA-readmission) in a batch, and an
upsampling rate of 1 means we did not perform upsampling.
The CA event weight indicates the loss weight wpos in equation
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3, and we always set wneg=1. We used different upsampling
rates and event weights in our experiments. Our results are
summarized in Tables 7 and 8, including the previous results
on single-task model performance (first row of each table).

Overall, compared with the 30-day mortality task, the
imbalanced 30-day mortality task showed a larger increase in

performance when applying balancing techniques. As shown
in Table 7, after upsampling and event weighting, the models
demonstrated improved performance for both ALL-mortality
and CA-mortality. For CA-mortality, the F1 score was increased
by 36.7% (from 0.049 to 0.067).

Table 7. Mortality models with their respective hyperparameter configuration and their performance in predicting both CA-mortality and ALL-mortality.a

ALL-mortalityCA-mortalityMortality

F1AUROCF1AUROCbMultitaskEvent weightUpsampling rate

0.1300.6630.0140.658No11

0.1470.7110.0490.752Yes11

0.1550.7280.0640.808Yes110

0.1580.7260.0670.802Yes510

aCA-mortality: cardiac arrest mortality (30-day mortality after CA records); ALL-mortality: 30-day mortality after all records.
bAUROC: area under the receiver operating characteristic.

Similar to ALL-mortality and CA-mortality, the AUROC and
F1 score were increased for both ALL-readmission and
CA-readmission by applying the two techniques. Based on the
results in Table 8, a minor but consistent increase was achieved

in CA-readmission prediction. However, there was no significant
improvement in ALL-readmission prediction. This is because
upsampling and event weighting would not greatly affect the
learning process for a more balanced data set.

Table 8. Readmission models with their respective hyperparameter configuration and their performance in predicting CA-readmission and

ALL-readmission.a

ALL-readmissionCA-readmissionReadmission

F1AUROCF1AUROCbMultitaskEvent weightUpsampling rate

0.5540.8720.2140.847No11

0.5620.8890.2090.852Yes11

0.5550.8840.2300.861Yes15

0.5550.8840.2370.862Yes55

aCA-readmission: cardiac arrest readmission (30-day readmission after CA records); ALL-readmission: 30-day readmission after all records.
bAUROC: area under the receiver operating characteristic.

In summary, the results indicated that multitask learning,
upsampling, and event weighting could effectively improve the
model prediction performance for an imbalanced data set. We
also showed that these techniques could be collectively used to
achieve better results for an extremely imbalanced data set.

Discussion

In this study, we constructed a large patient database that
includes 9 years of EHRs for over 168,000 IHCA patients, which
can be used for future IHCA-related research. In addition, we
developed an HVec model (LSTM model) that uses a multitask
learning strategy to predict the 30-day mortality and
readmission.

The results showed that our model could successfully predict
future mortality and readmission using EHR data for IHCA
patients. We proposed the person upsampling and record
weighting strategies to handle the extremely imbalanced data
problem in this study. After applying these techniques, some

improvements were achieved in CA-mortality and CA-admission
prediction.

In contrast to other studies using deep learning models to predict
another IHCA event after CA [26], our study focused on
predicting the future outcomes of IHCA patients after discharge.
To the best of our knowledge, this is the first study to predict
mortality and readmission after IHCA events by machine
learning. The model may serve as a surveillance system for
those who experienced IHCA. Patients with a high risk of
mortality or readmission in the near future could be identified
and re-evaluated before discharge. This study also demonstrated
the potential of another model for predicting future mortality
and readmission after each record using previous EHRs
(ALL-mortality/ALL-readmission). The model might help
identify those with a high risk in inpatient and outpatient
situations. However, mortality and readmission rates are
different in the general population compared with the patients
selected in this study. Using hospital EHRs with patients’
information in the NHIRD, we can construct a real-time alert
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system based on machine learning methods to predict the
adverse events of IHCA survivors and improve their outcomes.
Further prospective studies are needed to verify the utility of
this system in the general population.

Several studies have reported models for predicting the
outcomes of CA patients [8]. In a systematic review of current
prediction models, the median AUROC value was 0.84 with an
IQR of 0.80 to 0.89 [8]. For IHCA survivors, Chan et al.
reported that the cardiac arrest survival post-resuscitation
in-hospital (CASPRI) score could be used to predict favorable
neurologic outcomes after discharge [3]. The AUROC of the
CASPRI score was 0.80. Nanayakkara et al used deep learning
models to predict the IHCA events of CA survivors, and the
AUROC was 0.87 [26]. In our study, we encountered the
difficulty of imbalanced data. Using proper learning strategies,
we achieved comparable AUROC values (0.808 for
CA-mortality and 0.862 for CA-readmission). However, the
recall and precision rates were low in our study due to
imbalanced data. This is a challenge we aim to resolve. When
using historical medical records to predict outcomes, in many
cases, the records contain information that may indicate the
outcomes. For example, critical diagnosis and rescue medication
are often associated with mortality. Including these types of
information can facilitate training and give a high AUROC and
F1; however, the model itself is of limited use. Mortality records
were set as the negative class in our study to avoid overfitting.
In further studies, the model may be improved by adjusting the
threshold to optimize the trade-off between specificity and
sensitivity.

In our HVec framework, we encoded each person’s EHRs in
two levels of latent vectors (record-level and person-level) and
ensured that the model learns both simultaneously using the
unsupervised autoencoder strategy. The predictive results were
promising with these latent vectors. The latent vectors in these
two levels may be further explored to facilitate clinicians’
decision-making and provide better clinical interventions. In
addition, the person vector may be used as a biomarker to
evaluate the overall health status of a person beyond the health
care setting. Along with some recently developed models such

as Deep Patient [22] and MixEHR [27], we showed that the use
of deep neural networks to extract information from EHRs might
solve complex clinical research problems.

An imbalanced data distribution is common in clinical research,
especially for disease-related predictions. In comparison with
common diseases, many important diseases lack positive cases,
making it difficult to train a good model. In a previous study
[19], the authors attempted to address this problem by using a
balanced, distributed data set and train a deep learning model
with the balanced data set. Similarly, in this study involving
CA-mortality and CA-readmission, we demonstrated that by
carefully designing model learning strategies (eg, multitask
learning and upsampling), some common problems in clinical
research could be solved effectively with machine learning
models.

This study has some limitations. First, the IHCA cohort was
retrospectively extracted from the NHIRD. Further studies are
needed to evaluate the efficacy of this model as an early warning
system and determine how this system affects patients’
outcomes. Second, as our model was developed based on the
NHIRD, the generalization of this model to other health
insurance data sets is not proven. Third, each patient’s vital
signs and laboratory data were not included in the analysis due
to the study design. A combination of EHRs and patients’
clinical data may further improve model performance. Fourth,
traditional machine learning methods have the limitation of
interpretability. Specific risk factors for 30-day
mortality/readmission were unknown in this study. In future
studies, we plan to develop an explainable model and investigate
specific predictive factors in the model.

In summary, our model showed good performance in predicting
30-day mortality and readmission after IHCA, which can help
clinicians monitor CA patients' status better. We aim to provide
more insights to clinicians with proactive intervention
recommendations. Nevertheless, a challenge remains in the
interpretative ability of the deep learning model. Our future
work will mainly focus on the interpretative power of the model
trained using EHRs.
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Abstract

Background: Along with the proliferation of health information technologies (HITs), there is a growing need to understand
the potential privacy risks associated with using such tools. Although privacy policies are designed to inform consumers, such
policies have consistently been found to be confusing and lack transparency.

Objective: This study aims to present consumer preferences for accessing privacy information; develop and apply a privacy
policy risk assessment tool to assess whether existing HITs meet the recommended privacy policy standards; and propose guidelines
to assist health professionals and service providers with understanding the privacy risks associated with HITs, so that they can
confidently promote their safe use as a part of care.

Methods: In phase 1, participatory design workshops were conducted with young people who were attending a participating
headspace center, their supportive others, and health professionals and service providers from the centers. The findings were
knowledge translated to determine participant preferences for the presentation and availability of privacy information and the
functionality required to support its delivery. Phase 2 included the development of the 23-item privacy policy risk assessment
tool, which incorporated material from international privacy literature and standards. This tool was then used to assess the privacy
policies of 34 apps and e-tools. In phase 3, privacy guidelines, which were derived from learnings from a collaborative consultation
process with key stakeholders, were developed to assist health professionals and service providers with understanding the privacy
risks associated with incorporating HITs as a part of clinical care.

Results: When considering the use of HITs, the participatory design workshop participants indicated that they wanted privacy
information to be easily accessible, transparent, and user-friendly to enable them to clearly understand what personal and health
information will be collected and how these data will be shared and stored. The privacy policy review revealed consistently poor
readability and transparency, which limited the utility of these documents as a source of information. Therefore, to enable informed
consent, the privacy guidelines provided ensure that health professionals and consumers are fully aware of the potential for privacy
risks in using HITs to support health and well-being.

Conclusions: A lack of transparency in privacy policies has the potential to undermine consumers’ ability to trust that the
necessary measures are in place to secure and protect the privacy of their personal and health information, thus precluding their
willingness to engage with HITs. The application of the privacy guidelines will improve the confidence of health professionals
and service providers in the privacy of consumer data, thus enabling them to recommend HITs to provide or support care.

(J Med Internet Res 2021;23(9):e26317) doi: 10.2196/26317
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Introduction

Health Information Technologies
Digital health has quickly become an integral component of
best practice health care, transforming the way care is delivered.
By capitalizing on digital infrastructure, it is widely recognized
that digital health solutions improve access to care, particularly
for individuals with mobility or transport restrictions, or for
those who live remotely where health care resources may be
limited [1,2]. The availability of health information technologies
(HITs) is proving invaluable during the COVID-19 pandemic,
where face-to-face mental health care is often delivered digitally
(eg, videoconferencing) [3]. Beyond access issues, however,
digital health also has the potential to optimize or eliminate
waitlists and facilitate routine outcome monitoring to strengthen
and maintain patient-health professional relationships [4],
allowing for shared, data-driven decision-making on appropriate
treatment plans [5]. With a greater need for and reliance on
digital health solutions for screening, treatment, and ongoing
maintenance of health, there is now an increased focus on the
privacy and security of personal and health information collected
via HITs, such as health-related apps and e-tools (eg, websites
and web-based courses).

Legal and Ethics Rights of Individuals
It is crucial to consider the legal and ethical rights of individuals
who choose to both explicitly and passively share their
web-based health information. This is essential, particularly in
the area of mental health care, where data often contain highly
personal information that could cause significant harm and
distress if not handled appropriately. There is increasing
documentation and guidance in this area, such as the recent
release of the National Safety and Quality Digital Mental Health
Standards (consultative draft) by the Australian Commission
on Safety and Quality in Health Care [6], which includes
educational brochures that provide tips to consumers, caregivers
[7], and clinicians [8] on choosing a digital mental health
service. Specific to privacy, the Australian Privacy Principles
require that all organizations have a clearly expressed and
current privacy policy detailing how personal information is
managed [9]. As personal and health information is deemed
particularly sensitive, extra protection concerning its handling
was established under the Privacy Act 1988 [10]. The World
Economic Forum also has highlighted trust as one of the primary
issues that needs to be addressed on a global scale to ensure
consumers’ and health professionals’ trust in the privacy and
security standards of new digital tools and technology-based
therapies [11].

Privacy Practices of HITs
The use of health-related apps has rapidly increased in recent
years, with 47% of Australian consumers using apps in 2018
[12]. Health professionals are also increasingly recommending
HITs as part of clinical practice. For example, approximately
half of Australian general practitioners responding to an annual
technology survey indicated that they recommend HITs for at
least monthly use by patients, with mindfulness and mental
health apps recommended most often [13]. Although HITs,
including apps and e-tools, have gained considerable favor with

consumers and health professionals for promoting
self-management of health and well-being, the privacy of
personal and health information remains a notable area of
concern. A systematic review of 79 health and wellness apps
certified as clinically safe and trustworthy by the United
Kingdom National Health Service Health Apps Library found
that 66% of apps transmitting personal information on the
internet did so without encryption, and 20% did not have any
form of privacy policy [14]. Furthermore, although no app
collected or shared information in a manner that was not
explicitly stated in the privacy policy, the nature of the personal
information included in such transmission was not described in
78% of policies [14]. A recent cross-sectional assessment of 36
top-ranked apps found that 92% of them transmitted data to a
third party; however, only 64% of privacy policies made this
explicit. In addition, only 43% and 50% of privacy policies
disclosed that apps were transmitting data to Google and
Facebook, respectively [15]. This begs the question, can users
trust that personal and health information collected via HITs
will be kept private and secure?

Objectives
This study aims to use co-design methodologies to better
understand young people’s preferences for learning about how
their personal and health information will be handled by HITs
and create prototypes for the InnoWell Platform. The InnoWell
Platform was developed by InnoWell, a joint venture between
the University of Sydney and PricewaterhouseCoopers (PwC;
Australia) through Project Synergy, an Aus $30 million (US
$22.1 million) Australian government–funded initiative [16].
As described previously [5,17], the InnoWell Platform is a
co-designed digital tool embedded within traditional in-clinic
and web-based mental health services to support
person-centered, measurement-based care. This study also seeks
to develop and apply a privacy policy risk assessment tool to
assess whether existing HITs meet the recommended privacy
policy standards and present guidelines to assist health
professionals and service providers to ask the appropriate
questions for themselves and HIT manufacturers to ensure that
they can confidently promote the safe use of HITs as part of
care.

Methods

Phase 1

Participatory Design Workshops
Participatory design (ie, co-design) methodologies are routinely
used to ensure that digital tools are designed to meet the needs
of the intended user base, thus increasing uptake and
engagement [18,19]. Our research team has extensive experience
in the use of participatory design, including workshop design
and facilitation as well as knowledge translation [19-23].

Our research team conducted a series of 10 participatory design
workshops from July to September 2018 in 9 urban and rural
headspace centers across Australia (Ashfield, Bathurst, Broken
Hill, Dubbo, Orange, Wagga Wagga, and Wollongong, New
South Wales [NSW]; Townsville, Queensland; Edinburgh North,
South Australia). headspace centers are primary mental health
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services providing support to young Australians and their
families to promote mental health and engagement with the
community. The methods and results of these workshops were
previously reported in detail by Cheng et al [24]. In summary,
the workshops brought together key stakeholders from the
participating headspace communities, including help-seeking
young people, supportive others, health professionals, and
service providers, to collaboratively discuss technology designs,
ideas, and principles to support mental health and well-being.
In these workshops, technology designs, ideas, and principles,
including the concepts of data privacy and security, were
evaluated by the participants. Due to varying numbers of
participants and other contextual factors, workshops ranged
from 2.5 to 4 hours in duration and consisted of the following
stages: discovery, evaluation, and prototype. The discovery
stage focused on current ways in which technology is used by
participants, including for the purposes of supporting mental
health, internet access issues in regional communities, and
concerns about sharing personal and health information via
web-based programs or tools. During the evaluation stage,
participants were presented with images of components of the
InnoWell Platform and asked to document their feedback.
Finally, in the prototype stage, participants were given the
opportunity to brainstorm new items, functionalities, and
wireframes using sketchbooks for the components or
functionalities of the InnoWell Platform. In this paper, we
present findings related to the development and inclusion of
privacy information in HITs as co-designed by the participants.
Importantly, these results were not included in the original
publication [24].

Participants
Participants included individuals from the participating
headspace communities, including young people attending a
participating headspace center, a supportive other of a young
person attending a participating headspace center (eg, family
member, caregiver, or friend), or a health professional or service
provider working at a participating headspace center. The
inclusion criteria for participation in the study required
participants to be aged ≥12 years, proficient in reading and
speaking English, and having completed the participant consent
process. Details of recruitment, screening, and informed consent
processes have been previously documented by Cheng et al
[24].

Knowledge Translation
The InnoWell Platform consists of a multidimensional
assessment evaluating a range of biopsychosocial domains (eg,
psychological distress, sleep, alcohol use, and physical health)
to provide a holistic view of the consumer. The assessment
results are available in real time and designed to be reviewed
collaboratively by the consumer and their health professional
to promote shared decision-making about care options,
accounting for consumer preferences. A consumer’s progress
can then be routinely tracked and monitored over time using
assessment tools to inform treatment planning, clinical review,
and coordinated care within and between services.

As previously described [24], workshop notes and descriptive
artifacts were reviewed by an independent knowledge translation

team with 2 young researchers without previous knowledge of
the InnoWell Platform or the fundamental principles
underpinning its design. Each team member, taking note of their
general observations, reviewed all data independently and
subsequently identified the key concepts noted by workshop
participants to then produce prototype designs of the components
of the InnoWell Platform.

Ethics
This study was approved by the University of Sydney’s Human
Research Ethics Committee (protocol number: 2018/130).

Phase 2

Development of the Privacy Policy Risk Assessment Tool
Drawing from digital health privacy and security criteria
published by existing research and professional associations,
our research team developed a privacy policy risk assessment
tool (Multimedia Appendix 1) to evaluate privacy policies for
HITs, including apps and e-tools. Developed in 2018 by a
multidisciplinary expert panel of health professionals,
informaticists, medical students, and consumers with lived
experience of mental illness, the American Psychiatric
Association app evaluation model includes risk, privacy and
safety questions as part of their simple four-stage hierarchal app
review process [25]. Although the American Psychiatric
Association model served as the primary reference, to ensure
an all-encompassing assessment tool, we also incorporated
details from the National and Safety Quality Digital Mental
Health Standards developed by the Australian Commission on
Safety and Quality in Health Care to improve the quality of
digital mental health care and protect the privacy of service
users [6]. The final privacy policy risk assessment tool consists
of 23 items covering (1) privacy policy (6 items), (2) personal
health information (PHI; 4 items), (3) data security and storage
(9 items), and (4) other aspects of privacy (4 items). As the
questions and concepts included in the privacy policy risk
assessment tool were drawn from previously published privacy
and security standards, we were confident that the measure has
face and construct validity; however, a specific validity analysis
was not conducted.

Review of Digital Health Tool Privacy Policies
Importantly, the privacy policy risk assessment tool is broadly
applicable to HITs. To demonstrate its utility, in this study, we
evaluated the privacy policies of the apps and e-tools in the
youth configuration of the InnoWell Platform [16]. Within the
InnoWell Platform, there are two types of care options: clinical
and nonclinical. Clinical care options require health
professionals’ involvement, such as individual therapy and
group therapy, whereas a consumer can immediately access and
begin using nonclinical care options, such as apps and e-tools,
without the support of a health professional [26]. During the
co-design process, care options are tailored to the consumer
population; in this case, young people receiving care through
primary youth mental health services (eg, headspace centers).

Aligned with established evaluation processes [15], privacy
policies and any related material that may contain
privacy-related content, such as terms and conditions, were
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sourced from associated websites and app store links. A
nonrestrictive process was used, allowing all hyperlinks from
the app store or within the privacy policy to be considered. All
available information was collated and reviewed in accordance
with the privacy policy risk assessment tool developed primarily
by a member of the research team (AER), with support from a
research intern (Toby Wong).

Assessing Readability
The readability levels of each privacy policy were assessed as
part of the evaluation process. There are multiple readability
formulas available; however, for the purpose of this study, we
used the Flesh-Kincaid readability tests because of their
acceptance in the health care literature [27]. The readability
tests were designed to indicate how difficult an English passage
of writing is to understand using a formula calculated from the
average number of syllables per word and the average number
of words per sentence [28]. Both the Flesch reading ease and
the Flesch-Kincaid reading grade level were calculated using
the web-based readability tools [29]. The scores indicate the
readability of a passage of text on a scale from “very easy to
read" to "very difficult to read” and “fifth grade reading level”
to “professional reading level,” respectively. Scores were
calculated using the first two paragraphs of the privacy policies.
The paragraphs (at least 100 words) were copied into a
readability formula calculator, and a score was given.

Data Analysis
Descriptive statistics were used to analyze all aspects of the
assessment data. SPSS version 25 (IBM Corp) was used for all
analyses.

Phase 3

Development of Privacy Guidelines: Consultations
As a result of Project Synergy and the development of the
InnoWell Platform, a set of core principles and privacy
guidelines were used as the starting point to formalize a more
encompassing set of privacy guidelines. A series of consultations
were held between 2014 and 2016 (phase 1) and then again
between 2017 and 2018 (phase 2) to develop a set of privacy
guidelines for Project Synergy. Initial consultations were
conducted by Orygen (the National Centre of Excellence in
Youth Mental Health) [30]. The subsequent consultations were
conducted by the Project Synergy research and development
team (led by the authors TAD and IBH). These consultations
were held at the University of Sydney’s Brain and Mind Centre,
either in-person or via teleconference, and brought together key
stakeholders across relevant organizations.

Participants
Participants included key stakeholder groups, including Orygen
(the National Centre of Excellence in Youth Mental Health),
the Young and Well Cooperative Research Centre, Mental
Health Commission of NSW (Pacific Privacy Consulting Pty
Ltd), the Project Synergy research and development team (the
University of Sydney’s Brain and Mind Centre), InnoWell, and
PwC (Australia). Select individuals were nominated by each
organization, with participants contributing diverse expertise

and experience, such as the involvement of 2 ex-serving privacy
commissioners for NSW and Victoria (Australia).

Preliminary Development of Privacy Guidelines for
Phase 1 Project Synergy (2014-2016)
From the outset of the development cycle of the prototype and
as part of phase 1 of Project Synergy (2014-2016) [16], this
ongoing series of consultations were envisaged to inform the
development of the privacy guidelines. Therefore, an initial set
of guidelines was developed; these guidelines were produced
by Orygen and supported by the Young and Well Cooperative
Research Centre and the Mental Health Commission of NSW
[30]. They were also reviewed by the Project Synergy research
and development team at the University of Sydney’s Brain and
Mind Centre (the authors) and Pacific Privacy Consulting.

Ongoing Development of Privacy Guidelines for Phase
2 of Project Synergy (2017-2020)
As a result of the review of the initial guidelines developed in
phase 1 of Project Synergy, a narrower focus was decided upon
and used as the starting point for the development of more
encompassing privacy guidelines for phase 2 of Project Synergy
(2017-20). Specifically, upon review of the initial guidelines
whereby the University of Sydney and Pacific Privacy
Consulting determined that privacy concerns were the most
important priority, a narrower focus was given to 8 core
foundation principles to be followed by organizations using the
prototype in phase 1 of Project Synergy (2014-2016) [16]. The
core foundation principles included responsibility for legal
compliance, anonymous or pseudonymous services wherever
practicable, individual control, transparency, interaction with
individuals, encryption, deidentification, and cross-border
processing risk. Development of the broad structure and content
of the guidelines was guided by the Project Synergy research
and development team, with review and input by Pacific Privacy
Consulting and InnoWell.

This paper presents privacy guidelines to assist health service
providers in considering the privacy of their consumers when
using HITs as part of care. The guidelines were first drafted by
the Project Synergy research and development team based on
the information gathered through the initial collaborative
consultation process. The checklist was then reviewed,
discussed, and evaluated by the research team, ultimately
resulting in agreement by consensus.

Results

Knowledge Translation Findings
The results of the knowledge translation process highlighted
that participants wanted privacy information to be presented
before being required to create an account. Specifically, they
emphasized the need for privacy information to be readily
available, allowing a user to be completely comfortable when
entering more sensitive information into a HIT, such as the
InnoWell Platform (eg, “Always ask could this site be more
secure with my information” [Wollongong workshop]). This
included the ability to change permissions concerning data
sharing at their discretion (eg, “[I] would want privacy settings
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in place so that not everyone that shares the system can see”
[Broken Hill workshop]). Participants noted that privacy
information is frequently confusing and difficult to understand,
leaving them unsure whether they should trust the HIT to protect
their personal and health information. Thus, multiple participants
suggested a pin code or password (eg, “Consider password
security like in bank apps.” [Townsville workshop]) to access
certain data so the consumer controls who has access to their
information in the InnoWell Platform. Importantly, the idea of
consumer control extended beyond HIT manufacturers such as
InnoWell and included health professionals and supportive
others (ie, family members and carers) accessing personal and
health information (eg, “Need privacy setting like
Facebook...can filter who can see the information” [Bathurst
workshop]).

App and e-Tool Privacy Policy Assessment
We evaluated 34 privacy policies using the privacy policy risk
assessment tool. Most of these apps and e-tools were designed
for both youth and adult users (28/34, 82%), whereas the
remaining 18% (6/34) were specifically designed for youth
audiences (aged ≤25 years). Most apps and e-tools (20/34, 59%)
were self-help or self-management tools supporting mental
health and well-being, including three specifically using
cognitive behavioral therapy techniques. There were also 12%

(4/34) symptom trackers, 6% (2/34) web-based counseling
services, 6% (2/34) planning and time management tools, 6%
(2/34) psychoeducational websites, and 2% (1/34) mindfulness
and meditation app. The remaining apps and e-tools supported
fitness (2/34, 6%) and relationships (1/34, 2%).

Summary of Privacy Policy Information

Overview
The summary results from the review of privacy policies are
presented in Table 1. All apps and e-tools had privacy policies.
Some of the policies were not readily accessible directly from
the app or e-tool but rather were hosted on an external website
that the app or e-tool privacy policy fell under (ie, a privacy
policy for a hospital or government department). Importantly,
most of the policies (26/34, 76%) explicitly stated that they met
the standards of the Privacy Act 1988 (Australia) or international
equivalent (ie, Health Insurance Portability and Accountability
Act). In addition, most manufacturers (31/34, 91%) introduced
the purpose of the privacy policy, stating that the policy
explained the manufacturers’ approach to privacy, protection,
and management of personal information. Similarly, 97%
(33/34) of privacy policies were noted to provide adequate
information for all potential users. In contrast, manufacturers
(26/34, 76%) frequently did not provide adequate information
about their organization and how or why they operated.

Table 1. Summary results of the privacy policy assessment results (N=34).

Value, n (%)Privacy policy questions and responses

Is there a privacy policy?

0 (0)No

34 (100)Yes

Does the app or e-tool claim to meet the standards of the Privacy Act 1988 (Australia), HIPAAa (United States), or another international
equivalent?

8 (24)No

26 (76)Yes

Did the manufacturer introduce the purpose of the privacy policy?

3 (9)No

31 (91)Yes

Does the privacy policy provide an introduction to the organization, including its vision and purpose?

26 (76)No

3 (9)Some information

5 (15)Yes

Does the privacy policy provide adequate information (both targeted and general) relevant for all users, including consumers seeking care
and health professionals?

0 (0)No

1 (3)Some information

33 (97)Yes

aHIPAA: Health Insurance Portability and Accountability Act.
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Readability of Privacy Policies
In relation to the Flesch reading ease, the privacy policies were
all found to fall into the top three of the seven available score
categories, with 9% (3/34) rated as fairly difficult to read, an
additional 53% (18/34) rated as difficult to read, and the
remaining 38% (13/34) rated as very difficult to read. The
Flesh-Kincaid grade-level test illustrated similar results with
only the top two levels represented out of eight possible levels.
All but three policies fell into the college graduate grade level
(31/34, 91%), with the remaining considered professional-level
reading difficulty (3/34, 9%).

Collection of PHI
Table 2 presents results from the PHI assessment. Most apps
and e-tools (32/34, 94%) collected some form of PHI, ranging

from simple demographic information to more sensitive
information such as information related to mental health. The
remaining 6% (2/34) of apps and e-tools were considered
informational tools and collected data such as email addresses.
Of the 32 apps and e-tools that collected PHI, most (28/32, 87%)
shared this information in some manner (data sharing is
reviewed in greater detail below). This use was disclosed in
most privacy policies (27/32, 85%), explicitly stating that
reasonable steps were taken to ensure the security of the PHI;
however, for 6% (2/32) and 9% (3/32) of privacy policies how
PHI was shared was somewhat clear or not clear, respectively.
Although more than half of the privacy policies (17/32, 53%)
clearly stated how and when PHI was deleted, this information
was either somewhat clear or not clear in the remaining 3%
(1/32) or 44% (14/32) privacy policies, respectively.

Table 2. PHIa assessment results (N=34).

Value, n (%)PHI questions and responses

Does the app or e-tool collect PHI (ie, demographic information, medical histories, test and laboratory results, mental health conditions, or
insurance information)?

2 (6)No

32 (94)Yes

Is PHI (ie, demographic information, medical histories, test and laboratory results, mental health conditions, or insurance information)
shared?

4 (13)No

28 (87)Yes

Is it clear if the organization has taken reasonable steps to ensure the security of PHI?

3 (9)Not clear

2 (6)Somewhat clear

27 (85)Yes—clear

Is it clear how and when their organization will delete PHI?

14 (44)No

1 (3)Somewhat clear

17 (53)Yes

aPHI: personal health information.

Data Sharing and Use of Information
Results of the assessment questions related to data sharing, data
preferences, and data storage are presented in Table 3. Most
privacy policies (32/34, 94%) declared how data were used and
for what purposes, with approximately two-thirds (22/34, 65%)
stating that users were allowed to delete data. Notably, only 3%

(1/34) of apps allowed data sharing preferences to be changed,
although this required the user to contact the manufacturer via
email; 9% (3/34) of apps and e-tools enabled users with some
permissions specific to data sharing, such as receiving push
notifications or allowing the user to choose whether to share
data such as location with the mobile app.
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Table 3. Data sharing and data use assessment results (N=34).

Value, n (%)Data sharing and data use questions and responses

Does the privacy policy declare data use and purpose?

2 (6)No

32 (94)Yes

Is shared data deidentified? (ie, is data anonymous—is personal information masked or severed from the identity of the contributor)

11 (33)No

23 (67)Yes

Can the user change their preferences regarding data sharing (ie, switch it on or off)?

30 (88)No

1 (3)Yes

3 (9)Some permissions

Can the user delete their data from the app or e-tool?

10 (29)No

22 (65)Yes

2 (6)Informational webpage only

Is user data stored on the device?

27 (79)No

4 (12)Yes

3 (9)Unspecified

Is user data stored on a server?

32 (94)Yes

2 (6)Unspecified

For how long is user data stored?

12 (35)Unspecified or unclear

12 (35)Until no longer needed

2 (6)1 year or less

3 (9)1-3 years

3 (9)More than 3 years

2 (6)At user discretion

What type of server is used to store user data? (eg, Amazon Web Services, within Australian borders)

6 (19)Secure Australian server

11 (34)Secure overseas server

7 (22)Unspecified server

2 (6)University server

2 (6)Hospital or PHNa

4 (13)Unclear

In what country is the server located ?

13 (38)Australia

9 (26)United States

3 (9)Canada

1 (3)Europe

2 (6)Multiple countries

6 (18)Unclear or unspecified
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aPHN: Primary Health Network.

Most apps and e-tools (32/34, 94%) stored data on a server,
with a small number (4/34, 12%) storing data on both the device
(ie, PHI) and a server (ie, email address and website activity).
In addition, 6% (2/34) of apps and e-tools did not specify where
the data were stored. Data storage duration ranged from up to
1 year (2/34, 6%), 1 to 3 years (3/34, 9%), and more than 3
years (3/34, 9%). Although more than one-third of the apps and
e-tools were unclear or did not specify for how long data were
stored (12/34, 35%), approximately one-third (12/34, 35%)
stored the data until no longer needed by the organization. The
remaining 6% (2/34) of privacy policies stated that the data
would be deleted at the user’s discretion.

Of the 32 apps and e-tools that stored data on a server, 11 (34%)
stored data on a secure overseas server, 6 (19%) stored data on
a secure Australian server, 7 (22%) stored data on an unnamed
or unspecified server. In addition, 6% (2/32) of apps and e-tools
stored data on a university server, 6% (2/32) stored data on a
hospital or primary health network server system, and 13%
(4/32) were unclear on the type of server used. The location of
data storage was mixed between Australia (13/34, 38%), the
United States (9/34, 26%), Canada (3/34, 9%), Europe (1/34,
3%), and multiple locations (2/34, 6%), with the remainder
unclear as to where data were stored (6/34, 18%).

Review of How Data Are Shared
Most apps and e-tools (27/34, 79%) shared data with relevant
third parties, including but not limited to partners, suppliers,

collaborators, advisers, and business associates. The types of
data shared varied from PHI to aggregated user data, such as
location. A small number of apps and e-tools (4/34, 12%) shared
information with irrelevant third parties, including social media
platforms such as Facebook. In addition, 38% (13/34) of apps
and e-tools shared data with a research partner or university,
15% (5/34) shared information with government departments,
and 38% (13/34) shared data with a health-related group or
person (eg, a support person or health professional).

Additional Information
All privacy policies were assessed for their inclusion of various
other details, which are summarized in Table 4. More than half
of the apps and e-tools (20/34, 59%) used third-party vendors,
such as Google Analytics, to evaluate and track consumer use
of websites, collect demographic data, and evaluate other
information related to the apps or e-tool website and the user’s
device. Less than one-quarter of privacy policies (8/34, 24%)
adequately explained how the manufacturer would respond to
a data breach, although most policies (31/34, 91%) provided
some details as to how to provide feedback or lodge a complaint
either with the manufacturer or through an expert third party
(ie, Office of the Australian Information Commissioner). Finally,
only 24% (8/34) of privacy policies explicitly warned
individuals about privacy risks involved in accessing services
that are outside the control of the service provider, such as
third-party advertisements, with an additional 9% (3/34) of
policies providing some detail in this regard.

Table 4. Overview of additional details provided by privacy policies (N=34).

Value, n (%)Additional questions and responses

Does the app or e-tool use third-party vendors (eg, Google Analytics)?

11 (32)No

20 (59)Yes

3 (9)Unspecified

Is the manner in which the organization will respond to a data breach adequately explained?

26 (76)No

8 (24)Yes

Does the privacy policy inform users how they can make inquiries and provide feedback and lodge complaints, including both contact details
for the relevant party within the organization and a third-party expert (eg, Office of the Australian Information Commissioner)?

3 (9)No—does not provide either

16 (47)Some—provides information for internal or third party only

15 (44)Yes—provides both internal and third-party expert

Does the privacy policy explicitly warn users about privacy risks involved in accessing services offered that are outside the control of the
organization ?

23 (67)No

3 (9)Somewhat

8 (24)Yes

Privacy Considerations for Health Services
As generated through the collaborative consultation process
described previously, Textbox 1 presents privacy guidelines to

assist health professionals and service providers to ask the
appropriate questions—of themselves and to HIT
manufacturers—before confidently promoting the safe use of
HITs as part of mental health care.
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Textbox 1. Privacy guidelines—health professional and service provider considerations regarding the use of health information technologies (HITs)
for care.

Privacy guidelines

• The HIT manufacturer has clearly introduced the purpose of its privacy policy.

• The privacy policy includes an introduction to the HIT manufacturer and how and why their organization operates.

• The privacy policy provides adequate information and addresses my concerns.

• If no, I am aware who I need to contact to seek clarification...

• The privacy policy is written clearly.

• If no, I am aware who I need to contact to seek clarification...

• The privacy policy adequately explains how the HIT manufacturer will collect and use personal data.

• The privacy policy adequately explains how and when the HIT manufacturer will disclose personal data to third parties.

• If the HIT manufacturer shares data with third parties, I am confident that the third-party partners are reputable and will comply with all
legislative requirements when collecting, storing, and sharing data.

• If no, I am aware who I need to contact to seek clarification...

• I am confident the HIT manufacturer has taken the appropriate steps to protect everyone’s data, adopting the strongest security measures.

• I have been made aware of how end users can access and correct their personal information on the HIT.

• If no, I am aware who I need to contact to seek clarification...

• The privacy policy outlines how and when the HIT manufacturer will delete personal data.

• The privacy policy outlines how the HIT manufacturer will respond to any data breaches.

• The privacy policy includes information on how I can inquire, provide feedback, or make complaints.

• There is the opportunity for me to contact a third-party expert to inquire about the privacy policy (such as the Office of the Australian Information
Commissioner).

• If yes, they are...

• From what I read, I feel comfortable using the proposed HIT as part of my clinical care and/or practice.

Discussion

Listening to Consumers
With their increased experience and exposure, consumers are
becoming more sophisticated users of HITs. They can offer
valuable insights into how privacy information should be
presented to ensure that it is clear, informative, and transparent.
Participants of our co-design workshops highlighted the need
for all HITs to have a privacy policy that provides relevant data
security information before collecting information from an
individual, preceding the account creation process. In addition,
participants stated that privacy policies should be accessible,
transparent, and user-friendly, ensuring that consumers
understand what personal and health data will be collected,
stored, and shared and, in turn, enabling them to trust the HIT
to protect their data. These findings align with those reported
by Schueller et al [31], which indicated that 70% of mental
health app users rate the inclusion of a privacy policy and data
encryption as important. Of note, when a mental health app was
deemed to be from a trusted source (no shared definition of
what constituted a trusted source), users assumed that the app
adequately protected their data [31], potentially leaving their
data vulnerable to unrecognized data sharing pathways.

Privacy Policy Risk Assessment
As evidenced by our co-design results, consumers are calling
for greater clarity and transparency in the privacy policies of
HITs so that they can be confident that they understand how
their personal and health information may be used. Importantly,
all apps and e-tools included in this study had a privacy policy.
All but 1 of those policies provided explicit details explaining
the manufacturer’s approach to privacy and how personal
information is managed and protected. However, approximately
one-quarter of the privacy policies did not meet the standards
of the Australian Privacy Act 1988 or other international
equivalents, raising concerns regarding undisclosed data sharing
and poorly secured data storage. Even when the use of data
adheres to privacy standards, issues of transparency often arise.
For example, a recent review of the data sharing practices of
24 health-related apps found that data were shared with 55
unique entities, including app developers, their parent
companies, and third parties (ie, service providers).
Subsequently, third parties shared user data with an additional
216 integrated fourth parties (eg, Facebook sharing data with
data brokers to enable targeted advertising) [32].

In addition to poor overall transparency, our results also confirm
that privacy policies, when present, are fairly difficult to read
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and require a college or professional reading level, essentially
rendering them useless for a large portion of potential users (eg,
children and young people or individuals with cognitive
impairments or intellectual disabilities). This aligns with
previous research by Robillard et al [33], which highlighted
that the readability of privacy policies of mental health apps is
typically written at too high a level for the general population.
Strikingly, a longitudinal review of privacy policies found both
a decline in readability and a marked increase in length [34].
To improve the readability of privacy policies, it is suggested
that HIT manufacturers either compare different versions of
their policy to determine which one has the best readability
score or that the policy be rewritten until it meets a
predetermined grade level. Researchers have suggested that a
grade 9-10 reading level is likely to be appropriate for the
general population [35].

Most apps and e-tools included in this study collected some
form of PHI (32/34, 94%), including, in some cases, information
related to mental health, with 87% (28/34) of those apps and
e-tools then sharing these data in some manner. Although data
sharing was disclosed in most privacy policies (27/32, 84%),
how PHI was shared was not transparent in 15% (5/32) of the
policies. Most apps and e-tools shared data with relevant third
parties (27/34, 79%); however, 12% (4/34) also shared
information with third parties deemed to be irrelevant, such as
social media platforms (ie, Facebook). Of note, few apps and
e-tools (4/31, 13%) allowed users to update their permissions
concerning data sharing.

Although it is unlawful in Australia, for example, to share PHI
for purposes other than those stated in a privacy policy, the
complexities of the web-based environment frequently preclude
a full understanding of how data are shared and for what purpose
[36]. Users must recognize that shared data enters into a supply
chain, being passed from apps and e-tools to parent companies
and then on to third parties such as data trackers, aggregators,
and brokers [37]. Subsequently, data may be sold to researchers
and government agencies for advertising purposes. In addition
to driving targeted advertising campaigns, this aggregated data
may also be used to influence employment and financial and
insurance decisions, with potentially marked consequences at
the individual level [37], potentially leading to incarceration or
human rights abuses in some countries [11]. Given the risks
described above, explicit and transparent documentation of how
data are shared is critical to ensure that users are able to provide
informed consent. Furthermore, it is critical that governance
structures and regulatory standards are established globally to
ensure ethical practice in digital mental health care, including
the handling of PHI. As advised by the World Economic Forum,
regulations should not be designed exclusively by governments
but rather in collaboration with consumers with lived experience,
mental health professionals, technology manufacturers, and
policy makers, with the aim of facilitating efficient access to
effective and safe digital tools to address growing mental health
needs [11].

Most apps and e-tools in our sample stored data on a server
(32/34, 94%), with more than half (21/32, 66%) storing data on
an unnamed or unspecified server. Although other server types
included university servers (2/32, 6%) and a hospital or primary

health network server system (2/32, 6%), the type of server used
to store data for an additional 22% (7/32) of apps and e-tools
was unclear. Once data are transmitted to a third-party server,
it is often difficult to determine the robustness of the privacy
and confidentiality standards in place to protect the PHI. For
example, Cultura Colectiva, a digital media company with
access to user information from Facebook, stored data on a
publicly accessible server, resulting in the exposure of 540
million individual records, including user IDs and names [38].
In addition, although it is ideal that all information being
transmitted is encrypted, personal and health information may
still be visible in server logs with few restrictions in terms of
access [39]. Notably, when different apps and e-tools use the
same server, it may be possible to link different PHIs together
to create digital profiles of users [40] with potentially negative
repercussions such as impacts on employment and insurance.
Despite the frequency of data breaches [41], 76% (26/34) of the
privacy policies reviewed in this study failed to document how
the organization would respond to data breaches, leaving the
user to wonder what steps might be taken to protect their data
from exposure and misuse (ie, identify theft).

Privacy Guidelines for Health Professionals and
Service Providers
Given the concerns regarding accessibility, transparency, and
readability outlined above, through a consultative process with
key stakeholders, our team developed privacy guidelines
(Textbox 1) to prompt health professionals and service providers
to ask informed questions when reviewing an HIT privacy policy
to ensure adequate data privacy and security measures are in
place. The guidelines aim to support health professionals and
service providers to confidently promote the safe use of HITs
as part of care and within the broader service. The privacy
guidelines have considered the privacy policy of HIT
manufacturers to emphasize the importance of building trust
between users and HIT manufacturers through transparency
[42]. Thus, it is the responsibility of the HIT manufacturer to
be aware of all (both current and emerging) regulatory
requirements and best practice principles [42] to ensure that the
privacy policy is communicated to all users. This not only
minimizes potential harm but also allows users to be well
informed and to have more control when consenting to use
HITs.

As few consumers will review academic literature before
accessing HITs, they are more likely to learn about available
apps and e-tools via the internet, app stores, social media, word
of mouth, or health professionals. In relation to the latter, it is
recommended that health professionals and service providers
conduct their own risk assessment before implementing HITs
into their service to ensure appropriate risk strategies are in
place [3]. Not only should providers have an understanding of
privacy risks but it is also important that they work with
consumers to ensure they are aware of the potential for privacy
breaches to ensure they are providing informed consent before
engaging with an HIT [37].

Limitations
This study has some limitations that are important to note.
Although we engaged in a thorough collaborative consultation
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process to develop the broad structure and content of the privacy
guidelines for Project Synergy, the development of the privacy
policy risk assessment tool and the guidelines for health
professionals and service providers was conducted by the
research team, independent of this broader stakeholder group.
Therefore, we acknowledge that both the assessment tool and
the guidelines may benefit from further input or revision by
individuals with expertise in data privacy and security, both
from a legal perspective and regarding manufacturers of digital
tools. As highlighted by the co-design work presented in phase
1, our group recognizes the importance of including the voice
of those with lived experience in our work to reform mental
health services and systems of care, including the ethical
development and application of digital tools. With that being
said, we acknowledge that the privacy policy risk assessment
tool and guidelines were developed without contributions from
consumers with lived experience of mental ill health.

Conclusions
Given the increasing uptake of HITs, both by individuals for
the purposes of self-management and by health professionals
as a means to complement clinical services, it is essential that

all users have a clear understanding of what personal and health
information will be collected, how these data will be shared and
stored, and what privacy and security measures are in place to
ensure it is protected. Our findings highlight the ubiquitous poor
readability and lack of transparency in existing privacy policies,
a stark contrast to what consumers emphasized as essential
factors in the presentation of privacy information. Although
consumers, health professionals, and services are becoming
increasingly reliant on HITs to deliver, support, or enhance care,
concerns regarding the privacy of health and personal
information are likely to undermine user confidence and
willingness to engage with HITs. Therefore, we provide
suggested guidelines that can be easily adopted by health
professionals and service providers when considering the
implementation of HITs, including apps and e-tools, into their
service. We recommend that these guidelines be adopted to
ensure that HITs are used to their full potential to maximize
patient health outcomes while minimizing risk and that users
are informed of privacy and security considerations to make
educated decisions as to whether they would like to share their
personal and health information.
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Abstract

Background: Hypertension is a long-term medical condition. Electronic and mobile health care services can help patients to
self-manage this condition. However, not all management is effective, possibly due to different levels of patient engagement (PE)
with health care services. Health care provider follow-up is an intervention to promote PE and blood pressure (BP) control.

Objective: This study aimed to discover and characterize patterns of PE with a hypertension self-management app, investigate
the effects of health care provider follow-up on PE, and identify the follow-up effects on BP in each PE pattern.

Methods: PE was represented as the number of days that a patient recorded self-measured BP per week. The study period was
the first 4 weeks for a patient to engage in the hypertension management service. K-means algorithm was used to group patients
by PE. There was compliance follow-up, regular follow-up, and abnormal follow-up in management. The follow-up effect was
calculated by the change in PE (CPE) and the change in systolic blood pressure (CSBP, SBP) before and after each follow-up.
Chi-square tests and z scores were used to ascertain the distribution of gender, age, education level, SBP, and the number of
follow-ups in each cluster. The follow-up effect was identified by analysis of variances. Once a significant effect was detected,
Bonferroni multiple comparisons were further conducted to identify the difference between 2 clusters.

Results: Patients were grouped into 4 clusters according to PE: (1) PE started low and dropped even lower (PELL), (2) PE
started high and remained high (PEHH), (3) PE started high and dropped to low (PEHL), and (4) PE started low and rose to high
(PELH). Significantly more patients over 60 years old were found in the PEHH cluster (P≤.05). Abnormal follow-up was
significantly less frequent (P≤.05) in the PELL cluster. Compliance follow-up and regular follow-up can improve PE. In the
clusters of PEHH and PELH, the improvement in PE in the first 3 weeks and the decrease in SBP in all 4 weeks were significant
after follow-up. The SBP of the clusters of PELL and PELH decreased more (–6.1 mmHg and –8.4 mmHg) after follow-up in
the first week.

Conclusions: Four distinct PE patterns were identified for patients engaging in the hypertension self-management app. Patients
aged over 60 years had higher PE in terms of recording self-measured BP using the app. Once SBP reduced, patients with low
PE tended to stop using the app, and a continued decline in PE occurred simultaneously with the increase in SBP. The duration

J Med Internet Res 2021 | vol. 23 | iss. 9 | e25630 | p. 1https://www.jmir.org/2021/9/e25630
(page number not for citation purposes)

Wu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:zju.dengning@gmail.com
http://www.w3.org/Style/XSL
http://www.renderx.com/


and depth of the effect of health care provider follow-up were more significant in patients with high or increased engagement
after follow-up.

(J Med Internet Res 2021;23(9):e25630) doi: 10.2196/25630
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hypertension; health care services; mHealth; patient engagement; electronic follow-up; cluster analysis

Introduction

Background
Hypertension is a lifestyle-induced chronic disease that affects
health-related quality of life. Once the disease deteriorates, it
may cause complications such as stroke, myocardial infarction,
cardiac failure, and renal failure [1]. Controlling hypertension
requires patients to follow long-term self-management plans,
including measuring and recording blood pressure (BP), taking
medicine, conducting physical activities, and healthy eating.
These plans should preferably be established with guidance
from the health care providers and be followed continuously
for hypertension control [2].

The rapid pace of electronic and mobile technology development
has promoted the implementation of out-of-hospital health care
services [3-5]. Mobile health (mHealth) service is defined as
the use of mobile phone and wireless technologies to support
medical and public health care services [6]. Abundant evidence
supports the introduction of mHealth services into chronic
disease control and promoting positive patient behavior [4,7-10].
Although recent studies have demonstrated efficacy for some
mHealth services, some have performed poorly [11-14]. Thus,
there are mixed results for using mHealth services to support
patient self-management of hypertension in the community
[15,16].

Patient engagement (PE) is essential for bringing an
improvement of health outcomes using the mHealth app
[11,17,18]. PE refers to the activation of a patient to engage
with the interventions that are designed to promote positive
health behavior [19]. In a study of a hypertension
self-management app, Toto-Ramos et al [20] found that the
patients with sustained PE, as measured by the number of weeks
that the patients engaged with the app, experienced significant
reduction in systolic blood pressure (SBP). Goyal et al [21]
evaluated the behavior of daily blood glucose reading of patients
and found a significant relationship between increased number
of readings and improved glycated hemoglobin. In comparison
with the traditional methods, mHealth service is advantageous
in improving PE for self-management of hypertension [22,23].
For example, Kaplan et al [24] designed an mHealth app to
facilitate PE in managing hypertension. The app provides a
mobile platform for recording and tracking self-measured BP,
periodic reminders to measure BP, and wireless BP measurement
devices. Their research resulted in significant improvement in
BP for patients and a high level of PE.

In the mHealth field, complex PE patterns emerge when mobile
apps are used for self-management. Some patients register but
never use the app, some use it intermittently, and others
frequently use it for a long period of time. PE can be objectively

measured as amount, duration, breadth, and depth of using the
mHealth app [11], and it can also be subjectively measured as
interest, intrigue, focus, inattention, enjoyment, pleasure, etc
[25]. In a study of pain management with a mobile app, Rahman
et al [26] used a clustering technique to identify PE patterns
with the app. They measured PE by 3 key usage features:
duration of app use, frequency of app use, and the number of
usage records. They then used a K-means clustering algorithm
to find groups of patients as indicated by PE because the PE
pattern reflects the behavioral characteristics of patients using
the app. Sanatkar et al [27] also used a clustering technique to
analyze the mHealth app usage data so as to distinguish PE with
the app in an e-mental health community. They measured 5
usage features of PE: number of user logins, number of daily
trackers used, number of learning activities started and
completed, and number of reminders received. Distinct usage
patterns were observed in the frequency of using the app.

To date, the studies on patterns of PE and the associations
between these PE patterns and health outcomes have usually
used various types of static count data (eg, number of logins
and number of records). However, PE is a dynamic, ongoing
process [28]. The change of this dynamic process cannot be
captured simply by analyzing count data captured at a single
date point in the cross-sectional data analysis. Longitudinal
change is useful for identifying trends through analyzing the
time series data. Furthermore, as hypertension management
requires long-term efforts, understanding the trends of PE is
important for the long-term successful management of
hypertension.

Health care provider follow-up can offer continuous and
personalized attention to guide patient’s self-management
behavior in response to the patient’s current BP level [29].
Without health care provider support, it is difficult for patients
to maintain BP control and high levels of PE with an mHealth
app [30], which has often resulted in a high level of dropout
[31,32]. Therefore, follow-up by health care providers is
recommended by the hypertension management guideline in
order to know, track, and intervene in patient’s hypertension
self-management in the long-term [33-35]. In the traditional
outpatient management model, follow-up often takes the form
of home visits by health care providers to promote PE and then
achieve BP control. Despite its proven benefits for hypertension
management, follow-up is not fully implemented by health care
providers due to the high human resources required for patient
follow-up.

In comparison with the traditional format of follow-up, mHealth
health care provider follow-up is a low-cost, convenient means
of follow-up, and patient’s BP, medication, exercise, diet, etc.,
can be checked in the office. In a series of our previous studies
into hypertension management service [36,37], after receiving
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the BP data that a patient entered through the mobile app, the
server could automatically conduct BP data analysis, with the
web-based platform reporting the patient’s BP condition to the
health care provider and reminding the health care provider
which patients needed to follow-up. In response to different
patient health statuses, health care providers can conduct
follow-up through calling and sending short SMS text messages.
Our previous study designed 3 types of follow-ups: compliance
follow-up, regular follow-up, and abnormal follow-up [36,37].
These were conducted to improve compliance, track BP status,
redesign a new plan, and respond to the abnormal BP of patients.

To date, few studies have explored the effect of health care
provider follow-up on PE and BP control in mHealth services
for hypertension management [23]. It is not clear if follow-up
is effective, which type of follow-up is effective, when the
follow-up effect emerges, if there is a differential effect of
follow-up in different patient groups, and how long the
follow-up effect lasts [28,38]. Answers to these questions are
essential for informing the implementation of value-based health
care and providing optimal outcomes in improving the quality
and reducing cost of hypertension management.

Objective
The aim of this study was to explore the patterns of PE with a
hypertension management service and the effect of health care
provider follow-up on PE and BP within the first 4 weeks of
mHealth app usage. This included 3 objectives: (1) to discover
the patterns of PE with the mHealth app and the association
between a series of related variables (age, gender, education
level, the mean SBP, and the number of follow-ups) and the PE
pattern, (2) to explore the health care provider follow-up effect
on PE, and (3) to examine the effect of follow-up on SBP in
each PE pattern.

Methods

Description of the mHealth App
Blood Pressure Assistant (BPA) is a mHealth hypertension
self-management app available for patients in the General
Hospital of Ningxia Medical University [36,37,39]. BPA was
launched in 2015, and since then, 2129 patients have registered
to use the app. The mHealth app was designed in accordance
with a customized care pathway in compliance with the Chinese
guideline for hypertension management. The care pathway
defines tasks for hypertension management for patients and
health care providers.

In this care pathway, each patient is required to register and
provide basic demographic information (ie, name, gender, date
of birth, and education level). The patient is then assigned to a
health care provider, who is responsible for formulating a
tailored management plan, conducting follow-up, and
supervising patients’ uploaded data. The management plan
includes the frequency of self-measured and recorded BP, and
recommendations for medication, physical activities, and diet.
The patient’s uploaded data includes self-measured BP,
medications taken, physical activities, and diet records. The
most important task for health care providers is to track patient’s
current BP level through the web-based platform and use mobile

phones for patient follow-ups to assist in BP control. There are
3 types of follow-ups. (1) Compliance follow-up is performed
as a response to the identified low patient compliance with the
hypertension management plan [36]. In this case, health care
providers need to remind the patient to measure and record BP
on a regular basis. (2) Regular follow-up is conducted on regular
basis in order to check the BP level and decide whether or not
to maintain or update the management plan [37]. (3) Abnormal
follow-up is required when patient’s self-measured BP data are
abnormal [36]. Health care providers need to check and
understand the causes of abnormal conditions and intervene in
a timely manner. With consent, the health care provider enrolls
the patient they manage into the mHealth hypertension
management program in an online community. Patients can use
the app to check their self-management plans. Their main task
is to measure and record BP data on a daily basis.

Data Collection

Statement of Ethics
Ethical approval was granted by the Ethic Committee for the
Conduct of Human Research at General Hospital of Ningxia
Medical University (#NXMU-GH-2017-273). Patients in this
study signed the informed consent forms.

Sample
All data were stored and extracted from the BPA server, which
contains the demographic information, self-management plans,
patient-uploaded data, and follow-up records of health care
providers. The primary data set included 2129 patients. We
selected the patient records based on the following criteria:
patients were at least 18 years of age; patients registered to the
app between March 27, 2016, and July 10, 2019 (as the main
functions of the app were consistent during this period, this
could ensure that the patient’s behavior was not affected by the
changes in app functions); and patients continuously measured
and recorded BP more than 4 weeks after registration (as the
control of BP requires at least a 4-week observation period
according to the relevant guidelines) [33-35].

Data Extraction
We extracted 3 types of data from the database: demographics,
BP records, and follow-up records. The demographics
information included the patient identification, data of birth,
gender (male and female), and education level (primary or
secondary school, high school, or university and above). The
BP record data included SBP, diastolic blood pressure, and the
uploaded date (containing year, month, day, minute, and
second). Due to the high correlation between SBP and diastolic
blood pressure, only SBP was used for analysis. The information
specific to the follow-up records included patient ID, follow-up
type (compliance follow-up, regular follow-up, and abnormal
follow-up), and follow-up date.

Data Analysis

Measuring PE
In accordance with the hypertension management guidelines
[33-35], we defined the time unit of observation as 1 week. The
behavior of measuring BP is a basic behavior in hypertension
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management because other behaviors (eg, taking medicine,
doing physical activities, and eating healthy) need to be based
on patient’s current BP level. Therefore, in this study, patient
engagement was indicated by the number of days that a patient

recorded self-measured BP per week (see Figure 1). The analysis
period was the first 4 consecutive weeks after the initial patient
registration.

Figure 1. Example of patient engagement and follow-up for a patient within 4 weeks. (A) Example of patient engagement. (B) Example of the number
of different types of follow-ups. BP: blood pressure.

Cluster Analysis
Cluster analysis was conducted to group the patients into
different PE patterns. K-means algorithm (Python 3; Python
Software Foundation) was used to cluster patients by PE [40].
Dynamic time warping was used to calculate the similarity of
PE between patients because this feature was represented as
time series data [41]. We then used silhouette score to determine
the optimal number of clusters [42]. The silhouette score
measured the distance between clusters based on the distance
between the PE of patients as determined by dynamic time
warping. A higher silhouette score indicates tighter clusters,
where each cluster is completely separate from the others.

Characterizing the Clusters
An optimal clustering result was reached based on the silhouette
score of a different number of clusters. For each cluster, we
analyzed the demographic features (the distribution of age,
gender, and education level); BP features, including the
distribution of mean SBP in the first week (representing the
initial BP conditions in hypertension management) and the trend
of weekly mean SBP; and follow-up features (the distribution
of the number of the 3 types of follow-ups in each of the 4
weeks; see Figure 1).

The Effect of 3 Types of Follow-ups on PE and SBP
The follow-up effect was calculated by the change in PE (CPE)
and the change in SBP (CSBP) before and after each follow-up,
which were defined as follows:

where PEi+1 is PE in the week after a follow-up event, PEi is
PE in the week of the follow-up even, SPBi+1 is the mean SBP
in the week after a follow-up event, SPBi is the mean SBP in
the week of the follow-up event, and N is the number of
follow-ups performed by health care providers.

Statistical analysis was conducted in SPSS version 24 (IBM
Corp). Chi-square test was performed to evaluate the statistical
significance of associations between the clusters and the discrete
variables (demographic, BP, and the number of follow-ups).
Pairwise comparisons were conducted using the z scores to
compare difference in the proportion of discrete variables
between the clusters. Analysis of variance (ANOVA) was
employed to analyze the changes in outcome parameters (CPE
and CSBP) after follow-up in each of the 4 weeks. Once a
significant change was detected, Bonferroni multiple
comparisons were further conducted to examine the differences
between the clusters. A P value <.05 was used to determine
whether the difference was statistically significant.

Results

PE Patterns
A total of 562 patients met the selection criteria and were
included in the study. We found that the silhouette score was
the highest with 4 clusters of patients (see Figure 2). Hence, we
accepted the 4-cluster output of K-means (see Table 1) for
further analysis. The PE of each cluster within 4 weeks was
significantly different (P<.001).
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Figure 2. Comparison of the silhouette score for the different numberd of clusters (range from 3 to 7).

Table 1. Comparison of PE in the 4 clusters.

P value

PELHe, mean (SD)

(n=89)

PEHLd, mean (SD)

(n=148)

PEHHc, mean (SD)

(n=142)

PELLb, mean (SD)

(n=183)PEa (Days/week)

<.0012.4 (1.3)5.8 (1.2)6.4 (1.1)1.9 (1.1)Week 1

<.0013.5 (2.0)4.8 (1.9)6.6 (0.8)0.8 (1.3)Week 2

<.0014.3 (2.0)3.2 (2.1)6.4 (0.9)0.8 (1.3)Week 3

<.0014.6 (1.5)1.8 (1.3)6.3 (0.9)0.6 (0.8)Week 4

aPE: patient engagement.
bPELL: patient engagement started low and dropped even lower.
cPEHH: patient engagement started high and remained high.
dPEHL: patient engagement started high and dropped to low.
ePELH: patient engagement started low and rose to high.

There were 4 distinctive change patterns of PE (see Figure 3).
The first cluster contained 183 patients. They started recording
their BP 1.9 days/week (SD 1.1 days/week) and then decreased
every week to around 0.6 days/week (SD 0.8 d days/week) in
the fourth week. We referred this cluster as “PE started low and
dropped even lower” (PELL) cluster. The second cluster
contained 142 patients who were consistently active engaging
in BP recording throughout the whole period. On average they
recorded the BP for more than 6 days per week. Therefore, we
referred them as the “started high and remained high” (PEHH)

cluster. The third cluster contained 148 patients who started
with a high level of recording (5.8 days/week, SD 1.2
days/week) that then decreased every week to around 1.8
days/week (SD 1.3 days/week) in the fourth week. We referred
them as the “PE started high and dropped to low” (PEHL)
cluster. The fourth cluster contained 89 patients who began
recording self-measured BP 2.4 days/week (SD 1.3 days/week)
and gradually increased every week to around 4.6 days/week
(SD 1.5 days/week) in the fourth week. We referred them as
the “PE started low and then rose to high” (PELH) cluster.
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Figure 3. The patient engagement patterns of the 4 clusters and the 4-week mean SBP curve of the 4 clusters. BP: blood pressure; SBP: systolic blood
pressure. PELL: patient engagement started low and dropped even lower; PEHH: patient engagement started high and remained high; PEHL: patient
engagement started high and dropped to low; PELH: patient engagement started low and rose to high.

The Demographics, SBP, and Follow-up
Characteristics of the PE Patterns

The Association Between Demographic Factors and the
PE Pattern
The distribution of age, gender, and education level in each
cluster is presented in Table 2. The majority of patients
(387/562, 68.9%) were between 40 and 60 years old. Chi-square
test found a statistically significant association between age and

the PE pattern (P=.001). There was no significant difference in
the distribution of patients under 60 years old in each PE pattern,
but there were many more patients aged over 60 years old in
the PEHH cluster than in the other clusters (P<.05).

Chi-square test did not find a statistically significant association
between the PE pattern and gender or education level. There
were many more male patients (338/562, 60.1%) using the BPA
than female patients. Moreover, 50.5% (284/562) of patients
had a university degree.
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Table 2. The distribution of demographic characteristics in each cluster.

P valuePELHd (n=89)PEHLc (n=148)PEHHb (n=142)PELLa (n=183)Characteristic

.001Age, n (%)

11 (12.4)27 (18.2)14 (9.8)24 (13.1)18<age≤40

66 (74.1)104 (70.3)86 (60.6)131 (71.6)40<age≤60

12 (13.5)17 (11.5)42 (29.6)28 (15.3)Age>60

.37Gender, n (%)

57 (64.0)95 (64.2)84 (59.2)102 (55.7)Male

32 (36.0)53 (35.8)58 (40.8)81 (44.3)Female

.45Education, n (%)

2 (2.2)5 (3.4)6 (4.2)14 (7.6)Primary or secondary school

43 (48.3)68 (45.9)61 (43.0)79 (43.2)High school

44 (49.4)75 (50.7)75 (52.8)90 (49.2)University and above

aPELL: patient engagement started low and dropped even lower.
bPEHH: patient engagement started high and remained high.
cPEHL: patient engagement started high and dropped to low.
dPELH: patient engagement started low and rose to high.

The Association Between the Initial BP Conditions and
the PE Pattern
The mean SBP in the first week represented the initial BP
conditions in hypertension management. The chi-square test
showed a statistically significant association between the mean

SBP in the first week and the PE pattern (P<.001; see Table 3).
z scores identified a significantly higher proportion of patients
with high SBP (between 160 mmHg and 179 mmHg) in the
PELL cluster in the first week than in the PEHL cluster (P<.05).
The majority of patients (316/562, 56.2%) had a mean SBP
between 120 mmHg and 139 mmHg in the first week.

Table 3. The distribution of the first week mean SBP in each cluster (P<.001).

PELHe, n (%)

(n=89)

PEHLd, n (%)

(n=148)

PEHHc, n (%)

(n=142)

PELLb, n (%)

(n=183)

SBPa

7 (7.9)23 (15.5)13 (9.2)19 (10.4)SBP<120

44 (49.4)91 (61.5)91 (64.1)90 (49.2)120≤SBP≤139

34 (38.2)32 (21.6)35 (24.6)53 (29.0)140≤SBP≤159

4 (4.5)2 (1.4)3 (2.1)16 (8.7)160≤SBP≤179

0 (0)0 (0)0 (0)5 (2.7)SBP≥180

aSBP: systolic blood pressure.
bPELL: patient engagement started low and dropped even lower.
cPEHH: patient engagement started high and remained high.
dPEHL: patient engagement started high and dropped to low.
ePELH: patient engagement started low and rose to high.

The Trend of Weekly Mean SBP in Each PE Pattern
Across 4 weeks of management, the mean SBP of all 4 clusters
declined at different rates (see Figure 3). Pairwise comparisons
of the mean SBP between 4 weeks in each cluster revealed that
in the clusters of PELL (P=.002), PEHH (P=.006), and PELH
(P<.001), the mean SBP had significantly reduced from the
second week. In the PEHL cluster, the significant reduction of
SBP appeared from the third week (P=.02). The PELL cluster
experienced a greater reduction in the mean SBP in the third
week compared to the other clusters, but the SBP of users in

this cluster increased more than did the others in the fourth
week.

The Number of Follow-ups in Each PE Pattern
The amount of the 3 types of follow-ups were significantly
different (P=.03) in the 4 clusters (see Table 4). Abnormal
follow-up was performed significantly less frequently (P<.05)
in the PELL cluster than in the clusters of PEHH and PEHL.
The distribution of follow-up in each of the 4 weeks was not
significantly different in the 4 clusters. Most (338/680, 49.7%)
follow-ups were performed in the first week.
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Table 4. The distribution of the number of 3 types of follow-ups and the number of follow-ups in each of the 4 weeks in each cluster.

P valuePELHd (n=89)PEHLc (n=148)PEHHb (n=142)PELLa (n=183)Value

.02Type, n (%)

57 (41.9)74 (39.2)53 (31.4)77 (46.1)Compliance

61 (44.9)85 (45.0)87 (51.5)80 (47.9)Regular

18 (13.2)30 (15.9)29 (17.2)10 (6.0)Abnormal

.11Time, n (%)

66 (47.1)96 (49.2)86 (50.3)90 (51.7)Week 1

36 (25.7)40 (20.5)44 (25.7)50 (28.7)Week 2

23 (16.4)23 (11.8)14 (8.2)13 (7.5)Week 3

15 (10.7)36 (18.5)27 (15.8)21 (12.1)Week 4

aPELL: patient engagement started low and dropped even lower.
bPEHH: patient engagement started high and remained high.
cPEHL: patient engagement started high and dropped to low.
dPELH: patient engagement started low and rose to high.

The Effect of Follow-up on PE and SBP in Each PE
Pattern

The Effect of Each Type of Follow-up on PE
The results of ANOVA revealed the significant main effects of
cluster (F=15.09; P<.001) and type (F=5.442, P=.005), and the
cluster–type interaction effect (F=2.60; P=0.02) on PE (see
Table 5). Bonferroni multiple comparisons found that after the
3 types of follow-up, the CPE between the 4 clusters had the
following statistically significant differences: (1) for the
compliance follow-up, PE in the PELL cluster had a

significantly larger drop than did the PEHH (P=.02) and PELH
(P<.001) clusters, and improvement in PE in the PELH cluster
was significantly higher than that of the PELL (P<.001) and
PEHL (P<.001) clusters; (2) for the regular follow-up, PE in
the PEHL cluster had a significantly larger drop than did the
clusters of PELL (P=.01), PEHH (P=.01), and PELH (P<.001);
and (3) for the abnormal follow-up, the decrease in PE in the
PEHL cluster was significantly lower than that of the PEHH
cluster (P=.01). Compliance follow-up improved PE in the
PEHH and PELH clusters. Regular follow-up improved PE in
the PELH cluster.
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Table 5. The effect of 3 types of follow-ups on patient engagement and the effect of follow-up in each of the 4 weeks on PE. Multiple comparisons of
the 4 clusters (at the .05 level).

P valuePELHe
, mean (SD)

(n=89)

PEHLd
, mean (SD)

(n=148)

PEHHc
, mean (SD)

(n=142)

PELLb
, mean (SD)

(n=183)

CPEa (Days/week)

Type

<.0011.31 (2.3)f,h–0.3 (2.5)0.5 (1.5)f–0.6 (1.7)Compliance

<.0010.67 (2.7)h–1.1 (2.3)f,g–0.2 (1.4)–0.1 (1.2)Regular

.01–0.39 (2.3)–1.8 (2.3)g–0.1 (1.4)–0.1 (1.0)Abnormal

Time

<.0011.2 (2.5)f,g,h–0.8 (2.3)g0.3 (1.7)f–0.7 (1.6)Week 1

<.0011.4 (2.1)f,g,h–1.5 (2.7)f,g0 (0.9)0.1 (1.2)Week 2

.010.3 (2.5)h–1.6 (2.1)g0.4 (1.0)–0.2 (1.3)Week 3

.10–1.5 (2.5)–0.1 (2.7)–0.7 (1.7)–0.2 (1.4)Week 4

aCPE: change in patient engagement.
bPELL: patient engagement started low level and dropped even lower.
cPEHH: patient engagement started high and remained high.
dPEHL: patient engagement started high and dropped to low.
ePELH: patient engagement started low and rose to high.
fThe given cluster is significantly different from the PELL cluster.
gThe given cluster is significantly different from the PEHH cluster.
hThe given cluster is significantly different from the PEHL cluster.

The Effect of Follow-up on PE in Each of the 4 Weeks
The results of ANOVA revealed the significant main effects of
the cluster (F=10.335; P<.001) and time (F=2.870; P=.04), and
the cluster–time interaction effect (F=5.168; P<.001) on PE
(see Table 5). Bonferroni multiple comparisons found that after
the follow-up in each of the 4 weeks, the CPE between the 4
clusters had the following statistically significant differences:
in week 1, the improvement in PE in the PELH cluster was
significantly higher than that of the clusters of PELL (P<.001),
PEHH (P=.03), and PEHL (P<.001); in week 2, the PE in the
PEHL cluster had a significantly larger drop than that of the
clusters of PELL (P=.001), PEHH (P=.01), and PELH (P<.001),
and the improvement in PE in the PELH was significantly higher
than that of the clusters of PELL (P=.01), PEHH (P=.01), and
PEHL (P<.001); and in week 3, the PE in the PEHL cluster had

a significantly larger drop than that of the PEHH (P=.02) and
PELH (P=.01) clusters. Follow-up improved PE in the PEHH
and PELH clusters in first 3 weeks and only in the second week
in the PELL cluster, but had no effect on the PEHL cluster in
any of the 4 weeks.

The Effect of Each Type of Follow-up on SBP
The results of ANOVA revealed significant main effects of
cluster (F=2.789; P=.04) and type (F=1.137; P=.32), but no
cluster–type interaction (F=0.956; P=.46) effect on SBP (see
Table 6). The mean SBP of all 4 clusters of patients reduced
after 3 types of follow-ups except for the abnormal follow-up
in the PELL cluster. Bonferroni multiple comparisons showed
that after the compliance follow-up, the PELH cluster had a
significantly higher level of SBP decline than did the PEHL
cluster (P=.003).
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Table 6. The effect of 3 types of follow-ups on systolic blood pressure and the effect of follow-up in each of the 4 weeks on systolic blood pressure.
Multiple comparisons of the 4 clusters (at the .05 level).

P valuePELHe, mean (SD)

(n=89)

PEHLd, mean (SD)

(n=148)

PEHHc, mean (SD)

(n=142)

PELLb, mean (SD)

(n=183)

CSBPa (mmHg)

Type

.01–6.7 (10.5)f–0.9 (6.2)–2.5 (5.8)–3.4 (11.4)Compliance

.33–4.5 (8.7)–2.4 (9.1)–2.1 (6.4)–3.7 (11.3)Regular

.66–3.1 (11.0)–1.7 (7.2)–2.6 (6.3)1.8 (8.5)Abnormal

Time

<.001–8.4 (9.8)f,g–2.5 (7.1)–3.0 (6.5)–6.1 (12.7)Week 1

.09–4.2 (9.0)–0.1 (5.5)–1.3 (5.2)–2.1 (7.7)Week 2

.04–0.3 (10.3)2.2 (8.9)–3.2 (6.3)1.4 (13.5)Week 3

.28–3.4 (4.8)–3.7 (10.7)–1.7 (6.3)2.6 (6.2)Week 4

aCSBP: change in systolic blood pressure
bPELL: patient engagement started low and dropped even lower.
cPEHH: patient engagement started high and remained high.
dPEHL: patient engagement started high and dropped to low.
ePELH: patient engagement started low and rose to high.
fThe given cluster is significantly different from the PEHL cluster.
gThe given cluster is significantly different from the PEHH cluster.

The Effect of Follow-up on SBP in Each of the 4 Weeks
The results of ANOVA revealed significant main effects of
cluster (F=2.697; P=.045) and time (F=7.561; P<.001), but no
cluster–time interaction effect (F=1.600; P=.11) on SBP (see
Table 6). Bonferroni multiple comparisons showed that the
PELH cluster in the first week had a significantly higher level
of SBP decline than did the PEHH (P=.001) and PEHL (P<.001)
clusters. The SBP decreased within the first 2 weeks in all 4
clusters and continued to fall in the PEHH and PELH clusters
over 4 weeks. Overall, the SBP was more reduced in the PELL
(–6.1 mmHg) and PELH (–8.4 mmHg) clusters than in the others
in the first week.

Discussion

Principal Findings

PE Patterns
This study explored patterns of PE with the hypertension
self-management app and identified the effect of health care
provider follow-up on PE and SBP in each PE pattern in the
first 4 weeks after registration. For the first time, we found 4
dynamic trends of PE in a sample of 562 patients who used the
mHealth app to record self-measured BP. Two clusters started
with a high level of engagement, with one remaining at a high
level throughout and the other dropping. Two clusters started
with low engagement, with one increasing the level of
engagement and the other dropping.

The majority of patients (387/562, 68.9%) were mainly between
40 and 60 years old. There was no difference in the distribution
of patients under 60 years of age in each PE cluster; however,
there were more patients aged over 60 years in the continuously

high engagement cluster than in the other clusters. This may
suggest that the patients over 60 years of age were more likely
to engage in recording self-measured BP using the mHealth app
for hypertension self-management. This may be attributed to
the high level of awareness of the risk of hypertension because
age is an important contribution factor to the development of
hypertension [16,43]. Our finding is consistent with that of
Goyal et al [15] in which older participants completed more
planning challenges for chronic disease management than did
younger participants. However, the finding of Kruse et al [10]
was not consistent with our observations. They found that
patients over the age of 65 years were less likely to use the
mHealth service due to problems understanding the information,
difficulty using technology, and inability to access the internet
[10].

In this study, there were more male patients than female patients,
which may be attributed to males being more prone to using
mHealth services for hypertension management [44,45].
However, we did not find a significant difference in the
proportion of males and females in each PE pattern. It appears
that, although more males used the mHealth services than did
females [44], they had the same level of PE with the mHealth
service. Abd-alrazaq et al [30] found that gender did not affect
intention to use the mHealth service, which was in line with our
findings. However, Chung et al [46] found that females with
heart failure were more adherent to the sodium-restricted diet
than males, and Goyal et al [15] found that PE levels among
female users with chronic disease were slightly higher than
those among male users. Therefore, the gender differences in
PE with mHealth apps does not appear to be conclusive.

The relationship between PE and SBP in the PELL cluster is
worth noting. Patients in the PELL cluster reported a higher
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SBP in the first week, and after 3 weeks of management, the
SBP decreased more compared with the other clusters. Patients
then began to stop using the app, and this decline in PE
continued simultaneously with the increase in SBP. It may be
the case that patients felt they reached the BP goal and ceased
use of the app [27,47]. This may give evidence to suggest that
controlling BP requires continuous engagement in hypertension
self-management [35].

The Effect of 3 Types of Follow-ups on PE and SBP
Health care provider follow-up is essential for the prevention
and treatment of hypertension. It is necessary to understand
which type of follow-up is effective for which patient group
[2]. Compliance follow-up, which was provided when the
patients showed signs of reducing compliance in recording
self-measured BP, had a positive effect on PE in the PEHH and
PELH clusters. Regular follow-up, which was provided at a
fixed interval, only had a positive effect on PE in the PELH
cluster. These follow-ups might have been taken as the cue for
engagement behavior for these patients, who may have
awareness of hypertension self-management, but need cues for
action. Interestingly, abnormal follow-up had no effect on any
cluster of patients despite it being performed when the patient’s
BP was abnormal. These findings suggest that different types
of follow-ups had different effects on patients’ behavior of
recording self-measured BP.

The content and method of follow-up are important to achieving
a follow-up effect [48-50]. One study showed that health care
providers have individual inherent preferences for the type of
follow-up content to be provided to the patient [18]. Abd-alrazaq
et al [30] found that the health care provider factor was related
to patients’ intension to engage in mHealth services. In our
study, follow-up was performed through the mobile phone after
health care providers received a reminder from the mHealth
app. Other ways to improve PE, such as routine reminders
combined with games, have yielded higher user engagement
[16], and users seem to prefer simple, short voice messages over
text messages because of communication trust and increased
accessibility [51]. Cechetti et al [52] developed and implemented
an mHealth app with a gamification method for hypertension
management, which proved to be effective in promoting PE
[52].

The mean SBP of all 4 clusters of patients reduced after 3 types
of follow-ups except for abnormal follow-up in the PELL
cluster. We also found abnormal follow-up was performed less
frequently in the PELL cluster than in the others. This may be
attributed to patients in the PELL cluster having a low level of
engagement in recording self-measured BP, which resulted in
the mHealth app not detecting the patient’s abnormal BP
condition and reminding the health care provider to follow-up.
The PELH cluster developed positive PE and achieved SBP
control after 3 types of follow-ups. This is in agreement with
the observation that follow-up can motivate patients to engage
in self-management. Positive feedback from PE after follow-up
has been shown to be beneficial for BP control [53-55].

The Effect of Follow-up in Each of the 4 Weeks on PE
and SBP
One study reported that 74.84% of app-only users stopped using
an mHealth physical activity management app by day 43 [56].
This suggests that the duration of patient “stickiness” with the
fully automatic mHealth services is limited and needs to be
complemented by human support to keep momentum. Little is
still known concerning the extent and duration of the effect of
health care provider follow-up on self-management of
hypertensive patients. This study found that the effect of
follow-up on the PEHH and PELH clusters lasted until the third
week, only had a small impact on the PELL cluster in the second
week, and had no effect on the PEHL cluster at any time point.
The effect duration of different types of follow-ups varied across
each PE pattern. This may suggest that a fixed care pathway
based only on patient’s BP level would not work for all types
of patients. Chronic disease management also needs to consider
the patient’s behavior and personal preferences. Our results
support the design of patient-centered follow-up plans that
incorporate social behavioral characteristics and preferences of
patients into chronic disease management [14].

After 4 weeks of mHealth services being used, the mean SBP
of all 4 clusters decreased. Interestingly, in the first week, the
PELL and PELH clusters had a higher level of decline in SBP
than did the other clusters. This may be the reason why the
PELL cluster was complacent and did not actively engage in
recording self-measured BP. Taking the advice of the health
care providers may motivate those in the PELH cluster to
increase their level of engagement. In the first 2 weeks, all 4
clusters of patients experienced a decline in SBP. Only the
PEHH and PELH clusters maintained the SBP reduction through
the fourth week, supporting the notion that hypertension
management requires ongoing effort in monitoring BP to help
patients improve their awareness of their own condition.

Strengths and Limitations
The strength of this study was that, first, the study used the
longitudinal data collected in the first 4 weeks of patient
registration with the mHealth service, which is informative for
characterizing the changing trend of PE with hypertension
management under an mHealth service. The findings are useful
for continuous improvement of mHealth services for
hypertension management. To the best of our knowledge, no
other study has used longitudinal data to describe patterns of
PE with a hypertension self-management app. Second, we
analyzed the effect of health care provider follow-up on PE and
SBP in each PE pattern. Our findings revealed the relationship
between PE, BP, and health care provider follow-up. This
provides evidence to support the further design of appropriate
types of follow-ups for patients. Finally, we observed PE from
real-world patients, which can reveal patient behavior in a
natural setting, rather than recruited patients who would be more
likely to overcome the burden associated with research work
[57]. This helped to generate implementable, practical insights
for the engagement of actual patients in daily hypertension
management.

The study had 4 limitations. First, we excluded patients who
used the app for fewer than 4 weeks after registration. This
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might have produced a bias toward more positive findings of
PE with the mHealth app and thus may limit the generalizability
of our findings to those patients who drop out of the mHealth
service early. Second, we only investigated the PE trend with
the mHealth service in the first 4 weeks of hypertension
management. Future study can further investigate the PE pattern
after this period of time. Third, we defined PE as the behavior
of recording self-measured BP. There are many other usage
behaviors, such as taking medicine, engaging in physical
activities, and keeping a healthy diet, which should be analyzed
in future studies. Fourth, the different engagement behaviors
could have arisen from various demographic and social
psychological characteristics of patients (such as marital status,
profession, anxiety, depression), so these factors need to be
considered in future studies.

Conclusions
By analyzing the 4-week log data from a hypertension
self-management app, BPA, this study identified the 4 distinct
PE patterns in using an mHealth app for hypertension
self-management. We also characterized the different effects
of 3 types of health care provider follow-up on PE and SBP.
Results showed how patients engaged with the mobile app and
how health care provider follow-up affects or does not affect
their engagement and BP. Our findings may inform the design
and help strengthen health care provider follow-up strategies
to improve outpatient engagement with mHealth apps for
hypertension management. Future work needs to clarify the
long-term engagement of patients with hypertension health care
services. The indicators of PE should be broadened to include
multiple types of usage behavior, and the effect of patient
provider follow-up needs to be associated with patients’various
demographic and socio-psychological characteristics.
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Abstract

Background: Information and communication technologies, including mobile health (mHealth), can help isolated communities
address environmental health challenges. The Puerto Rican island of Culebra has faced multiple sociopolitical and economic
factors that have distressed the island’s environment and health. Culebrenses are technologically engaged and have demonstrated
a use of technology that transcends socioeconomic barriers. As a result, technological interventions could potentially help manage
environmental risks on the island.

Objective: This study aims to test and evaluate the potential benefits of an mHealth tool, termed ¡mZAP! (Zonas, Acción y
Protección), for engaging communities with environmental risks through technology.

Methods: Participants using ¡mZAP! (N=111) were surveyed. Bivariate analyses were used to examine associations of mHealth
use with sociodemographics, technology use, an adapted environmental attitudes inventory, and the multidimensional health
locus of control. Logistic regression was used to examine associations between attitudes toward environmental health risks and
mHealth use.

Results: Higher positive attitudes toward the environment were significantly associated with the use of ¡mZAP! (odds ratio 5.3,
95% CI 1.6-17.0). Environmental attitudes were also associated with the multidimensional health locus of control powerful others
subscale (P=.02), indicating that attitudes toward the environment become more negative as feelings controlled by others increase.
Participants felt that the authorities would resolve the challenges (63/111, 56.7%).

Conclusions: Perceived lack of control could present barriers to collective actions to address salient environmental health
challenges in communities. The ongoing dependency on government-based solutions to community problems is worrisome,
especially after the hurricane experiences of 2017 (which may potentially continue to be an issue subsequent to the more recent
2020 earthquakes).

(J Med Internet Res 2021;23(9):e24671) doi: 10.2196/24671
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Introduction

Background
Information and communication technologies (ICTs), including
mobile health (mHealth), can help isolated communities address
environmental health challenges [1,2]. The World Health
Organization considers environmental risks a public health
priority [3]. Social and ecological determinants of health, along
with environmental health challenges, often exacerbate
pre-existing health disparities [4]. Traditional health paradigms
have been changed by mHealth tools to address such health
disparities. For example, a study used a mobile app termed
FAITH! (Fostering African American Improvement in Total
Health) to improve cardiovascular health among an African
American church community (n=86) in the United States
following a multiphase community-based participatory research
design [5]. Other examples include using a web-based
intervention for smoking cessation among low socioeconomic
status populations in the United States (n=1440) [6] and an
mHealth tool to reduce health care access gaps among
marginalized rural populations in Laos (n=983) and Thailand
(n=1158) [7].

The benefits of using ICTs to address environmental risks
following crowdsourcing approaches have been successfully
implemented in the United States using the mobile phones of
users [8,9]. Mobile phones are also being used to engage
populations in new and innovative learning modalities [10,11].
Previous studies have shown that mobile tools such as cell
phones can help users develop positive attitudes toward the
environment [12,13]. Mobile tools facilitate engaging with users
by using their devices (eg, smartphones and smartwatches) as
part of the solution to existing environmental challenges [8,13].

Although the use of technology has transcended socioeconomics
barriers, providing digital access to different levels of society,
a significant gap perpetuates digital access disparities among
marginalized communities worldwide [14-16].

The power of being interconnected via modern technology (eg,
social media, cell phones, and the internet) has been shown to
(1) catalyze sociopolitical changes [17,18], (2) close the gap in
physical distances [19], (3) foster the development of health
advances [20], and (4) provide access to information [21]. In
contrast, the use of technology has also been linked to the spread
of misinformation, resulting in the exacerbation of social
injustices among marginalized groups. For example, WhatsApp
was used in Maceió, Brazil, to diffuse conspiracy theories about
vaccines as the cause of microcephaly in children testing positive
for the Zika virus [22,23]. Thus, communities often have
untapped and unrecognized resources that may be mobilized to

work with the government sector, health programs, and nonprofit
organizations to address risks in their environments [24].

Many communities, particularly islands, are dependent on ICT
to reduce the impact of their geographical and societal isolation
[25]. Island communities face many social and health challenges
that are not necessarily faced by other communities, which can
intensify risk [26-28]. The remote island of Culebra, off the
eastern coast of Puerto Rico’s Big Island (Isla Grande), is
geographically and systemically isolated from the rest of Puerto
Rico. Culebra’s isolation also results in limited political power
because of the small population, leading to a system of
dependency that negatively impacts health access, utilities,
waste management, transportation, water safety, and air and
soil contamination, which is common in rural and isolated areas
[29-33].

Hurricanes Irma and María in 2017 demonstrated this
dependency, with Culebra losing connection to the national
electrical grid for more than a year [34] and having difficulties
in resuming ferry and other island services. Although impacted
by these challenges, Culebrenses have a strong history of
collective engagement against social injustices, such as
facilitating the US Navy’s exit from the island in 1975 and
protesting against maritime transportation policies [35]. In
addition to this community engagement, Culebrenses are
technologically engaged and have demonstrated a use of
technology that transcends socioeconomic barriers [36]. As a
result, technological interventions could potentially help manage
environmental risks on the island.

This study was guided by a multi-theoretical framework (social
cognitive theory [SCT] and the diffusion of innovations theory)
which, along with community-centered design methodology,
can (1) provide a model for behavioral changes and (2) guide
the process to understand the adoption of this mHealth tool
better [37-39]. This study also followed a human-centered design
framework that provides an inclusion process whereby users
are central and active agents necessary for the conception,
testing, implementation, and evaluation of solutions to Culebra’s
environmental health risk challenges [40]. The SCT addresses
behavior change and the effect of the community members’
environment [41]. The SCT also helps identify community
problems and priorities, allowing for an in-depth understanding
of personal factors, current community behaviors, and
environmental influences associated with environmental health
risks that can affect community-wide behavioral change. The
diffusion of innovations theory facilitates the process of
development and sustainability [42]. Owing to the complexity
of these two theories, a theoretical framework model titled
Community-Centered Environmental Health Risk Control Model
was developed for this study (Figure 1).
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Figure 1. Community-centered environmental health risk control model. NGO: nongovernmental organization; SES: socioeconomic status.

Objective
Following this theoretically informed model facilitated the work
as part of a community-driven research project to collaborate
with community partners to implement a tailored,
community-centered, and crowdsourced ICT termed ¡mZAP!
(Zonas, Acción y Protección) as part of a community-driven
approach to assess the ability of ICTs to engage islanders in
collective environmental actions. Specifically, in this study, we
evaluate the ability of psychosocial, environmental attitudes,
and technological variables to predict the use of the ¡mZAP!
app.

Methods

Overview
We used a prospective design to assess the ¡mZAP! app use.
The study surveyed community participants at baseline to
capture their perceptions and attitudes toward the environment,
access to and use of technology, community actions toward
environmental challenges, knowledge about vector-borne
diseases, and health control in Culebra, Puerto Rico. App

registrants were followed prospectively for 3 months (November
2018-February 2019) to assess the use of ¡mZAP!

The Archipelago of Culebra
Culebra is an archipelago municipality located on the east coast
of Puerto Rico, 17 miles from Isla Grande (Big Island—as it
is commonly referred to in Puerto Rico by the residents of outer
islands; Figure 2). On the basis of the 2018 US Census annual
estimates of the resident population, Culebra has an estimated
population of 1500 [43]. Culebra’s geographical location
provides a unique, biodiverse ecosystem of drylands, mangroves,
lagoons, white sand beaches, and coral reefs, all in almost 12
square miles [35,44]. Largely owing to this biodiversity and
geographical location, tourism is Culebra’s primary economy.

Culebra also presents another face; for many decades, this set
of islands has experienced marginalization by the United States
and from the local government [33,35], including military
bombing drills that left unknown contamination and pollution
effects [29-31], unreliable maritime transportation [45],
environmental hazards [46], high presence of vector agents
(mosquitoes) [35], and the lack of a proper health care facility
[32,47].

J Med Internet Res 2021 | vol. 23 | iss. 9 | e24671 | p. 3https://www.jmir.org/2021/9/e24671
(page number not for citation purposes)

Perez-Ramos et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. Map of Culebra in relation to the rest of Puerto Rico.

¡mZAP! App
The ¡mZAP! app was designed and developed as a
community-oriented ICT to stimulate collective action to
mitigate environmental health risks (eg, trash and mosquitoes).
This study design involved direct input from community
organizations and community members in Culebra, including
women’s advocacy organizations, sports organizations, private
businesses, health organizations, and schools, primarily through
focus group and qualitative engagement processes, as previously
described [48].

In this app, users may take actions to identify, report, and
address community-based priorities such as abandoned
structures, trash, stray animals, stagnant water, mosquito
breeding grounds, and pests. Although not directly relevant to
environmental issues, a feature to track ferry and ship locations
was included to further incentivize app use as the community
had identified maritime transportation as a major challenge.

Survey
A survey was deployed at baseline using the REDCap (Research
Electronic Data Capture, Vanderbilt University) platform version
9.0, which also hosted the survey data. As defined in previous
studies, the REDCap database is a secured, encrypted, and
Health Insurance Portability and Accountability Act–compliant
data capture application developed for large-scale research
projects [49].

The survey contained adaptations of two previously validated
instruments and original items self-administered by participants
via the mobile app tool. The survey aimed to better understand
users’attitudes toward the environment, community technology
use, and community challenges. Questions related to community
health, demographic characteristics, the environment, attitudes
toward community actions, and technology use were included.
Consistent with recommendations for pretesting and pilot-testing
of surveys evaluating mHealth interventions [49,50], the survey
was pretested with approximately 10 iterations with feedback

from 4 bilingual Latinos from the author’s institution and
volunteers from the target community.

¡mZAP! Databases
The ¡mZAP! app was built as a cross-platform mobile and
web-based app using the Ionic framework by an app developer
that worked as part of the ¡mZAP! core team at the University
of Rochester. Ionic is an open-source toolkit that facilitates the
building of mobile apps and web-based applications using a
single coding structure (eg, HTML, Cascading Style Sheets,
and JavaScript), eliminating the need to create a new coding
process for each mobile and web-based platform. An integration
of Angular, a Google-maintained platform, was used to build
the app across mobile and web-based systems (eg, iOS and
Android). Firebase software was used as a database repository.
Firebase is a Google-based software with the capacity to secure
file uploads and downloads, including images, videos, and other
user-generated data under Google encrypted (AES256 and
AES128) and cloud storage. The ¡mZAP! mHealth tool back-end
process was built to assign each user a unique ID linking all the
data generated by users while using the app. This process
facilitated a better understanding of ¡mZAP! users’ behaviors.
An application programming interface was used to access the
REDCap survey directly from the app. Unique user
identifications and email addresses were used to merge the two
databases (¡mZAP! use and the REDCap survey). A weekly
data transfer stored participants’ app use to secure servers at
the lead author’s institution.

Sample Size Calculation
This study was powered to detect an effect size of 3.0 (α=.05
and β=.20) of app use by the environmental attitudes’ category.
We estimated that 50% of participants with positive attitudes
toward the environment would use the app and 25% of
participants with negative attitudes would use ¡mZAP! On the
basis of these calculations, the sample size required for this
study was 116 participants.

J Med Internet Res 2021 | vol. 23 | iss. 9 | e24671 | p. 4https://www.jmir.org/2021/9/e24671
(page number not for citation purposes)

Perez-Ramos et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Participants and Study Implementation
Eligible participants were ≥18 years and self-reported living in
Culebra for at least 6 months before the start of the study. Survey
questions were administered in Spanish, which is the primary
language of the island.

Participants were recruited at baseline following a snowball
sampling methodology [51], community meetings, flyer
distributions, and social media posts. During in-person visits,
eligible participants were invited to download the ¡mZAP! app
and complete the survey during the registration process before
starting the use of app functionalities (Figure 3). Participants
completed the survey using their devices, and via REDCap, the
surveys were uploaded to the University of Rochester’s
firewall-protected, encrypted cloud-based servers. Participants
did not receive any compensation for completing the survey or
using ¡mZAP! For recruitment purposes, a local area code
telephone number and a unique email address were acquired,
and a Facebook fan page was created specifically for the project,
enabling participants to reach the research team for questions
and concerns about the project. This study adhered to the
Reporting of Studies Conducted using Observational Routinely

Collected Data guidelines and checklist to ensure the inclusion
of all components deemed necessary for a scientific research
report [52].

¡mZAP! was launched in a series of in-person community
meetings in fall of 2018 and was disseminated among
community members during a 3-month trial period (November
2018-February 2019). A total of 124 people downloaded the
app (Apple iOS 53/124, 42.7% and Android 71/124, 57.3%).
Out of the 124 people, 116 (93.5%) participants started
registration; 5 (4%) respondents did not meet the inclusion
criteria of being a resident of Culebra and were excluded. Out
of the 116 participants, 111 (95.7%) participants successfully
registered and completed the survey.

This study was reviewed and approved by the institutional
review board of the first author’s (RSRB00073777) university
and followed the 1964 Declaration of Helsinki and its
subsequent amendments. HealthproMed, a federally qualified
health center in Culebra, reviewed the study protocol and
approved the study. An information letter was electronically
provided to the participants during their registration for the app.

Figure 3. ¡mZAP! user implementation process. ¡mZAP!: Zonas, Acción y Protección.

Measures

Overview
The study data included two distinct databases: ongoing baseline
survey data and ¡mZAP! use data. The app documented user
actions and collected data within a 3-month period. ¡mZAP! use
was defined as any action by users within the mobile app (eg,
reports, comments, messages, likes, and resolves) during this
follow-up period. Multiple user data points were synchronized
by random user unique identification, which traced each user’s
behavior while using the ¡mZAP! tool.

The Environmental Attitudes Inventory
The environmental attitudes inventory [53] scale was adapted
(adapted environmental attitudes inventory [a-EAI]) to assess
participants’ attitudes toward the environment. This
environmental scale was developed to evaluate the
multidimensional nature of environmental attitudes and the
perceptions or beliefs of participants regarding the natural
environment and associated factors. For this study, 12 items
from the environmental attitudes inventory scale were selected
and combined for the a-EAI summary scale. We converted the
EAI summary scale to a standardized t score with mean 50 (SD
10) [54]. In addition to analyzing the a-EAI as a continuous
variable, we reduced the a-EAI to discrete categories with
tertiles as the cutoff.

The Wallston Multidimensional Health Locus of Control
The multidimensional health locus of control (MHLC) scale
assesses perceptions of control over one’s health. The MHLC
scale has been used in previous studies to measure the influences
and perceptions of community members regarding external
factors that affect health outcomes [55]. A Spanish-validated
version of the MHLC was used in this study [56]. The three
subscales were MHLC internal (internal health locus of control),
MHLC external (powerful others health locus of control), and
MHLC chance (chance health locus of control) [57]. The
rationale for using the MHLC was that perceptions of health
control could be associated with overall control and a positive
inclination to act against environmental health risks. The
subscale scores were standardized using the Streiner and
Norman [54] method.

Community Environmental Priorities, Technology Use,
Mosquito Knowledge, and Demographics
For addressing community environmental priorities, two
additional sections were incorporated from previous study
findings [48,49,58] to assess the use of technology,
environmental challenges, community resolutions, and access
to technology at home (eg, cell phones and the internet).
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Data Analysis
The survey data were exported from REDCap, cleaned, and
analyzed using SPSS Statistics (IBM Corporation) version 25
[59]. Chi-square tests and analysis of variance were used to test
bivariate associations among all key variables. Odds ratios
(ORs) with 95% CIs were used to examine the magnitude of
the association of predictor variables, including the main
predictor variable (attitudes toward the environment, a-EAI)
and the primary outcome (use of ¡mZAP!). Forced and forward
stepwise logistic regression models [60] were generated to
control for potential confounders that were marginally associated
(ie, P<.25) with a-EAI and mZAP! use. Where necessary, P<.05
was considered significant.

Results

Study Sociodemographic Characteristics
In total, 110 participants completed the download of ¡mZAP!
and the intake survey. As Table 1 shows, most (71/110, 64.5%)
of the survey participants were aged >35 years. In addition,
65.4% (72/110) had completed a higher education degree and
68.5% (76/111) had lived in Culebra for >11 years. An equal
number of females and males participated in the study (n=54
each). A comparison of the study sample with the US Census
2013-2017 American Community Survey in Puerto Rico [43]
revealed no statistically significant differences between the
study population and the population of the municipality of
Culebra regarding gender and ethnicity (data not shown),
suggesting that the study sample was similar to the overall
population of Culebra.
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Table 1. Sociodemographics and technology attitudes among ¡mZAP! (Zonas, Acción y Protección) study survey participants in Culebra, Puerto Rico,
2018-2019 (N=110).

Participants, n (%)Variables

Age (years)

10 (9.1)18-25

29 (26.4)26-36

34 (30.9)37-47

22 (20)48-54

15 (13.6)≥55

Age category (years)

39 (35.5)≤36

71 (64.5)≥37

Education level

34 (32.1)Less than or equal to high school

72 (67.9)Higher education

Gender

54 (49.1)Female

54 (49.1)Male

2 (1.8)Prefer not to answer

Time living in Culebra (years; N=111)

35 (31.5)1-10

76 (68.5)More than 11

Do you have a cell phone data plan?

105 (96.3)Yes

4 (3.7)No

How is your cell phone reception on the island?

11 (10)Good

99 (90)Regular or bad

How many cell phones do you have at home?

28 (25.5)1

82 (74.6)>1

Does your home have internet access?

96 (87.3)Yes

14 (12.7)No

What type of internet do you have in your home?

31 (32.3)Wi-Fi and satellite

63 (65.6)Data plan

How many hours per day do you spend using electronic devices?

89 (80.9)<1-5

21 (19.1)≥6

Do you use social media?

105 (95.5)Yes

5 (4.5)No

Daily use of social media
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Participants, n (%)Variables

99 (94.3)WhatsApp

89 (84.8)Facebook

43 (41.3)Instagram

Agreement with the following statements

100 (90.9)Technology is a tool to help us daily

66 (60)The use of technologies helps to fix community problems

37 (33.9)The use of technologies brings us closer to the community

43 (39.1)The constant use of technology limits the community work

36 (32.7)The technology cause problems in the community

Technology and Community Characteristics Among
¡mZAP! Survey Participants
As Table 1 shows, every participant reported owning a cell
phone, and 96.3% (105/110) of participants also had a data plan
as part of their cell phone plan. With respect to technology at
home, 87.3% (96/110) of participants reported having internet
access at home, with 66% (63/95) using cell phone data plans
for connecting to the internet. Most of the participants owned
more than one cell phone (62/83, 74.6%), used electronic
devices for up to 5 hours daily (89/110, 80.9%), and had
negative perceptions about cell phone reception (99/110, 90%).
In addition, 95.5% (105/110) of participants reported being
social media users, with WhatsApp being the most used daily
social media network (99/105, 94.3%), followed by Facebook
(89/105, 84.8%) and Instagram (43/105, 40.1%).

In a series of statements about the relationship between
technology and the community, 90.9% (100/110) of participants
believed that technology is a tool that can be useful daily and
60% (66/110) agreed that technology could facilitate the
resolution of problems in the community. Participants disagreed
or were undecided about the role of technology in bringing
communities closer (72/110, 65.4%), whether using technologies

was an impediment for individuals to do community work
(67/110, 60.9%), and whether technology caused community
problems (74/110, 67.3%).

Attitudes Toward the Environment and Predictors
On the basis of the responses on the a-EAI scale, participants
often disagreed with items reflecting negative statements about
protecting the environment. For example, 44.2% (49/116)
disagreed with “One of the most important reasons to keep
lakes, beaches and rivers clean is so that people have a place to
enjoy water sports,” and 46.8% (51/109) disagreed with
“Modern science will not be able to solve our environmental
problems.” Most participants agreed with or were ambivalent
about items that reflected positive inclinations toward the
environment; for example, “Protecting the environment is more
important than protecting peoples’ jobs” (65/109, 59.6%) and
“I would like to join and actively participate in an
environmentalist group” (73/110, 66.4%). When comparing
a-EAI with sociodemographic variables, as shown in Table 2,
having a higher educational level (OR 4.5, 95% CI 1.2-16.3)
and having lived fewer total years in Culebra were significantly
associated with a stronger positive attitude toward the
environment (OR 3.0, 95% CI 1.2-7.6).
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Table 2. Associations of the a-EAIa with sociodemographics, technology attitudes, and knowledge about mosquito-borne diseases among ¡mZAP!
(Zonas, Acción y Protección) study survey participants in Culebra, Puerto Rico, 2018-2019.

P valuebOdds ratio (95% CI)a-EAI, n (%)Total participants, n (%)Variables

Low (less positive)High (more positive)

Age (years; n=108)

.411.5 (0.6-3.6)26 (70.3)11 (29.7)37 (34.3)≤36

N/AcReferent55 (77.5)16 (22.5)71 (65.7)≥37

Education level (n=104)

.014.5 (1.2-16.3)49 (69)22 (31)71 (68.3)Higher edu-
cation

N/AReferent30 (90.9)3 (9.1)33 (31.7)Less than
or equal to
high school

Time living in Culebra (years; n=108)

N/AReferent60 (82.2)13 (17.8)73 (67.6)>11

.013.0 (1.2-7.6)21 (60)14 (40)35 (32.4)1-10

How is your cell phone reception on the island? (n=108)

.581.5 (0.3-7.7)72 (74.2)25 (25.8)97 (89.8)Regular or
bad

N/AReferent9 (81.8)2 (18.2)11 (10.2)Good

How many cell phones do you have at home? (n=108)

.311.7 (0.6-5.2)58 (72.5)22 (27.5)80 (74.1)>1

N/AReferent23 (82.1)5 (17.9)28 (25.9)1

Does your home have internet access? (n=108)

.861.1 (0.3-4.4)71 (74.7)24 (25.3)95 (87.9)Yes

N/AReferent10 (76.9)3 (23.1)13 (12.1)No

What type of internet do you have in your home? (n=95)

N/AReferent27 (81.8)6 (18.2)33 (34.7)Wi-Fi and
satellite

.241.8 (0.7-5.2)44 (71)18 (29)62 (65.3)Data plan

aa-EAI: adapted environmental attitudes inventory.
bP value of chi-square test.
cN/A: not applicable for reference groups.

Collective Action Strategies
A series of questions on the importance of community actions
to address environmental risks were posed. As shown in Table
3, most participants (79/108, 73.1%) believed that environmental
problems are not typically resolved among community members.
Similarly, 58.3% (63/108) of participants expected the

government to resolve environmental problems. Other
participants expressed that these problems would be resolved
by the community (29/108, 26.9%) or would be resolved without
making any effort to fix them (28/108, 25.9%). No statistically
significant associations were found among the series of items
on community actions and a-EAI scale scores.
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Table 3. Associations of the a-EAIa with community environmental actions resolutions among ¡mZAP! (Zonas, Acción y Protección) study survey
participants in Culebra, Puerto Rico, 2018-2019 (N=108).

P valuebOdds ratio (95% CI)a-EAI, n (%)Total participants, n (%)How does generally environmen-
tal differences or problems get
resolved in your community?

No (more negative)Hi (more positive)

Resolved between each other

.901.0 (0.4-2.9)59 (74.7)20 (25.3)79 (73.1)No

N/AcReferent22 (75.9)7 (24.1)29 (26.9)Yes

Go to government authorities (police and mayor’s office)

N/AReferent50 (79.4)13 (20.6)63 (58.3)Yes

.221.7 (0.7-4.2)31 (68.9)14 (31.1)45 (41.6)No

Ignore and pass the page

.891.0 (0.4-3.0)62 (74.7)21 (25.3)83 (76.8)No

N/AReferent19 (76)6 (24)25 (23.1)Yes

Think it will eventually get resolved

.441.5 (0.5-4.6)60 (73.2)22 (26.8)82 (75.9)No

N/AReferent21 (80.8)5 (19.2)26 (24)Yes

It will get resolved by itself

.611.2 (0.4-3.3)20 (71.4)8 (28.6)28 (25.9)Yes

N/AReferent61 (76.3)19 (23.8)80 (74)No

aa-EAI: adapted environmental attitudes inventory.
bP value of chi-square test.
cN/A: not applicable for reference groups.

Multidimensional Health Locus of Control
Most participants reported moderate beliefs about health control,
MHLC internal (76/118, 64.4%), MHLC powerful others
(78/108, 72.2%), and MHLC chance (71/108, 65.7%; data not
shown). No statistically significant associations were found
between the a-EAI and MHLC subscales. In contrast, when
comparing MHLC subscales with the a-EAI as a scale score,
as MHLC powerful others scores increased, overall a-EAI scores
decreased (P=.02; data not shown). This association indicates
that attitudes toward the environment become more negative
as the sense that one’s health is controlled by powerful others
(eg, parents, doctors, and authorities) increases.

¡mZAP! User’s Characteristics and Predictors
Of the 14 participants who used the ¡mZAP! app, 5 (36%)
participants used the app more than once; 11 (78%) participants
used the app to report environmental health risks, including
trash, stray animals, mosquito breeding grounds, abandoned

structures, and deposits of stagnant water; and 2 (14%)
participants commented on reports. Of the 14 users, 3 (21%)
used the tool to report the maritime transportation location
(location of the ferries). In addition, of the 14 ¡mZAP! users, 9
(64%) expressed the expectation that the government would
resolve the environmental challenges in the community.

Equal proportions of women and men used ¡mZAP! As shown
in Table 4, most users (11/14, 79%) were aged >35 years, lived
in Culebra for >11 years (10/14, 71%), and had completed
higher education (10/14, 71%). No statistically significant
differences were found between nonusers and users in terms of
sociodemographic variables. Although not significant, several
variables had substantial ORs (ORs>1.5): age (OR 2.2, 95% CI
0.5-8.4), educational level (OR 1.6, 95% CI 0.4-6.5), cell phone
number per household (OR 2.2, 95% CI 0.5-10.6), household
type of internet access (OR 1.8, 95% CI 0.7-5.2), daily hours
spent using electronic devices (OR 2.8, 95% CI 0.8-9.3), and
the use of technologies helps to fix community problems (OR
3.1, 95% CI 0.9-10.0).
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Table 4. Association of ¡mZAP!a use with sociodemographics, technology attitudes, and knowledge about mosquito-borne diseases among ¡mZAP!
study survey participants in Culebra, Puerto Rico, 2018-2019.

P valuebOdds ratio (95% CI)¡mZAP! useTotal participants, n (%)Variables

NoYes

Age category (years; n=110)

N/AcReferent36 (92.3)3 (7.7)39 (35.5)≤36

.242.2 (0.5-8.4)60 (84.5)11 (15.5)71 (64.5)≥37

Education level (n=106)

.461.6 (0.4-6.5)62 (86.1)10 (13.9)72 (67.9)Higher education

N/AReferent31 (91.2)3 (8.8)34 (32.1)Less than equal to high school

Time living in Culebra (years; n=111)

.791.1 (0.3-4.0)66 (86.8)10 (13.2)76 (68.5)>11

N/AReferent31 (88.6)4 (11.4)35 (31.5)1-10

How is your cell phone reception on the island? (n=110)

N/AN/A85 (85.9)14 (14.1)99 (90)Regular or bad

N/AN/A11 (100)0 (0)11 (10)Good

How many cell phones do you have at home? (n=110)

.302.2 (0.5-10.6)70 (85.4)12 (14.6)82 (74.5)>1

N/AReferent26 (92.9)2 (7.1)28 (25.5)1

Does your home have internet access? (n=110)

N/AReferent84 (87.5)12 (12.5)96 (87.3)Yes

.851.1 (0.2-5.8)12 (85.7)2 (14.3)14 (12.7)No

What type of internet do you have in your home? (n=95)

N/AReferent27 (81.8)6 (18.2)33 (34.7)Wi-fi and satellite

.251.8 (0.7-5.2)44 (71)18 (29)62 (65.3)Data plan

How many hours per day do you spend using electronic devices? (n=110)

.902.8 (0.8-9.3)16 (76.2)5 (23.8)21 (19.1)≥6 hours

N/AReferent80 (89.9)9 (10.1)89 (80.9)<1 hour or up to 5 hours

a-EAId scores (n=108)

N/AN/AN/AN/AN/AHigher (top tertile) score and lower (lowest two ter-
tiles) score

N/AReferent75 (92.6)6 (7.4)81 (75)Two-third low score

.0035.3 (1.6-17.0)19 (70.4)8 (29.6)27 (25)One-third high score

N/AN/A91 (86.7)14 (13.3)105 (95.5)Uses social media (n=110)

How often do you use WhatsApp? (n=105)

.811.3 (0.1-12.2)5 (83.3)1 (16.7)6 (5.7)Less than daily

N/AReferent86 (86.9)13 (13.1)99 (94.3)Daily

How often do you use Facebook? (n=105)

.911.1 (0.2-5.4)77 (86.5)12 (13.5)89 (84.8)Daily

N/AReferent14 (87.5)2 (12.5)16 (15.2)Less than daily

How often do you use Instagram? (n=104)

.192.1 (0.7-6.6)35 (81.4)8 (18.6)43 (41.3)Daily

N/AReferent55 (90.2)6 (9.8)61 (58.7)Less than daily

Technology is a tool to help us daily (n=110)
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P valuebOdds ratio (95% CI)¡mZAP! useTotal participants, n (%)Variables

NoYes

N/AN/A86 (86)14 (14)100 (90.9)Agree

The use of technologies helps to fix community problems (n=110)

.043.1 (0.9-10.0)35 (79.5)9 (20.5)44 (40)Undecided or disagree

N/AReferent61 (92.4)5 (7.6)66 (60)Agree

The use of technologies brings us closer to the community (n=109)

.651.3 (0.3-4.6)62 (86.1)10 (13.9)72 (66.1)Undecided or disagree

N/AReferent33 (89.2)4 (10.8)37 (33.9)Agree

The constant use of technology limits the community work (n=110)

.781.2 (0.3-3.8)58 (86.6)9 (13.4)67 (60.9)Undecided or disagree

N/AReferent38 (88.4)5 (11.6)43 (39.1)Agree

The technology cause problems in the community (n=110)

.721.3 (0.4-4.3)64 (86.5)10 (13.5)74 (67.3)Undecided or disagree

N/AReferent32 (88.9)4 (11.1)36 (32.7)Agree

a¡mZAP!: Zonas, Acción y Protección.
bP value of chi-square test.
cN/A: not applicable.
da-EAI: adapted environmental attitudes inventory.

No item from the MHLC was statistically significantly
associated with the use of the ¡mZAP! app, including when
compared with each subscale’s total score (MHLC subscale 1
[internal health locus of control], MHLC subscale 2 [powerful
others health locus of control], and MHLC subscale 3 [chance
health locus of control]; data not shown).

Higher positive attitudes toward the environment were
significantly associated with using the ¡mZAP! app (OR 5.3,
95% CI 1.6-17.0). To assess potential confounding factors, we
selected variables that were marginally associated with a-EAI
and the use of the ¡mZAP! app, although none of the variables
met the statistical criteria for remaining in the model. Clinically
relevant sociodemographic variables (education level and age)
were forced into the logistic regression model and showed no
confounding between environmental attitudes and the use of
¡mZAP! app.

A statistically significant (P<.01) association persisted when
comparing the highest tertile of a-EAI versus the other two
tertiles and ¡mZAP! app use (adjusted OR 5.4, 95% CI 1.4-20.4).
The Hosmer and Lemeshow goodness-of-fit test [60] was not
statistically significant (P=.89), validating the tested model.

Discussion

Principal Findings
This study was followed by the Community-Centered
Environmental Health Risk Control Model. This theoretically
informed model facilitated the process of learning about
Culebrenses’ environmental health priorities and, more
importantly, the implementation of their community perspectives
in the development of ¡mZAP! app as an mHealth tool tailored
to the community and by the community. This new model

contributes to our understanding of behaviors that can lead to
better ICT use among community members, and this model can
be adopted in future studies worldwide.

The main findings of this study are as follows: (1) ¡mZAP! users
were five times more likely to have stronger environmental
attitudes than ¡mZAP! nonusers; (2) a negative relationship
between environmental attitudes and the MHLC powerful others
was observed; and (3) an expectation that the government will
meet the needs of Culebrenses was found.

The study results also suggest that Culebrenses have a strong
use of ICT, where most participants spend up to 5 hours daily
using electronic devices. In contrast, this study also found
important aspects of Culebrenses’ potential interpretations of
and implications for their attitudes toward the environment. For
example, participants with a low perception of health control
were also more likely to have a less positive attitude toward the
environment. This association indicates that attitudes toward
the environment become more negative as the sense that one’s
health is controlled by powerful others increases. Higher scores
on the MHLC powerful others subscale have been previously
demonstrated to affect health outcomes negatively [61,62]. This
relationship could also lead people to become disengaged in
efforts to protect their environment. People may hold conflicting
beliefs because most participants agreed with or were ambivalent
about items that reflected positive inclinations toward the
environment.

As described in previous studies, Culebrenses expressed a
feeling of being forgotten by the Puerto Rican government,
which could partly explain why Culebrenses have a sense of
pride and ownership with respect to Culebra [48]. As a result,
Culebrenses could demonstrate a greater inherent consciousness
of protecting natural resources, the environment, and fragile
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ecosystems, which are also the island’s main tourist
attractions. The results of this study help to empirically reaffirm
Culebra’s positive community attitudes and beliefs toward the
environment. Although the intentions to protect the island were
in the minds of community members, these intentions did not
necessarily translate into the use of ¡mZAP! to protect the
environment and address environmental health risks that affect
islanders.

This study suggests that less time spent living in Culebra was
associated with stronger positive attitudes toward the
environment. This finding is important, particularly considering
that most ¡mZAP! users have lived in Culebra for >11 years.
Perhaps these results suggest that the longer one lives in a
location, the more likely one is to be disincentivized to engage
in behaviors to respond to community environmental challenges.
For example, Culebrenses have been exposed to many
environmental health risks in the past, including solid waste
polluting beaches, improper land development, air pollution,
and most notably, the US military bombing practices [35,63-67].
Although the community advocated against these environmental
injustices in the past [66,67], the ongoing repercussions of these
challenges [31,68] have potentially resulted in reduced
enthusiasm. ¡mZAP! users had higher positive attitudes toward
the environment, which could also translate into an increase in
environmental conscientiousness.

Participants’ beliefs that government agencies are responsible
for responding to environmental risks and community
discrepancies related to environmental challenges help us better
understand Culebrenses’ perceptions of lack of control over the
community’s health. Societal issues that affect the community’s
poor health outcomes extend into the social and ecological
determinants of health [69,70]. The ongoing dependency on
government-based solutions to community problems is
worrisome, especially after the hurricane experiences of 2017
(which may potentially continue to be an issue subsequent to
the more recent 2020 earthquakes).

The catastrophic impact of hurricanes Irma and María and the
inappropriate responses of the Puerto Rican and US governments
may have cemented this perception of lack of control.
Community members experienced the isolation of being
disconnected from the main island of Puerto Rico and the
exacerbation of an unreliable maritime transportation system,
resulting in a societal crisis where health access, common goods,
and food became scarce [71,72].

Culebrenses’dependency systems and the way social injustices
from the past and the present may have resulted in the perception
of lack of control, which was associated in this study with
negative environmental attitudes, can undermine the good
intentions of community members to protect their land.
Therefore, implementing community-driven approaches to
address environmental health risks or health disparities may not
be sufficient to ensure a successful mHealth tool intervention,
especially when other social conditions work as oppressors.
Socioecological conditions force community priorities to be in
constant transformative change. This transformative change
was especially true after the 2017 hurricane season in Culebra,

where the emergence of new challenges such as rebuilding
destroyed properties became a new top priority for Culebrenses.

Previous studies suggest that new mobile apps are used between
4% and 20% of the time, with an average session app use of <1
minute. Furthermore, 51% of apps are deleted after the first
week of use [73-78]. In this study, only 12.6% (14/111) of
participants adopted the use of ¡mZAP!. Although the number
of initial users was small, it may be noteworthy that 36% (5/14)
of participants used the mHealth tool more than once. These
adoption and reuse rates are typical when compared with the
adoption rates of other mobile apps. In addition, identifying
proper champions on the island to promote ¡mZAP! presented
a challenge that could have also affected the use of the mHealth
tool. Early identification of community champions has been
previously studied as an approach to develop and increase trust
between community members and investigators, facilitating an
engaging process and a successful community-based research
intervention [79-81].

This research study lacked sufficient power to detect some
potentially meaningful and theoretically driven associations.
The observed associations that were not statistically significant
but which had ORs >1.5 can, therefore, be useful for hypothesis
generation and to inform future studies. Therefore, in a larger
sample, certain relevant predictor variables would have
statistically significant associations with the primary outcome,
such as age, education level, cell phone number and type of
internet per household, daily use of electronic devices, and the
perception of how technology contributes to help fixing
community problems.

The results of this study provide some support for suggesting
that people used ¡mZAP! and were taking self-directed action
by using ICTs to address environmental health challenges in
Culebra. These results, although limited, confirm the objective
of this study to assess the ability of ICTs as tools to engage
islanders in collective actions that address environmental health
risks. However, for other Culebrenses, although they may have
similar intentions to protect the environment, existing higher
community priorities and potential oppressive challenges,
including health care and maritime transportation access, prevent
them from translating their intentions into actions.

Limitations and Strengths
Although this pilot study may offer some insight into directional
relationships via statistically significant associations in this
sample, interpretation of results is limited because of the small
sample size, which restricted power. There may have been a
selection bias, including volunteer bias. The data collected for
this study reflect a one-time snapshot where questions were
self-administered by participants, potentially generating
respondent bias. The hurricane disasters of 2017 may have
substantially affected community perceptions and priorities to
the extent that the development of ¡mZAP! was affected in
unexpected ways.

The empirical findings concerning perceived lack of control
and government dependency systems support conclusions about
how these situations could have a stronger influence on people’s
behaviors. These behaviors could lead to a perpetuation of the
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challenges associated with this population’s unique social
determinants of health. The results from this study should be
further qualified by the fact that people who are less familiar
with technology may not be as represented in this study as those
who are more familiar (eg, those who are younger and have
higher education). These contextual factors are important in
future research to ensure the potential adoption and success of
any ICT.

The study results might only apply to the users of the ¡mZAP!
app, a tool that proactively focuses on environmental health
risks. Anecdotally we know that some community members
were positively affected by the tool (social influence from other
users). The perceptions and priorities of nonusers are likely to
differ. Future studies could explore the relationship between
offline and internet-based generations to address communities’
environmental priorities.

This study had several strengths. Existing partnerships with
collaborators in Puerto Rico facilitated access to the target
population and necessary local ethical review and approval. The
study addressed key goals and objectives of Healthy People
2030, including “Use health communication strategies and health
information technology to improve population health outcomes
and health care quality, and to achieve health equity” [82]. This
is the first study to provide an overview of Culebrenses’
intentions to protect the island’s environment in the context of
mHealth resource use. In addition, this study provides a unique
perspective on how people in remote and underresourced
communities perceive environmental health risk and how those
perceptions affect the use of rapidly advancing mobile
technologies, which can help decrease barriers to access to
health in rural areas [2,83,84]. In conclusion, the study findings
demonstrated the capacity to stimulate collective action by using

ICTs as a novel and engaging approach in underresourced rural
locations.

Implications and Future Research
Future research studies should seek to better understand the
factors preventing the use of ¡mZAP! and other ICTs, including
changes in the community’s perceptions and priorities after
natural disasters or other major community-wide challenges. It
is important to explore how ICT use can support, facilitate, or
even drive collective community actions. For example, there
are multiple community-based centers, groups, and institutions,
including a federally qualified health center, a women’s health
community organization, and other grassroot-level
environmental organizations that can be supplied with ¡mZAP!
and other mHealth ICT–related mobile technologies. These
tools could be coupled with educational materials and
community-based initiatives aimed at increasing positive
perceptions of the environment by community members in this
rural setting.

Future research should work toward a better understanding of
community members’ priorities and addressing pre-existing
social determinants, such as those found in this study. Although
other social determinants of health in this study, including
colonialism, were not assessed, this research establishes a
contributing baseline to further investigate the relationship
between health or environmental disparities and the
sociopolitical power imbalances that affect community islands
such as Culebra [85,86]. As community-driven interventions
have been successful in the past, with the understanding that
community work takes time to develop, the findings of this
study can serve as a foundation for future community and ICT
research in Culebra and other locations with similar
environmental health conditions.
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Abstract

Background: Consumer health informatics (CHI) originated in the 1990s. With the rapid development of computer and
information technology for health decision making, an increasing number of consumers have obtained health-related information
through the internet, and CHI has also attracted the attention of an increasing number of scholars.

Objective: The aim of this study was to analyze the research themes and evolution characteristics of different study periods
and to discuss the dynamic evolution path and research theme rules in a time-series framework from the perspective of a strategy
map and a data flow in CHI.

Methods: The Web of Science core collection database of the Institute for Scientific Information was used as the data source
to retrieve relevant articles in the field of CHI. SciMAT was used to preprocess the literature data and construct the overlapping
map, evolution map, strategic diagram, and cluster network characterized by keywords. Besides, a bibliometric analysis of the
general characteristics, the evolutionary characteristics of the theme, and the evolutionary path of the theme was conducted.

Results: A total of 986 articles were obtained after the retrieval, and 931 articles met the document-type requirement. In the
past 21 years, the number of articles increased every year, with a remarkable growth after 2015. The research content in 4 different
study periods formed the following 38 themes: patient education, medicine, needs, and bibliographic database in the 1999-2003
study period; world wide web, patient education, eHealth, patients, medication, terminology, behavior, technology, and disease
in the 2004-2008 study period; websites, information seeking, physicians, attitudes, technology, risk, food labeling, patient,
strategies, patient education, and eHealth in the 2009-2014 study period; and electronic medical records, health information
seeking, attitudes, health communication, breast cancer, health literacy, technology, natural language processing, user-centered
design, pharmacy, academic libraries, costs, internet utilization, and online health information in the 2015-2019 study period.
Besides, these themes formed 10 evolution paths in 3 research directions: patient education and intervention, consumer demand
attitude and behavior, and internet information technology application.

Conclusions: Averaging 93 publications every year since 2015, CHI research is in a rapid growth period. The research themes
mainly focus on patient education, health information needs, health information search behavior, health behavior intervention,
health literacy, health information technology, eHealth, and other aspects. Patient education and intervention research, consumer
demand, attitude, and behavior research comprise the main theme evolution path, whose evolution process has been relatively
stable. This evolution path will continue to become the research hotspot in this field. Research on the internet and information
technology application is a secondary theme evolution path with development potential.

J Med Internet Res 2021 | vol. 23 | iss. 9 | e21974 | p. 1https://www.jmir.org/2021/9/e21974
(page number not for citation purposes)

Ouyang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:luoaijing@163.com
http://www.w3.org/Style/XSL
http://www.renderx.com/


(J Med Internet Res 2021;23(9):e21974) doi: 10.2196/21974

KEYWORDS

consumer health informatics; consumer health information; thematic evaluation; co-word analysis; informatics; SciMAT

Introduction

The concept prototype of consumer health informatics (CHI)
was first proposed by Kenneth R. Thornton of the School of
Health Information Science (University of Victoria) in 1994.
Kenneth R. Thornton also elaborated 4 important research
directions: network evolution, automation of the patient record,
outcome and other quality-related databases, and consumer
health education [1]. In 1995, Ferguson [2] of the Harvard
University School of Medicine put forward the concept of
consumer health informatics (CHI) for the first time in his paper.
He pointed out that CHI is a branch of science that studies the
application of computer and wireless communication technology
in consumer health care [2]. Eysenbach [3] proposed that CHI
is the branch of medical information that does the following:
analyses the consumers’ needs for information; studies and
implements methods of making information accessible to
consumers; and models and integrates the consumers’
preferences into medical information systems. This definition
has been cited by the academic community more than 300 times.
The American Medical Informatics Association defines CHI as
the field devoted to informatics from multiple consumer or
patient views and which includes patient-focused informatics,
health literacy, and consumer education [4]. CHI is an
interdisciplinary subject that includes nursing information,
public health, health promotion, health education, library
science, and communication science [4].

With the rapid development of computer and information
technology, the continuous popularization of the internet, and
the continuous strengthening of people’s health awareness,
consumption awareness, and information literacy for making
health decisions, increasingly more people obtain health-related
information through the internet. Because of the interdisciplinary
nature of CHI, there is no consensus on the definition of CHI.
However, the core content of various definitions can be
summarized as follows: CHI emphasizes consumers or users
as the center and takes consumers or users and computer and
information technology as the research object to explore how
to use computer and information technology to meet consumers’
health or medical information needs. It is a discipline that helps
consumers access relevant health or medical information and
make decisions about health care and health promotion.

Previous studies have analyzed and summarized the research
progress of CHI. For example, Eysenbach [3] collected
literature, internet information, and reports related to CHI before
2000 and summarized the research progress of CHI in the
context of health care in the information age, medical knowledge
delivery to consumers, the accessibility of electronic health
records to patients, decision aids to support the consumers’
choices, the quality control of health information on the internet,
and other aspects. Kokol et al [5] carried out a bibliometric
analysis on the literature related to health informatics and
electronic health for the period 1984-2015 and discussed the

current research status in this field, including trends in literary
production, the geographic and journal distribution, and
theoretical analyses. However, their research only clusters all
research topics and does not reflect the dynamic changes in
research themes at different times. Zhao and Zhang [6] reviewed
the literature about consumer health information seeking in
social media before 2016 and discussed the characteristics of
existing research from the following perspectives: the prevalence
of health information seeking in social media, discussion topics
emerging from health information in social media, seeking
health information from online peers, social and emotional
support from social media, concerns of accessing consumer
health information in social media, and other aspects. However,
they did not discuss the dynamic evolution path and the
evolution rules of the research themes of CHI. Further, many
of these studies are qualitative research. There is also
considerable subjectivity in the selection of literature,
identification of important topics, and prediction of research
frontiers. The combination of qualitative and quantitative
analysis methods can increase the objectivity, accuracy, and
comprehensiveness of the research results [7]. Bibliometrics is
a measurable informatic method [8], and is often used to
discover top journals and authors in a field, identify research
progress [9], and predict research trends [10].

Many bibliometrics visualization tools are available, such as
SciMAT, CiteSpace, UCINET, HistCite, VOSviewer. The full
name of SciMAT is the Science Mapping Analysis tool. In 2012,
it was developed by Cobo, López-Herrera, Herrera-Viedma,
and Herrera at the Department of Computer and Artificial
Intelligence in Granada University, Spain. It can be used for
data preprocessing, data network analysis documentation, and
result visualization. It can also be used to produce 4 kinds of
maps: an overlapping map, an evolution map, a strategic
diagram, and a cluster network [11]. Compared with other
bibliometric visualization tools, SciMAT is unique in expressing
the evolution of the theme and performs excellently in
longitudinal timing analysis [7].

Overall, there have been few achievements in the field of CHI
research based on bibliometrics, and the dynamic evolution of
the research theme of CHI has not been explored. Therefore,
this article conducted a bibliometric analysis to present the
evolutionary overview of CHI by using SciMAT. The main
research questions of this paper are as follows:

• What was the development trend of CHI research in
1999-2019?

• What is the main research direction of CHI research?
• How does the theme of CHI research evolve?
• What are the research trends of CHI?

J Med Internet Res 2021 | vol. 23 | iss. 9 | e21974 | p. 2https://www.jmir.org/2021/9/e21974
(page number not for citation purposes)

Ouyang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.2196/21974
http://www.w3.org/Style/XSL
http://www.renderx.com/


Methods

Overview
In bibliometrics, to obtain the research topic of a certain research
field in a specific period, it is common to carry out keyword
co-occurrence analysis and cluster analysis on the literature
collected and to obtain the development path and state of the
research topic through a comparative analysis of the split and

fusion of research themes in different periods. This paper uses
SciMAT tool to draw the research themes’ knowledge map,
analyzes the research themes and evolution status of CHI in
different study periods using a strategic diagram and data flow,
and discusses the dynamic evolution path and evolution law of
the research themes of CHI.

The analysis framework of this paper is shown in Figure 1,
which is mainly divided into 4 parts: data acquisition, data
preprocessing, software operation, and results analysis.

Figure 1. Analysis framework of consumer health informatics evolutionary.

Data Sources and Retrieve Strategies
The Web of Science core collection database of the Institute for
Scientific Information is an important database for obtaining
global academic information [7]. It consists of the Science
Citation Index Expanded, Social Sciences Citation Index, Arts
& Humanities Citation Index, and so on. Users can access core
academic literature from the fields of natural sciences, social
sciences, biomedicine, engineering, arts, and humanities from
the database. Therefore, we selected Web of Science as the data
source. In this database, subject retrieval was used, and the

search terms were “consumer health informatics”, “consumer
health information”, “consumer medic * informatics”,
“consumer medic * information”. The publication years were
limited to 2019 and before. All languages were selected.
Selecting all languages provides a more comprehensive coverage
of the literature on this topic. Non-English articles generally
have English titles, abstracts, and keywords, from which one
can understand their main research content. For these articles,
we also used translation software to read the full text and
obtained the main research content. The literature types were
limited to articles, proceeding papers, and reviews. All papers
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were retrieved on May 2, 2020. A total of 986 documents were
obtained, of which 931 met the document-type requirement.
The downloaded data were saved in a text format that SciMAT
could read directly.

Data Preprocessing
To accurately obtain the research themes in this field, it was
necessary to perform data cleaning. SciMAT was used to clean
keyword information. First, SciMAT’s cleaning function “find
similar words by Plurals (automatic)” automatically merges the
singular and plural expressions of keywords, such as “attitude“
and “attitudes” into “attitudes”. Then, similar words with
different forms and abbreviations were merged by hand. For
example, “consumer health information technology,” “consumer
health IT,” “consumer health information technologies,” and
“consumer health information technology (CHIT)” were merged
into “ consumer health information technology.” synonyms,
such as “physician patient relations,” “physician–patient
relationship,” “patient–physician relationship,” “doctor–patient
relationship,” “doctor–patient relations,” and “doctor–patient
relationships” were merged into “doctor–patient relationship.”
Some words, such as “consumer health information,” “consumer
health informatics,” “association,” and “campaign,” which had
high frequency and broad meaning and that might cover the
association between other micro words, were deleted.

Parameter Settings
Words (the author’s words and the source’s words) were selected
as the units of analysis. The data reduction thresholds of the 4

study periods are 1, 1, 1, and 2, and the type of analysis matrix
is co-occurrence. The network reduction thresholds are 1, 1, 1,
and 1, and the network normalization method is the equivalence
index. The clustering algorithm used was the simple centers
algorithm. The maximum network value was 15 and the
minimum network value was 3, and the scale of the cluster
network was limited to a reasonable range. The H-index and
sum citations were selected as the measurement indexes of
clustering quality. Jaccard’s index and the Salton index were
selected as similarity measurement methods for the evolution
map and the overlapping map, respectively.

Results

Overall Characteristics Analysis

Trends in the Number of Articles
The number and trend of the articles published each year in a
certain field can reflect the scholars’ attention to this field. As
shown in Figure 2, the amount of literature can be divided into
3 stages: slow growth, stable growth, and rapid growth. The
1999-2003 period was the first stage, with an average of 12.2
papers published each year. The period from 2004 to 2014 was
the second stage, with an average of 36.6 papers published each
year. The period from 2015 to 2019 was the third stage. After
2015, the number of articles increased substantially, with an
average of 93.4 papers published each year. The volume of
published articles peaked in 2019 at 112, with an annual total
accounting for 12.0% (112/931) of all literature.

Figure 2. Consumer health informatic research documents published from 1999 to 2019.

Based on the trend of literature growth, this paper divides the
research on CHI into 4 study periods: 1999-2003, the first study
period; 2004-2008, the second study period; 2009-2014, the
third study period; and 2015-2019, the fourth study period. The
number of articles in the 4 study periods is 61, 124, 279, and
467.

Overlapping Map Analysis
An overlapping map uses the number of keywords to represent
the number of themes at each period and shows the stability of
a research theme in a certain field in the form of a data flow.
Figure 3 is an overlapping map of CHI research for the period
from 1999 to 2019 and clearly shows the emerging and declining
themes in this field. The 4 circles in the figure represent the 4
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study periods. Displayed from left to right, they are as follows:
the 1999-2003 study period, the 2004-2008 study period, the
2009-2014 study period, and the 2015-2019 study period. The

number of themes in the first, second, third, and fourth study
periods is 52, 95, 163, and 184, respectively. As can be seen,
the number of themes increases rapidly.

Figure 3. Overlapping map of the consumer health informatics research from 1999 to 2019.

From 1999 to 2003, a total of 32 themes were passed to the next
study period, and the stability index with the next study period
was 14.57. In this study period, the research on CHI remains in
a slow-growth stage, which is part of the basic research stage.
The number of new themes in the 2004-2008 study period was
63. In the 2009-2014 period, 85 themes were continued from
the previous study period, and the stability index between the
2 study periods was 58.06. Reflecting the steady growth of CHI
research and the steady increase of research articles in these 2
study periods, many emerging themes and a small number of
declining themes were included. There were 40 new themes in
the 2015-2019 study period, and the stability index between
this and the previous study period was 119.74. At this point,
the number of themes is increasing steadily, which reflects that
the research area of CHI is gradually expanding, and the research
content is becoming increasingly richer.

Analysis of Highly Cited Articles
Six of the top 10 highly cited articles in this field came from
the 1999-2003 study period (Table 1), and the cited frequency
of the articles is ranked as the first, second, third, fifth, sixth,
and tenth. This reflects that the papers published in this period
form the basis of the research on CHI and play a fundamental
role in the research in this field. The most frequently cited paper
(940 times) is an empirical study of the quality evaluation of
online consumer health information. The evaluation of
health-related websites is quite different due to the differences
in research methods, preciseness, quality standards, research
population, and subjects. Therefore, the operability of quality
standards needs to be defined [12]. The second most frequently
cited (804 times) paper is the one by Cline in 2001 [13]. This
paper summarizes, from the perspective of communication, the
potential benefits and comprehensive quality of online consumer
health information searching and identifies and discusses the

criteria of online health information evaluation. In 1999,
Charnock et al [14] developed a tool named DISCERN, which
can be used by health information providers and consumers to
judge the quality of written consumer health information about
treatment options. This paper was cited 521 times. At present,
DISCERN has become a highly useful tool for the quality
evaluation of network health information. Many scholars use
this tool to evaluate the quality of online health information
about different diseases and published in different languages.
For example, Cerminara et al [15] used the DISCERN tool to
evaluate the reliability, accuracy, and relevance of the top 50
links for childhood epilepsy (online information) displayed by
the Google search engine. Alnaim [16] used the DISCERN tool
to assess the quality of information published on websites that
share breast cancer information online in Arabic.

Four of the top 10 highly cited articles in the field of CHI
research came from the 2004-2008 and 2009-2014 study period
(Table 1). The paper “eHealth literacy: Essential Skills for
Consumer Health in a Networked World” was published in the
Journal of Medical Internet Research in 2006. In this article,
the concept of eHealth literacy was defined for the first time.
The ability to find, discover, understand, and evaluate health
information from electronic resources, and the ability to apply
the acquired knowledge to solve health problems were also
explained in this paper [17]. Ranking fourth in the number of
citations, the paper was cited 514 times. eHealth literacy has
become a mature research topic, and increasingly more scholars
are paying attention to it. For example, Kim et al [18] examined
the association among eHealth literacy, perceived benefits,
self-efficacy, and health-promoting behaviors in patients with
type 2 diabetes. Cherid et al [19] investigated the level of mobile
technology acceptance, health literacy, and electronic health
literacy of 401 patients aged over 50 years with recent fractures.
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Table 1. Top 10 cited articles in the consumer health informatics research field.

CitationsYearJournalReference

9402002Journal of the American Medical AssociationEysenbach et al [12]

8042001Health Education ResearchCline and Haynes [13]

5211999Journal of Epidemiology and Community HealthCharnock et al [14]

5142006Journal of Medical Internet ResearchNorman and Skinner [17]

3362000British Medical JournalEysenbach [3]

3201999American Journal of Preventive MedicineGustafson et al [20]

2472009Journal of the American Medical Informatics AssociationOr and Karsh [21]

2362007Journal of Medical Internet Researchvan den Berg et al [22]

2292004Health CommunicationDutta-Bergman [23]

2272003Annual Review of Public HealthHibbard and Peters [24]

Evolutionary Characteristics Analysis

Design and Overview
The strategic map is mainly used to describe the relationship
between themes and the relationship strength within the theme
to reflect the importance of the theme in the development of
the whole field and the development of the theme. The node in
Figure 4 is a cluster, and the sizes of the nodes indicate the sizes
of the theme clusters. The horizontal axis is the centrality, which
measures the relevance of the theme to other themes. With

higher centrality, the theme is more important in the whole field.
The vertical axis is the density, which measures the relational
strength of the cluster keywords within a theme. The higher the
density of the theme, the more mature the theme. The strategic
map is divided into 4 quadrants. Quadrant 1 (Q1) contains motor
themes, quadrant 2 (Q2) contains highly developed and isolated
themes, quadrant 3 (Q3) contains emerging or declining themes,
and quadrant 4 (Q4) contains basic and transversal themes. The
strategic map of the 4 study periods, the relevant bibliometrics
indicators, and the evolutionary status of the research themes
are as follows.

Figure 4. Strategic diagram of themes for the subperiod of 1999-2003 (A: based on the publications, B: based on the citation frequency).

Themes (n=4) in 1999-2003: Patient Education,
Medicine, Needs, and Bibliographic Database
The theme of Q1 is medicine, which has the highest density
value and a higher centrality (Table 2 and Figure 4). The
keywords closely connected to medicine are search engine,

interventions, and challenges (Figure 5). The websites and pages
displayed by search engines have become the main source from
which people obtain medical and health information [25]. Health
information/support systems for health promotion are also
emerging, such as the CHESS comprehensive health promotion
support system [20].
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Table 2. Performance measures for the themes of the subperiod 1999-2003.

Number of citationsH-indexNumber of documentsDensityCentralityTheme

11767856.2645.99Patient education

39534111.736.24Medicine

762212.51.85Needs

00166.671.25Bibliographic database

Figure 5. Cluster network of the themes (1999-2003).

The theme of Q2 is bibliographic database, which has centrality
and density values of 1.25 and 66.67, respectively. The theme
is closely related internally and has low relevance with other
themes. The amount of relevant literature is the least, as the
theme has not attracted the attention of the academic circle. The
keywords closely connected to bibliographic database are
search interface and women’s health. For the prototype network
interface of the women’s health bibliography database, Marton
et al [26] performed a comparative analysis from 3 aspects: web
interface design, overall visual effect, and hypertext navigation
and information organization.

Patient education is located on the centrality axis and has the
highest centrality. Patient education has the largest amount of

research literature and has been cited the most times, indicating
that it is an area of high concern and has had a great impact on
later research. Patient education is interconnected with many
different keywords, such as world wide web and system, but
the connection is not strong. The result of the cluster network
shows that the internet and information systems are important
tools and approaches in patient education [13] and that
individualized customized education can be carried out for
patients through computers [27]

Needs is located on the density axis and has centrality and
density values of 1.85 and 12.5, respectively. The cluster
network shows that needs is connected with population and
information seeking. The internal demand for health information
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drives millions of consumers to search for health information
on the internet. If the search terms used by consumers do not
match the terms set at the information source, the search results
will not meet the needs of consumers. Therefore, consumer
health information retrieval needs a full range of terminology
support [28].

Themes (n=9) in 2004-2008: World Wide Web, Patient
Education, eHealth, Patients, Medication, Terminology,
Behavior, Technology, and Disease
The themes of Q1 have higher centrality and density (Table 3
and Figure 6) and are world wide web, patient education,
eHealth, and medication. World wide web has the largest amount
of research literature and has been cited 635 times. The cluster
network shows that the relationship between the world wide
web and internal keywords is weak. The keywords that are
strongly connected to patient education are internet health
information, record, and challenges (Figure 7). Patient education
is an important part of providing health care services and helps
to improve the effect of medical care. Doupi and van der Lei

[29] discussed the possibility of integrating electronic medical
record data and online health information resources to provide
personalized patient education for patients. eHealth has the
highest density and a relatively high centrality; the cluster
network reveals that it is closely related to health
communication, tailored intervention, cell phone, and
teleconsultation, which is an important research topic in this
field. Tufano and Karras [30] used teleconsultation for an
obesity intervention that was expected to achieve mass
customization function, interactive function, and national
customized electronic health information. The location of
medication is far from the centrality axis and close to the density
axis. The cluster network shows that it has a strong relationship
with health literacy and pharmacist. In the research on drug
treatment in the field of CHI, scholars are concerned about the
health literacy of consumers and whether they can understand
the accompanying instructions of drugs [31]. Webb et al [32]
have proposed that the design of patient-centered consumer
medication information can improve the comprehensibility of
warning labels.

Table 3. Performance measures for the themes of the subperiod of 2004-2008

Number of citationsH-indexNumber of documentsDensityCentralityTheme

635111428.6677.3World wide web

78681026.2364.37Patient education

1293387.6341.52eHealth

4395616.0533.26Patients

804432.531.25Medication

452216.673.85Terminology

773317.592.38Behavior

2382241.218.49Technology

48228.3316.39Disease

Figure 6. Strategic diagram of themes for the subperiod of 2004-2008 (A: based on the publications, B: based on the citation frequency).
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Figure 7. Cluster network of the themes (2004-2008).

The theme of Q2 is technology, with centrality and density
values of 18.49 and 41.2, respectively. The important nodes
that are connected internally are tools and adults. The literature
corresponding to cluster nodes reveals that scholars began using
internet technology to intervene in people’s health activities
[22].

The themes of Q3 are terminology, behavior, and disease, which
have centralities of 3.85, 2.38 and 16.39, respectively, and
density values of 16.67, 17.59, and 8.33, respectively.
Terminology is only associated with natural language
processing and users. The literature corresponding to
terminology reveals that the rapid development of consumer
health education websites and other applications has promoted
research on consumer health vocabulary and that term
recognition [33] is one of the important research directions.
Disease has weak internal relations. Behavior is associated with
libraries, HIV infection, and information seeking. By studying

the literature corresponding to behavior, we found that
researchers had analyzed health information searching behavior
according to different populations. For example, Hesse et al
[34] analyzed the 2005 Administration of the Health Information
National Trends Survey data to explore the information
searching behavior of survivors of cancer and found that their
information searching behavior was very common and would
not decrease with time.

The theme of Q4 is patients, with centrality and density values
of 33.26 and 16.05, respectively. The internal correlation of the
patients theme cluster was not strong. An examination of the
literature corresponding to cluster nodes revealed that scholars
paid more attention to the research of the patients’ attitude,
cognition, and intention regarding health information [35].

Themes (n=11) in 2009-2014: Websites, Information
Seeking, Physicians, Attitudes, Technology, Risk, Food
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Labeling, Patient, Strategies, Patient Education, and
eHealth
The themes of Q1 are information seeking, physicians, and
attitudes, which have centralities of 69.64, 67.77, and 64.83,
respectively, and density values of 37.42, 19.27, and 28.02,
respectively (Table 4 and Figure 8). The cluster network
(Multimedia Appendix 1) shows that there are 15 nodes and 25
links in information seeking and that the keywords closely
related to information seeking are search interface, management
program, and community. The literature corresponding to
information seeking revealed that scholars analyzed, from the
perspective of consumers, the content of online questions,
explored the influencing factors of health information searching,
and designed a new connected exploratory navigation interface
to improve the effectiveness of health information searching
[36]. Attitudes had the highest citation frequency, indicating
that it had a great influence on the subsequent research. The

cluster network shows that attitudes is associated with a large
number of different keywords, but the relationship is not strong;
among these different keywords, the closely related nodes are
community pharmacies, information and communication
techniques, and electronic medical records. The cluster network
reveals that the nodes that are close to physicians are interviews,
patient centered care, patient–provider relationship, and
teleconsultation. The literature corresponding to attitudes and
physicians reveals that the consumers’ attitude toward, access
to, and use of online information related to diseases [37],
medicines, diet, and other health issues are the research hotspots
in this period. For example, Amicizia et al [38] believes that
information and communications technology provide an
opportunity for health care workers to use mobile internet to
disseminate vaccine-related knowledge interactively and
entertainingly and to monitor adolescent attitudes toward
vaccination through social media.

Table 4. Performance measures for the themes of the subperiod of 2009-2014.

Number of citationsH-indexNumber of documentsDensityCentralityTheme

2529208.4577.12Websites

12971037.4269.64Information seeking

1756919.2767.77Physicians

428101128.0264.83Attitudes

416101415.5361.65Technology

279101312.6160.43Risk

1263315.626.56Food labeling

23510156.0259.71Patient

222211.115.5Strategies

27691331.3240.51Patient education

423537.4430.79eHealth

Figure 8. Strategic diagram of themes for the subperiod of 2009-2014 (A: based on the publications, B: based on the citation frequency).
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The themes of Q2 are patient education, eHealth, and food
labeling, which have centralities of 40.51, 30.79, and 6.56,
respectively, and density values of 31.32, 37.44, and 15.62,
respectively. The cluster network shows that patient education
is closely related to smartphone, pamphlet, resources, and
Alzheimer’s disease. Scholars mainly conducted research from
3 aspects: patients’ health education needs [39], the effect of
health education materials, and health information technology.
For example, Kraschnewski et al [40] studied how pregnant
women use the internet and mobile phone technology to acquire
health care knowledge. They found that women thought that
the educational materials they received during prenatal care
were not helpful, and therefore, they turned to the internet and
smartphone apps to fill the knowledge gap [40]. There are 9
nodes and 12 connections in the eHealth theme. Compared with
the previous study period, in this study period, there are fewer
nodes and connections. The research content of the theme is
more concentrated. The keywords closely related to eHealth
are tailored intervention, and online health information. Scholars
are concerned about how to use information and communication
technology to help patients improve their health status and
strengthen their self-health management skills [41]. For example,
as a health literacy intervention for Hispanic patients with AIDS,
Jacobs et al [42] developed a Spanish-language computer
application, which can provide information about HIV infection,
treatment, and drugs. Food labeling is a new theme, for which
the cluster network shows the related keywords are consumer
opinions, recommendations, and ratings. King et al [43]
investigated the consumers’ understanding of common terms
used to guide food consumption frequency and quantity and
found that some terms are highly subjective and that more
simple and clear terms need to be developed.

The themes of Q3 are patients and strategies, which have lower
centralities and density values. The cluster network reveals that
the keywords strongly related to patients were health
information service, information behavior, and conflict of
interest. Strategies is an emerging theme. The cluster network
shows that the keywords associated with it are only
evidence-based practice and task and that the weight of the
connection is 0.17.

Having higher centralities and lower density values, the themes
of Q4 are websites, technology, and risk. The cluster network
shows that the keywords closely related to websites are world
wide web, evaluation studies, tools, email. By studying the
literature corresponding to websites, it is found that the research
on the content evaluation of websites and health information
intervention through websites are the research hotspots in this
period [44]. Thakor et al [45] investigated the information
quality of ecommerce websites selling Hypericum perforatum
and found that most sites received poor reviews and lacked
information on drug interactions, contraindications, and adverse
reactions. The keywords closely related to technology are
hometelehealth and aging. With the aggravation of the aging
of the population, the research on home telehealth for the aged
group has attracted much attention. Cimperman et al [46] studied
the important factors affecting the elderly’s adoption of home
telehealth services and found that the following factors play an
important role in the perception of home telehealth: perceived

usefulness, expectation, social influence, perceived security,
computer anxiety, convenience, and the doctor’s opinion [46,47].
Risk is split from medication. The cluster network shows that
the relationship between internal keywords is weak and that the
relatively strong ones are costs, patient decision aid, and
cardiovascular disease. For veterans with and without multiple
sclerosis, Cameron et al [48] studied the relative risk of falling
and requiring medical care and found that the adjusted odds
ratio of falling was 3 times higher for female veterans with
multiple sclerosis than for female veterans without multiple
sclerosis.

Themes (n=14) in 2015-2019: Electronic Medical
Records, Health Information Seeking, Attitudes, Health
Communication, Breast Cancer, Health Literacy,
Technology, Natural Language Processing,
User-Centered Design, Pharmacy, Academic Libraries,
Costs, Internet Utilization, and Online Health
Information
The themes of Q1 are electronic medical records, health
information seeking, attitudes, and breast cancer, with
centralities of 53.52, 47.78, 45.18, and 48.08, respectively, and
density values of 19.71, 18.14, 8.89, and 7.11, respectively
(Table 5 and Figure 9). The cluster network (Multimedia
Appendix 2) shows that electronic medical records has a strong
relationship with internal keywords, which include personal
health information management and care partner. Scholars
mainly focus on the patients’ health information management,
including the sharing of access to the patients’ health records,
personal health data visualization, and other contents. For
example, Wolff et al [49] sent the doctor’s medical records to
patients and authorized nurses through OpenNotes. The scholars
verified the acceptability and effect of this approach, and the
results showed that it was acceptable for patients and their
nursing staff to view the doctors’ medical records; the results
also reflected that this method improved the communication
with patients and enhanced the patients’ confidence in
cooperating with nurses. Keywords closely related to
healthinformation seeking are users, behavior, health
information needs, and consumer health information behavior.
An examination of the literature corresponding to important
nodes revealed that the users of library, online health
consultation platform, social media, and other media were often
considered research objects and that a discussion of these users’
health information needs and behaviors was a research hotspot
in this period [50,51]. For example, taking the online health
consultation case on “Taiwan eDoctor,” an online health
consultation platform, as the research object, Chiu et al [52]
studied the length, time, communication mode, purpose, and
identity disclosure of online consultation questions and described
the communication mode of patients in the process of health
information searching. Attitudes was closely related to internal
keywords, such as HPV vaccines, risk, evaluation studies, and
physicians. Systematically studying the rankings, quality, and
contents of the web pages related to HPV vaccines, Fu et al [53]
classified the included web pages into critical and noncritical
ones and found that the quality of the critical web pages was
poor but that the critical web pages often obtained higher
rankings. Keywords closely related to breast cancer are online
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healthcommunities, support groups, and preferences. The
scholars mainly focused on the content analysis of the online
health community [54] and its supporting role for patients with
cancer. For example, through interviews and questionnaires,
Huh et al [55] developed online health community roles to
reflect the users’ needs and requirements when using an online

health community. These roles can help provide users with
customized social support and patient support. The study found
that the roles of online health communities can be divided into
4 categories: managers, opportunists, scientists, and adventurers.
These roles reveal user interaction behavior and attitude patterns
when using online health communities.

Table 5. Performance measures for the themes of the subperiod 2015-2019.

Number of citationsH-indexNumber of documentsDensityCentralityTheme

15471119.7153.52Electronic medical records

17452418.1447.78Health information seeking

1197158.8945.18Attitudes

524214.757.98Health communication

1627267.1148.08Breast cancer

2118403.5550.29Health literacy

1687183.4654.79Technology

37494.1824.1Natural language processing

9266.311.9User-centered design

82628.4916.52Pharmacy

1129.034.52Academic libraries

32444.3414.08Costs

43354.7212.67Internet utilization

122236.497.82Online health information

Figure 9. Strategic diagram of themes for the subperiod of 2015-2019 (A: based on the publications, B: based on the citation frequency).

The themes of Q2 are pharmacy, online health information, and
academic libraries, with centralities of 16.52, 4.52, and 7.82,
respectively, and density values of 28.49, 9.03, and 6.49,
respectively. A mature professional theme (pharmacy) has the
highest density and is close to the density axis. The keyword
most closely related to pharmacy is patient medication
information. Monkman and Kushniruk [56] studied consumer
medication information in pharmacies and found that the

organization and presentation of online consumer medication
information need to be improved. The content of consumer
medication information needs to be improved in order to
promote the safety and effective use of drugs [57]. The keywords
in the online health information cluster network include video,
web 2.0, and world wide web. Scholars mainly pay close
attention to the use and quality evaluation of online health
information [58]. As an emerging theme, academic libraries
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has the lowest centrality, the lowest amount of relevant
literature, and the lowest citation frequency.

User-centered design, with centrality and density values of 11.9
and 6.3, respectively, is located on the centrality axis. One of
the keywords clustering with user-centered design is smartphone
apps. An examination of the key literature corresponding to
cluster networks reveals that scholars focus on designing
user-centered, smartphone-based mobile health apps, such as
nutrition education apps that, for example, provide technical
support for adolescents with overweight and obesity [59].

Having lower centralities and density values, the themes of Q3
are internet utilization and costs. The internal relationship
between internet utilization and costs is weak; both are in an
immature development stage and have little impact. The cluster
network shows that the keywords in costs include search engine
and health records; the keywords in internet utilization include
health behavior, systematic review, and patient education as
topic. The literature corresponding to internet utilization reveals
that the content of relevant literature involved patients using
the internet to search for health information for self-care. For
example, Jamal et al [60] studied the online health information
searching behavior of patients with type 2 diabetes in the Middle
East and its influence on their self-care behavior. The results
showed that most internet health information searchers had
positive changes in their behaviors after searching and had a
stronger awareness of diabetes self-care [60].

Natural language processing is located on the density axis, with
centrality and density values of 24.1 and 4.18, respectively. The
cluster network shows that natural language processing is
connected with consumer health vocabulary, state, online
support groups, and text. An examination of the core literature
corresponding to the cluster shows that most scholars mined
and dealt with the health-related contents of consumers through
social media, health websites, health forums, and other ways to
obtain the users’ health needs, explore the users’ health
behaviors, and investigate the application of health information
technology [61,62].

The themes of Q4 are health communication, health literacy,
and technology, with centralities of 57.98, 50.29, and 54.79,
respectively, and density values of 4.7, 3.55, and 3.46,
respectively. The technology cluster network formed 15 nodes
and 21 wires, but the internal relationship was very weak. Health
communication has the highest centrality and has many
connections with external themes. It is a key theme with

development potential. The cluster network shows that health
communication is strongly related to keywords such as medicine,
telehealth, and perspectives. Benis et al [63] studied the use of
communication channels between patients and health care
organizations. By matching the communication channels with
the patients’personal information, the communication between
medical institutions and patients can be transformed into a more
active mode, and the patient’s participation can be improved.
Health literacy is an emerging theme; it has the largest number
of related literature and the largest citation frequency sum. The
keywords closely related to health literacy include skills, patient
education, and public libraries. Health literacy is the ability of
individuals to access and understand health information and to
use it to maintain and promote their health. An examination of
the literature of important nodes reveals that scholars pay more
attention to the assessment and intervention of health literacy
[64] and the assessment of internet health information quality
[65,66].

Evolutionary Path Analysis

Design and Overview
The theme evolution map shows, through a data flow, the
evolution of the 4 study period themes of CHI research. It can
analyze and track the dynamic evolution of the themes in the
field of CHI research over a period. Figure 10 shows the CHI
research field’s theme evolution map. Each column in the figure
represents a study period. In the figure, the nodes represent the
research themes, and the size of the nodes is proportional to the
number of related articles of the research themes. The
connection between the nodes represents the theme data flow,
the solid line represents the main keywords shared by 2 themes,
and the dotted line represents the shared keywords are not the
main keywords. The width of the connection is proportional to
the Inclusion index [11].

From Figure 10, it can be seen intuitively that patient education
and technology appear in 3 study periods, and that eHealth,
attitudes, and patients appear in 2 study periods. With time, the
circle in the theme evolution map becomes larger, the number
of the research themes increases, and the data flow between the
research themes becomes increasingly complex. This reflects
the emergence of new research themes and contents from 1999
to 2019. According to the theme evolution map, the size of the
research theme circle, and the data flow between themes, 10
theme evolution paths of 3 research directions in the field of
CHI were determined.
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Figure 10. Thematic evaluation map of the consumer health informatics research field (1999-2019).

Supply-Side Research of Consumer Health Informatics:
Patient Education and Intervention Research
Consumer health education is the process of assisting one to
acquire the correct information and understanding so that one
will be able to make wise decisions about a certain health item
[67]. Patient education → patient education → patient
education → health literacy, pharmacy (subpath 1). Patient
education → world wide web → websites → health
communication (subpath 2). Patient education → eHealth →
eHealth → health literacy, breast cancer, health communication
(subpath 3).

The 3 subpaths above evolved from the main and branch
directions of the patient education theme in the first study
period. Over time, the nodes on the evolutionary path become

larger, the number of research articles increases, and the data
flow from node splitting is greater. The data flow of patient
education and intervention research evolution is relatively clear
and represents the main path of the evolution theme of CHI.
The theme on the path mainly moves between the first quadrant
and the fourth quadrant, and the split and fusion of themes are
obvious. In the second study period, subpaths 1 and 3 became
the focus of research. In the third study period, the theme density
increased and the centrality decreased, demonstrating a
professional and mature research direction in the field. In the
fourth study period, the themes split into several themes with
great influence and development potential (health
communication and health literacy). In the third study period,
the subpath 2 integrated multiple themes, and the density of
themes decreased. In the fourth study period, the theme split
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into several low-density but high centrality themes (natural
language processing).

Consumer-Side Research of Consumer Health
Informatics: Consumer Demand, Attitude, and Behavior
The evolutionary path of consumer demand, attitude, and
behavior research consists of 3 subparts. Needs → patients →
attitudes, physicians → attitudes, health literacy,
healthinformation seeking, internet utilization (subpath 1);
medicine, needs → behavior → information seeking →
healthinformation seeking, health literacy (subpath 2); and
medicine → diseases → patients → electronic medical records
(subpath 3).

These 3 subpaths evolved from the main and branch directions
of medicine and needs in the first study period. With time, the
number of nodes on the evolutionary path increases, the number
of research articles increases year by year, and the data flow of
node splitting also increases. The themes in the evolutionary
path of consumer demand, attitude, and behavior research
mainly move between the first, third, and fourth quadrants, and
the themes are divided and integrated. The theme of subpath 1
has gone through a stage in which centrality and density rise,
and in this field, it finally forms many core themes, such as
healthinformation seeking, health literacy, and attitudes. In the
second study period, subpath 2 splits to form a new theme
(behavior). Later, this theme attracted the attention of many
scholars in the field; its density and centrality increased rapidly,
and it became the core theme in the field. In the second and
third study periods, subpath 3 is an edge theme that is not of
high concern. In the fourth study period, some themes (attitudes,
physicians, technology, patients, websites) split and merge into
a high centrality and density key theme (electronic medical
records).

The Technology Research of Consumer Health
Informatics: The Application Research of Internet and
Information Technology
Currently, big data, internet plus, artificial intelligence, and
other emerging information technologies have been tightly
integrated with traditional medical and health industries. The
application of internet and information technology in the field
of CHI has attracted more attention from computer science and
communication science scholars. The evolution path of internet
and information technology application research consists of 4
subpaths. Medicine → technology → technology → technology,
health communication (subpath 1); patient education → eHealth
→ eHealth → online health information (subpath 2); needs,
bibliographic database → patients, world wide web →
information seeking → natural language processing,
user-centered design, academic libraries (subpath 3); and
medicine → world wide web, terminology → websites → online
health information, natural language processing, breast cancer
(subpath 4).

These 4 subpaths evolved from the main directions of
bibliographic database in the first study period as well as the
branch directions of patient education and medicine. The number
of research articles is gradually increasing, and the phenomenon
of node splitting and fusion is also obvious. The theme of the

evolution path of the internet and information technology
application research mainly moves between the first, second,
and fourth quadrants. The evolution path is relatively complex,
which may be related to the application of information
technology in different research directions. Subpath 1 emerged
from the theme of the first study period, and the density
decreased in the second study period. In the third and fourth
study periods, the centrality increased. The density decreased
after the split of multiple themes, and some important themes
with strong influence and development potential developed.
Subpath 2 divides from the theme of patient education in the
first study period. In the second study period, a key theme with
high centrality and density was formed. In the third and fourth
study periods, the centrality decreased, and the density
increased; it became a professional theme in the field. The data
flow of subpaths 3 and 4 is relatively complex and is formed
by the convergence of 2 routes in the first and second study
period.

Discussion

Overall Development Status of Consumer Health
Informatics
In the past 21 years, CHI research has been on the rise and has
gone through 3 stages: slow growth, stable growth, and rapid
growth. In the early stage, the development was slow, the themes
were few, and the intensity was low. In the later stages, the
development became diversified. After 2015, the number of
research papers on CHI increased substantially, and it became
a hotspot of academic research. In 2019, it reached a peak of
112 papers, a research volume accounting for 12.03% of the
total literature.

The period 1999-2003 comprises the basic research stage of
consumer health information. Six of the top 10 highly cited
literature in this field come from this study period. This literature
constitutes the cornerstone of CHI research. Consumer health
information evaluation tools, such as DISCERN, that were
developed in this study period have become recognized mature
tools in the field. The period 2004-2014 was one of steady
growth in the research on CHI. During this period, fewer
keywords disappeared, and more new ones were absorbed. In
2015-2019, the number of keywords was the largest, and the
research content involved was increasingly more abundant. A
similarity index for the fourth study period reached a higher
level, reflecting that the research field of CHI had become more
mature, the inheritance of research had become stronger, and
researchers were continuing to focus on more research topics.

Evolutionary Characteristics Analysis
By analyzing the rise, decline, and the change in the density
and centrality of the themes in different study periods, the
evolution characteristics and status of the research themes can
be reflected.

The motor themes include the following: medicine and patient
education in 1999-2003; world wide web, patient education,
eHealth, and medication in 2004-2008; information seeking,
physicians, and attitudes in 2009-2014; and electronic medical
records, healthinformation seeking, attitudes, and breast cancer
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in 2015-2019. These themes have high centralities and density
values. Besides, the research studies are popular and influential,
and the internal relations within these themes are closely
relevant. These themes are the core of the research field and
their development is mature.

The highly developed and isolated themes include the following:
bibliographic database in 1999-2003; technology in 2004-2008;
eHealth, patient education, and food labeling in 2009-2014;
and pharmacy, academic libraries, online health information,
and user-centered design in 2015-2019. Having high-density
values and low centralities, these themes do not represent the
research center. They are mature and peripheral themes in this
field.

The emerging or declining themes include the following:
behavior, terminology, and disease in 2004-2008; patient and
strategies in 2009-2014; and costs and internet utilization in
2015-2019. Because of their low centralities and density values,
these themes have been weakly developed and are marginalized
themes in this field.

The basic and transversal themes include the following: needs
in 1999-2003; patients in 2004-2008; websites, technology, and
risk in 2009-2014; and health communication, breast cancer,
health literacy, technology, and natural language processing
in 2015-2019. These themes have high centralities and
low-density values, indicating that these have a high influence
on the field of CHI but are not well developed.

By analyzing the evolutionary status of the themes in the
2015-2019 study period, the paper expects to predict the future
development trend of the field. The centrality and density value
of electronic medical records are extremely high. Although
there are not many related documents, each document has been
cited 14 times on average, indicating that it has received
extremely high attention and may appear in the next research
period. Healthinformation seeking is relatively stable because
of its high centrality and density value. After an internal
keyword splitting and recombination, the attitudes theme is still
high in centrality and density value, and the research enthusiasm
has not decreased. It will continue to become a hot topic in the
field of CHI research. Breast cancer split from risk in the
previous study period, with increased centrality and density
value (transferred from Q4 to Q1). With the expansion of
research influence, it became more mature and eventually
became the research core in the field. Although the number of
studies related to online health information is not large, the
average citation frequency of each study is the highest,
indicating that it has a great influence on future research. Online
health information is one of the foundations of the CHI research
field, has great development potential, and may continue to
appear in the next study period. Natural language processing
has been a hot topic in recent years, and it is likely to continue
to appear in the next study period. Health literacy is an emerging
topic, with the largest number of relevant studies and total cited
frequency. This indicates that it has a high level of attention
and has a strong evolution and development ability. It will
continue to be a hot topic in this field. Technology has been
transferred from Q2 to Q4. Its research influence and

development potential have improved, reflecting that it will
continue to be the basic theme in this field.

Evolutionary Path Analysis
By analyzing the evolution characteristics of patient education
and intervention research themes, it can be found that the
research in the slow growth period mainly focuses on the
application and exploration of the internet and information
systems and explores the health education for patients through
computers and websites [13]. The research in the stable growth
period mainly focuses on the use of network health information
[41], the design of personalized or customized patient education
[29], and the application of intelligent and mobile devices [30].
The research in the rapid growth period mainly focuses on the
role and mechanism of the online health community in patient
support [54], doctor–patient communication [63], and the quality
evaluation of online health information [66].

By analyzing the evolution characteristics of consumer demand,
attitude, and behavior research themes, it can be found that the
research in the slow growth period mainly focuses on the users’
demand for online health information search, as well as
demand-driven behavioral research, such as an analysis of the
characteristics of health information–retrieval terms [28]. Studies
in the stable growth period mainly focus on the patients’attitude
and cognition toward health information [23], health information
searching behavior, and its influencing factors [68]. The research
in the rapid growth period mainly focuses on personal health
information management [69], health literacy assessment, and
health literacy intervention [70]. The internet health information
search behavior of patients with different diseases is still the
research hotspot in this period.

By analyzing the evolution characteristics of the research themes
regarding the internet and information technology application,
it can be found that the research in the slow growth period
mainly focuses on the technology applied to patient education
[71] and the development of a bibliographic database network
interface [26]. The studies in the stable growth period mainly
focus on the use of the internet and information technology to
intervene in people’s health activities [72], help improve the
patients’ health status, and strengthen the patients’ self-care
skills [73]. They also examined the use of information
technology in the patients’ health information search behavior
[74], identifying text difficulty of health information and
classifying health care webpages using machine learning and
natural language processing methods [75,76]. The research in
the rapid growth period mainly focuses on the application of
natural language processing [77] and the development and
evaluation of user-centered mobile medical apps [78].
Wongchaisuwat et al [79] developed an algorithm to
automatically answer health-related question by implementing
a semisupervised learning algorithm. Park et al [80] analyzed
the online discussion content of 3 online health communities
employing text mining and k-means machine learning algorithm
to compare the discussion topics.

Limitations
In this paper, we used the SciMAT tool to analyze the keywords
of the literature data and constructed the overlapping map,

J Med Internet Res 2021 | vol. 23 | iss. 9 | e21974 | p. 16https://www.jmir.org/2021/9/e21974
(page number not for citation purposes)

Ouyang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


evolution map, strategic diagram, and a cluster network. Owing
to the limitation of the scope of our school’s database, we only
obtained the literature from 1999 to 2019, failed to trace the
earliest research literature on CHI, and failed to build a complete
evolution path of the CHI research theme.

Conclusions
In this research, a bibliometric analysis was carried out to
explore the dynamic evolution path and evolution laws of CHI
research themes on a time dimension and from the perspective
of strategic diagrams and data flows. CHI research focuses on
themes, such as the patients’ education, health information
needs, information search behavior, health behavior intervention,
health literacy, health information technology, and eHealth. The
research content in 4 different study periods formed the 38
themes. These themes formed 10 evolution paths in 3 research
directions: patient education and intervention, consumer demand
attitude and behavior, and internet information technology
application. Patient education and intervention research,
consumer demand, attitude, and behavior research comprise the
main theme evolution path. The path’s evolution process has
been relatively stable, and it will continue to represent the
research hotspot in this field. Research on the internet and
information technology application is a secondary theme
evolution path, where obvious absorption, fragmentation, and

extinction of themes have occurred. Its complex evolution
process has also attracted the attention of many scholars. The
research status and influence of this evolution path have
gradually increased, making it a research direction with
development potential.

According to the existing literature, themes that will continue
to appear in the next study period include the following:
electronic medical records, online health information, health
information seeking, attitudes, health literacy, technology, and
natural language processing. The first 2 themes are information
resource elements in the consumer health information
ecosystem. Because of the continuous advancement of medical
informatization and the rapid development of social media,
electronic health records, online health information, and online
health question answering data have formed massive health
information repositories. These health information big data are
like gold mines waiting to be explored by researchers. The
middle 3 themes are information subject elements, and the last
2 themes are the information technical elements in the
environment. To maintain the sustainable development of the
consumer health information ecosystem, it is necessary to start
from the supply side and the demand side of health information
and to solve the mismatch between service and demand by using
computer and information technology.
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Abstract

Background: Web-based content is rapidly becoming the primary source of health care information. There is a pressing need
for web-based health care content to not only be accurate but also be engaging. Improved engagement of people with web-based
health care content has the potential to inform as well as influence behavioral change to enable people to make better health care
choices. The factors associated with better engagement with web-based health care content have previously not been considered.

Objective: The aims of this study are to identify the factors that affect engagement with web-based health care content and
develop a framework to be considered when creating such content.

Methods: A comprehensive search of the PubMed and MEDLINE database was performed from January 1, 1946, to January
5, 2020. The reference lists of all included studies were also searched. The Medical Subject Headings database was used to derive
the following keywords: “patient information,” “online,” “internet,” “web,” and “content.” All studies in English pertaining to
the factors affecting engagement in web-based health care patient information were included. No restrictions were set on the
study type. Analysis of the themes arising from the results was performed using inductive content analysis.

Results: The search yielded 814 articles, of which 56 (6.9%) met our inclusion criteria. The studies ranged from observational
and noncontrolled studies to quasi-experimental studies. Overall, there was significant heterogeneity in the types of interventions
and outcome assessments, which made quantitative assessment difficult. Consensus among all authors of this study resulted in
six categories that formed the basis of a framework to assess the factors affecting engagement in web-based health care content:
easy to understand, support, adaptability, accessibility, visuals and content, and credibility and completeness.

Conclusions: There is a paucity of high-quality data relating to the factors that improve the quality of engagement with web-based
health care content. Our framework summarizes the reported studies, which may be useful to health care content creators. An
evaluation of the utility of web-based content to engage users is of significant importance and may be accessible through tools
such as the Net Promoter score. Web 3.0 technology and development of the field of psychographics for health care offer further
potential for development. Future work may also involve improvement of the framework through a co-design process.

(J Med Internet Res 2021;23(9):e19896) doi: 10.2196/19896
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Introduction

Background
In the United Kingdom, up to two-third use the internet to obtain
health-related information at some point in their journey [1,2].
The internet has become an important source of education for
patients, who are increasingly expected to, and are motivated
to, play an active role in making decisions related to their health
[3]. Patient education is defined as “the process by which health
professionals and others impart information to patients that will
alter their health behaviours or improve their health status” [4].
This may include information that is factual or related to patient
experience, depending on the issue being addressed [5,6].
Reports suggest that 70% of the patients would like their
physicians to recommend a source of web-based information
relating to their medical condition, but only 4% of the patients
receive such a recommendation [7].

Web-based patient health care information has several potential
benefits, including convenient 24-hour access potentially
wherever you are, ability to enhance knowledge acquisition
[8,9], reduce anxiety [9], and improve the quality of
conversations during health-related encounters. However, the
effect of web-based content on patient empowerment,
self-efficacy, and health attitudes has been found to be variable
[9]. This may be due to the absence of an evidence-based
framework outlining the factors that should be considered for
improving engagement with web-based health care information.

Objectives
In this narrative review, we aim to identify and evaluate the
factors that should be considered when producing engaging and
high-quality web-based health care patient information. We also
aim to incorporate these findings into a framework that may be
useful as a guide to developing web-based health care
information.

Methods

Overview
A comprehensive search of the PubMed and MEDLINE
database was performed from January 1, 1946, to January 5,
2020. The Medical Subject Headings database was used to
derive keywords and search term combinations, which included

“patient information,” “online,” “internet,” “web,” and
“content.” All studies pertaining to the factors affecting
engagement in web-based health care patient information were
included. No restrictions were set on the study type. Only studies
in English were included. Analysis of themes arising from the
results was performed using inductive content analysis. All
retrieved abstracts and titles were reviewed by 2 independent
investigators (EA and LAO) for relevance pertaining to
engagement with web-based health care content. Disagreements
between the reviewers were solved by consensus. Manual
cross-checking of the reference lists of the identified papers was
carried out to identify any other potentially relevant studies.

Analysis of themes arising from the results was performed using
inductive content analysis [10]. This involved the reviewing of
titles and abstracts by an author (UJ), with free generation of
the categories relating to factors associated with high-quality
and engaging web-based content. The categories were named
using content characteristic words, and these were expanded
into subcategories. The number of times a category was reported
in the articles was totaled, and a list of categories was created
in order of the frequency of mentions. All authors reviewed this
list to decide which categories would be included in the final
list.

Eligibility Criteria
As this is the first narrative review of its kind, no limitation was
placed on study type or on surrogate measures of the outcome
described.

Outcomes
All studies relevant to quality of engagement in web-based
health care content were included.

Results

Overview
A total of 814 articles were identified, and of these, 108 (13.3%)
were selected for full-text review based on their title and
abstract. Full-text screening of the 108 articles resulted in the
final selection of 56 (51.9%) articles, from which seven
categories were derived. Figure 1 shows the Preferred Reporting
Items for Systematic Reviews and Meta-Analyses flowchart
which depicts the stages of article selection.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart showing article selection.

Description of Studies

Development of Categories
The studies were mostly observational and qualitative. A total
of 3 randomized controlled trials and 5 systematic reviews were
also identified. Categories relating to factors associated with
high-quality and engaging web-based content were developed
according to themes that were found to arise in the studies

identified. The categories settled upon were as follows (with
the number of papers reporting included in parentheses): (1)
textual information (16 papers); (2) discussion boards or
web-based groups (3 papers); (3) video content (11 papers); (4)
visuals or pictographs (1 paper); (5) device accessibility (12
papers); (6) stage of patient journey (8 papers); and (7)
credibility and completeness of information (4 papers; Table
1).
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Table 1. Studies pertaining to engagement with web-based content. Studies are according to mode of engagement (N=56).

Main resultsOutcomes pertaining to quality of
web-based health care patient
content

ContentStudy typeStudy

Textual information

Government-hosted
website, textual, and

Observational
study

Chedid et al
(2018) [11]

• Assessment of prenatal health promotion
material revealed that 66.4% of the federal,
84.6% of the provincial or territorial, and

• Comprehensiveness, evi-
dence-based information, ac-
cessibility, and inclusivity.visual aids for prena-

tal health promotion 80% of the public health regional
unit–hosted websites, and 87.5% of the e-

• Minimum of three referenced
prenatal health topics neces-

classes were evidence based. Only 25% ofsary to be classed as evi-
the municipal websites met this standard.dence-based.

• No P values stated.

Disorders of sex de-
velopment, affiliated

Observational
study

Ernst et al (2019)
[12]

• Reading level of webpages as determined
with the SMOG Readability Formula met
or exceeded high school grade level. The

• The SMOGa Readability
Formula determined reading
level, the PEMATb evaluatedhealth care system’s

mean PEMAT understandability score forcontent for understandabilityweb-based informa-
tion team pages and team links was 68% (SD

6%). On average, the pages met less than
and actionability, and the
DISCERN Tool assessed

70% of the understandability criteria. Thetreatment decision-making
mean PEMAT actionability score was 23%information.
(SD 20%). The DISCERN Tool found that
the quality of information relating to hor-
mone treatment and to surgery was poor.

• No P values stated.

Web-based informa-
tion material for pa-

Qualitative
study

Hjelmager et al
(2019) [13]

• Eight 1-hour interviews with general prac-
titioners revealed the following: content for
lower back pain should be validated by

• Barriers to and facilitators for
future use of the health infor-
mation technology app fortients with low back

general practitioners; from a trustworthypatients with low back pain.pain in general prac-
source; support ongoing treatment plan.tice discussed in the

context of app devel-
opment

• No P values stated.

Websites that de-
scribe the biologic

Observational
study

Rofaiel et al
(2018) [14]

• The mean DISCERN score across all web-
sites was 3.21 out of a 5-point scale. No
significant difference was found between

• The DISCERN model was
used to evaluate the quality
of the information content.agents used as treat-

patient-searched and physician-recommend-ment options for in-
flammatory bowel
disease

ed websites, with a mean score of 3.21
versus 3.63, respectively (P=.16).

American Cleft
Palate–Craniofacial

Observational
study

Alfonso et al
(2019) [15]

• The mean reading level 10.7 (SD 1.9) ex-
ceeded the American Medical Association-
recommended sixth grade reading level.

• Content and readability of
team websites.

Association–ap-
proved teams’ web-
sites

• Children’s Hospital–affiliated teams (n=86)
yielded significantly higher content scores
(14.8 vs 13.5; P=.03).

• Children’s Hospital teams also had better
readability as indicated by lower reading
grade level (10.5 vs 11.4; P=.04).

Web-based cardio-
vascular disease–re-

Observational
study

Ayyaswami et al
(2019) [16]

• All measures that assessed mean reading
grade level found that 196 articles were
written at a mean 10.9 (SD 1.8) grade

• Readability according to 10
readability measures (Flesch
Reading Ease, Coleman-Liaulated health educa-

reading level.Index, Flesch-Kincaid Gradetion articles accessed
through Google Level, Gunning Fog Index,

FORCAST Readability For-
• 99.5% of the articles were written beyond

the fifth to sixth grade reading level.
mula, New Dale-Chall formu- • No P values stated.
la, New Fog Count, SMOG
Index, Fry Readability Formu-
la, and Raygor Readability
Estimate).
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Main resultsOutcomes pertaining to quality of
web-based health care patient
content

ContentStudy typeStudy

• Patient education materials addressing de-
prescribing of medications for symptom
control (81%) were most common.

• 37% of deprescribing patient education
materials present potential benefits and
harms of deprescribing.

• Most patient education materials are
pitched above average reading levels (aver-
age minimum reading level of grade 12).

• No P values stated.

• PEMAT and International
Patient Decision Aids Stan-
dards Inventory.

• Readability using Gunning
Fog Index and Flesch-Kin-
caid Grade Level.

Web-based depre-
scribing patient edu-
cation materials

Systematic re-
view

Fajardo et al
(2019) [17]

• Of the websites identified (n=52), the mean
Flesch Reading Ease and SMOG Readabil-
ity Formula scores were 48 (SD 15) and 10
(SD 2), respectively.

• The mean Credibility Indicator was 2 (SD
1).

• Of 52 websites, 50 (96%) of the websites
were accurate.

• No P values stated.

• Readability using the Flesch
Reading Ease and SMOG
Readability Formula tools.

• 8-item Credibility Indicator
(incorporating authorship, af-
filiation, editorial team, date
of creation, date of update,
backing, accreditation, and
financing).

Web-based health
information for pa-
tients with
polymyalgia
rheumatica

Observational
study

Vivekanantham
et al (2017) [18]

• The PEMAT scores found that all sites
(n=10) were understandable (mean 81.9%).

• Seven of the sites had a low actionability
score (mean 44.6%).

• No P values stated.

• PEMAT understandability
and actionability scores

Evaluation of lead-
ing web-based con-
tent on tympanosto-
my tube placement

Cross-sectional
descriptive

Harris et al
(2018) [19]

• Of the 148 sites, 31 (20.9%) met the recom-
mended below eighth grade reading level.

• The PEMAT understandability score for
academic institution–sourced patient educa-
tion materials was higher than that for pa-
tient education materials sourced from the
private sector (P=.02) and from institutions
unaffiliated with urologists (P=.01).

• Readability was assessed us-
ing Flesch-Kincaid Grade
Level. Understandability and
actionability were measured
using the PEMAT.

Prostate biopsy web-
based patient educa-
tion materials

Observational
study

Maciolek et al
(2017) [20]

• Of 46 websites in total, 45 (98%) provided
accurate information. The mean reading
level was grade 12.1 (SD 2.3).

• In total, 78% (36/46) were easy to navigate,
but only 33% (15/46) were user friendly
for people with visual and or hearing impair-
ments.

• No P values stated.

• Accuracy, completeness,
technical elements, design
and aesthetics, readability,
usability, and accessibility of
the websites

Websites providing
educational content
for patients with
rheumatoid arthritis

Observational
study

Siddhanamatha et
al (2017) [21]

• More than 300 studies indicate that health-
related materials exceed the average read-
ing grade level of US adults.

• No P values stated.

• Current level of readability
of web-based content

An evaluation of
health literacy in the
United States; formu-
late solution to over-
come associated ob-
stacles

Observational
study

Nielsen-Bohlman
et al (2004) [22]

• The revised passages yielded improved re-
tention and comprehension, with less read-
ing time required per unit uptake of infor-
mation also noted. The methods included
simplifying language and signaling clear
organization.

• On average, the participants were found to
significantly better remember the revised
passages (mean 0.74, SD 0.14) compared
with the typical passages (mean 0.70, SD
0.11; P<.01).

• Information retention and
comprehension

Improve patient un-
derstanding of web-
based content per-
taining to adults
with hypertension.

Observational
study

Chin et al (2018)
[23]
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Main resultsOutcomes pertaining to quality of
web-based health care patient
content

ContentStudy typeStudy

• Individuals who received the revised and
improved web-based formats had higher
comprehension scores than those who re-
ceived the MedGuide (P<.001).

• Information comprehension
and application

Web-based informa-
tion handouts

Randomized
controlled trial

Boudewyns et al
(2015) [24]

• Patient-centered instructions were more
accurately understood for unfamiliar medi-
cations (P<.05).

• The standard instructions were more accu-
rate for familiar medications (P<.05).

• Information comprehension
and retention, health-related
literacy, and verbal working
memory

Patient-centered
medication instruc-
tions to empower
patients to plan a
medication-taking
regimen

Observational
study

Morrow et al
(2005) [25]

• Once located, comprehension of the infor-
mation was approximately 90%.

• Revisions led to better performance. Infor-
mation was found more quickly. Compre-
hension scores were also improved.

• No P values stated.

• Usability, speed of informa-
tion retrieval, and comprehen-
sion.

Revision of patient
information leaflets

Observational
study

Pander Maat et al
(2010) [26]

Discussion boards or web-based groups

• Problems in navigating the health care
system with urethral stricture disease
(n=141) and weak urine stream (n=70) were
the most frequent preurethroplasty com-
plaints.

• The patients participated in web-based dis-
cussions to share experiences with urethral
stricture disease and urethroplasty, share
emotional support, and search for answers.

• No P values stated.

• To describe the patient expe-
rience and chief concerns
with urethroplasty to improve
physician understanding and
patient education

• To understand how men use
web-based discussion boards
and what information is
available about urethroplasty

Web-based discus-
sion boards for ure-
thral stricture dis-
ease and urethroplas-
ty

Qualitative and
thematic analy-
sis

Cedars et al
(2019) [27]

• Five themes were produced through data
analysis: (1) social support, (2) anonymity,
(3) in-groups, (4) drama, and (5) entertain-
ment or pastime.

• The participants found that the discussion
board could facilitate sharing of informa-
tion, act as an entertainment source, and
provide community.

• No P values stated.

• To explore women’s experi-
ences with a web-based fo-
rum during the postpartum
period

New mothers’ expe-
riences with web-
based postpartum
forums

Descriptive
statistics and
qualitative con-
tent analysis

Teaford et al
(2019) [28]

• The themes identified included medical
advice (41%), personal experiences with
peripheral artery disease (33%), and social
support (13%). Negative attitudes were
discussed in 10 of the 18 (56%) posts relat-
ed to poor experiences with health care
providers; 15.1% of the medical advice was
inconsistent with clinical treatment guide-
lines.

• No P values stated.

Original posts and related respons-
es were analyzed for thematic
content.

eHealth peripheral
artery disease com-
munity forums

Qualitative
study

Castaneda et al
(2019) [29]

Video
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Main resultsOutcomes pertaining to quality of
web-based health care patient
content

ContentStudy typeStudy

• The mean number of usefulness criteria
satisfied was only 2.28 (SD 1.80) out of 14.

• There was no significant difference in view
counts between the most useful videos and
other videos (P=.94).

• Videos from medical bodies such as the
National Health Service were found more
useful in terms of patient education
(P<.001).

• 14 criteria important for edu-
cating patients about the pro-
cedure.

YouTube videos in
English as a patient
education resource
for cataract surgery

Observational
study

Bae et al (2018)
[30]

• The participants (n=4) felt that the content
was “relevant, helpful, and reassuring to
watch.”

• All four preferred video content instead of
written material.

• No P values stated.

• The development followed a
systematic approach and was
theory driven, supplemented
with available empirical
knowledge.

Development of a
preventive education-
al video for patients
exposed to whiplash
trauma

Feasibility
study

Pedersen et al
(2019) [31]

• Two categories of informing patients were
found to work well: (1) the storytelling ap-
proach and (2) answering questions posed
by patients.

• No P values stated.

• Case study of a provaccine
information hub launched in
2011. Vaccines Today pro-
vides high-quality informa-
tion about vaccines and dis-
eases, expert interviews, an-
swers to frequently asked
questions, parent or patient
stories, and videos or info-
graphics.

A web-based vac-
cine communication
project (textual,
videos, and info-
graphics)

Case studyFinnegan et al
(2018) [32]

• The participants reported that TRAK was
easy to use overall. Basic internet skills
were all that were required.

• Using TRAK as an adjunct to physiothera-
pist management increased the patients’
understanding and confidence.

• No P values stated.

• Testing the TRAK interven-
tion in patients undergoing
physiotherapy to gain their
subjective insights into its use

A web-based inter-

vention (TRAKc)
that provides knee
patients with health
information

Mixed methods
study (qualita-
tive and feasibil-
ity study)

Button et al
(2018) [33]

• In total, 98% (78/80) of the anesthetists
found VaPE useful for patient education.

• In total, 93% (74/80) observed time saved
for the following interview.

• In total, 96% (77/80) stated that watching
the video left patients better informed.

• Increased anxiety caused by VaPE was
noted by 46% (37/80); 54% (43/80) found
no such effect.

• No P values stated.

• The content of the videos, the
technique of video presenta-
tion, usefulness of VaPE

• Interviews carried out with
patients and physicians

VaPEd in anesthesiaUser surveyVogel et al
(2018) [34]

• In total, 11.2% (15/135) of the videos con-
tained high-quality patient educational in-
formation, 2.5% (3/135) were fair quality,
and 66.1% (89/135) were low quality.

• A total of 28.2% (35/135) of videos provid-
ed background information regarding pso-
riasis. Of these 35 videos, 28 (80%) con-
tained evidence-based content about the
epidemiology, systemic involvement, genet-
ics, and immune nature of psoriasis.

• Of the 35 videos, 7 (20%) presented
nonevidence-based claims and high mortal-
ity rates associated with psoriasis.

• No P values stated.

• Assess the educational quali-
ty of YouTube videos about
phototherapy and excimer
laser for psoriasis

YouTube videos as
a source of patient
information about
phototherapy and
excimer laser for
psoriasis

Cross-sectional
study

Pithadia et al
(2019) [35]

Observational
study

Ferhatoglu et al
(2019) [36]

J Med Internet Res 2021 | vol. 23 | iss. 9 | e19896 | p. 7https://www.jmir.org/2021/9/e19896
(page number not for citation purposes)

Oktay et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Main resultsOutcomes pertaining to quality of
web-based health care patient
content

ContentStudy typeStudy

• The DISCERN, JAMA benchmark criteria,
GQS, and SGSS evaluations of academic-
sourced videos yielded significantly higher
scores than patient-sourced videos (P<.001,
P<.001, P=.001, and P<.001, respectively).

• However, the Video Power Index evalua-
tion of patient-sourced videos yielded sig-
nificantly higher scores than academic- and
physician-sourced videos (P<.001 and
P=.003, respectively).

• Negative correlations between the Video
Power Index and the JAMA, GQS, and
SGSS scores were found.

• The popularity of the videos
was evaluated with the Video
Power Index.

• The educational quality of the
videos was measured using
the DISCERN score, JAMAe
benchmark criteria, and
GQSf. The technical quality
was measured by the SGSSg.

Sleeve gastrectomy
videos shared on
YouTube

• Of the 175 videos, 94 (53.7%) were useful,
and 43 (24.6%) were very useful. No videos
were found containing misleading informa-
tion.

• A Spearman rank correlation found no sig-
nificant correlation between the usefulness
score and the number of views (ρ=−0.118;
P=.12), number of likes (ρ=−0.038; P=.61),
number of dislikes (ρ=−0.003; P=.97) or
video length (ρ=−0.106; P=.16).

• Usefulness of bariatric
surgery videos on YouTube:
A usefulness score (very use-
ful, useful, or not useful)

Bariatric surgery
videos (n=175) on
YouTube

Observational
study

Erdem et al
(2018) [37]

• 45% of the videos were deemed to provide
some useful information. 55% of the videos
contained little or no useful facts, 27% of
which contained potentially misleading or
even dangerous information. Videos upload-
ed by medical professionals or those from
health information websites contained more
useful information than those uploaded by
independent users.

• No P values stated.

• Videos (n=100) were graded
on their ability to inform the
layperson about rhinosinusi-
tis.

YouTube as a source
of information on
rhinosinusitis

Observational
study

Biggs et al (2013)
[38]

• The largest group of videos (47.3%) re-
ceived a quality rating of fair, meaning that
they discussed one or two aspects of a
treatment option, such as procedural tech-
nique and indications. Among those videos
rated poor (25%), nearly all (98.2%) failed
to mention a specific treatment.

• No P values stated.

• Informational and scientific
quality (good, fair, and poor)
and stance (for, neutral,
against, and unclear) toward
the treatment option dis-
cussed, treatment type, and
video source.

Videos available on
YouTube pertaining
to interventional
treatment for vari-
cose veins

Observational
study

Kwok et al
(2017) [39]

• Although most of the videos uploaded
(25/111, 22.9%) were created by physi-
cians, the number of views for website-
based videos was significantly higher
(P=.002). When the uploaded videos were
assessed in terms of their usefulness, the
videos from physicians and hospitals were
statistically more useful than the other
videos (P<.001).

• Scientific content, accuracy,
and currency

YouTube videos on
deep venous throm-
bosis

Observational
study

Bademci et al
(2017) [40]

Visuals or pictographs
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Main resultsOutcomes pertaining to quality of
web-based health care patient
content

ContentStudy typeStudy

• Initial testing indicates that crowdsourcing
is a promising approach to pictograph de-
velopment and testing for relevancy and
comprehension. More than 596 drawings
were collected, and 1758 guesses were
performed to date with 70%-90% accuracy.

• No P values stated.

• To test the usability of the
game and its appeal to health
care consumers in the co-de-
sign and evaluation of pic-
tographs.

Doodle Health: A
crowdsourcing web-
based game for the
co-design and test-
ing of pictographs to
reduce disparities in
health care communi-
cation

Pilot studyChristensen et al
(2017) [41]

Device on which content is accessed

J Med Internet Res 2021 | vol. 23 | iss. 9 | e19896 | p. 9https://www.jmir.org/2021/9/e19896
(page number not for citation purposes)

Oktay et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Main resultsOutcomes pertaining to quality of
web-based health care patient
content

ContentStudy typeStudy

• The gaps identified in terms of chronic pain
management included lack of knowledge,
limited access to health care, substandard
care, and scarce self-management support.

• The focus group themes included patient
education on chronic pain care, attitude-
belief-culture, financial and legal issues,
and motivational content.

• No P values stated.

• Information needs and gaps
in chronic pain management
as well as technology features
to inform the development of
an internet-based self-manage-
ment program

Development of an
internet-based
chronic pain self-
management pro-
gram

Literature re-
view and quali-
tative focus
group study

Gogovor et al
(2017) [42]

• Of the 139 sites, 25 (17.9%) of the sites
were categorized as WAIh guidelines level
A or AA.

• WAI guidelines level AA was reached by
0.7% (1/139) of website.

• None of the websites reached level AAA.
• Of the 139 sites, 82% (114) of the assessed

consumer websites were not completely
accessible to persons who are visually im-
paired.

• No P values stated.

• Accessibility using a quantita-
tive checklist based upon the
Web Content Accessibility
Guidelines of the World
Wide Web Consortium

Websites containing
medical information
addressing laymen
or patients (n=139)

Observational
study

Lüchtenberg et al
(2008) [43]

• Of the 15 studies, none reported on the data
security, privacy, and confidentiality mea-
sures.

• No P values stated.

• The reporting quality of the
studies was assessed accord-
ing to the mHealthi evidence
and predefined reporting as-
sessment criteria.

Patient educational
interventions using
mobile apps

Systematic re-
view

Bashi et al (2018)
[44]

• The participants reported that the questions
regarding postoperative management were
addressed effectively, with a mean score
of 4.1/5.

• Most of the participants recommended the
app to patients who had undergone plastic
surgery, with a mean score of 4.6/5.

• The app’s information prevented 12 pa-
tients from calling the plastic surgeon or
the emergency department unnecessarily.

• No P values stated.

• The content, design, and effi-
cacy of the app were assessed
with a questionnaire (n=60).

A mobile medical
app was developed
to improve postoper-
ative care of patients
who had undergone
plastic surgery

Prospective co-
hort study

Noel et al (2017)
[45]

• Informative apps covered more than a third
(4/11, 36%) of core psychoeducation prin-
ciples and 15% (2/13) of best practice
guidelines.

• A third (10/32, 31%) cited their sources.
• “Neither comprehensiveness of psychoedu-

cation information (ρ=−0.11; P=.80) nor
adherence to best practice guidelines
(ρ=−0.02; P=.96) were significantly corre-
lated with average user ratings.”

• The comprehensiveness and
quality of information was
assessed against core psychoe-
ducation principles and cur-
rent bipolar disorder treat-
ment guidelines.

• The management tools were
evaluated with reference to
the best practice resources for
the specific area.

• General app features and pri-
vacy and security.

Mobile apps for
bipolar disorder

Systematic re-
view

Nicholas et al
(2015) [46]

• In total, 78.1% (82/105) of the participants
reported daily using the app.

• Patient satisfaction survey results:
• Ease of use: 1.8/10 (0=very easy to use,

10=unusable)
• Willingness to use after the study: 2.4/10

(0=very willing; 10=unwilling.
• Participants with more daily assessments

reported higher app satisfaction (P<.05)
than those who used the app less.

• Frequency of app use and app
satisfaction scores

To test an app that
enables patients with
chronic pain to as-
sess, monitor, and
communicate their
status to their health
care provider.

Randomized
controlled trial

Jamison et al
(2017) [47]
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Main resultsOutcomes pertaining to quality of
web-based health care patient
content

ContentStudy typeStudy

• Users accessed the website an average of
11.5 times during the 5-month study.

• Mean pain levels fell in the control group
from 5 to 3.9 (10=most severe pain imagin-
able, 1=no pain), whereas the mean pain
levels in the control group remained largely
the same (6.1 to 6.3).

• No P values stated.

• Change in pain levels, change
in knowledge, behavioral
changes, and medication use

Website designed to
enhance self-manage-
ment in chronic low-
er back pain

Randomized
controlled trial

Schulz et al
(2007) [48]

• Of the 129 survey participants, 32 (24.8%)
reported that Oneself increased their
knowledge about back pain.

• Successful testimonials indicated that self-
management was encouraged.

• No P values stated.

• Self-comprehension
• Improvement of vocabulary,

knowledge of exercises, self-
confidence, and motivation

Website Oneself de-
signed to promote
self-management
and inform patients
on lower back pain
management

Observational
study

Caiata Zufferey
et al (2009) [49]

• Semistructured interviews found that
“Physicians highlighted the importance of
patient education and described the charac-
teristics of a low-risk PCa DA that would
increase the likelihood of its use in clinical
practice.”

• Encourage patients to take their time in
decision-making.

• Frankly inform on posttreatment side ef-
fects.

• Incorporate physician recommendations on
content and mode of delivery.

• No P values stated.

• What are the informational
needs of patients with low-
risk PCa, and what are the
essential aspects of treatment
DAs that increase the likeli-
hood of physicians recom-
mending them to the patient?

DAsj for patients

with low-risk PCak

Observational
study

Hagerman et al
(2017) [50]

• Responses (n=37) yielded high ratings for
the following: interface usability (4.6/5);
personal relevance of information found
(4.7/5); comprehension of information
(4.8/5).

• No P values stated.

• Interface usability, personal
relevance of retrieved infor-
mation, comprehension of
retrieved information.

Website comprising
a situational ap-
proach to the organi-
zation of disease-
specific patient infor-
mation

Observational
study

Kim et al (2002)
[51]

• Spoken messages about colorectal cancer
screening improved recall (P=.03) and atti-
tudes (P=.02) compared with written mes-
sages in individuals with lower health liter-
acy.

• Animations alone failed to improve recall,
but when combined with spoken text, they
significantly improved recall (P=.02).

• Information recall, attitudes,
intention to undergo screen-
ing

Colorectal cancer
screening messages
divided into high-lit-
eracy and low-litera-
cy groups, with and
without illustrations

Observational
study

Meppelink et al
(2015) [52]

• Narration has better transfer of information
than on-screen text.

• Learner-controlled segments increase
transfer of information.

• Graphics and corresponding text should be
aligned visually.

• Signals also improve transfer.
• No P values stated.

• Overloading, speed of con-
tent delivery, and misalign-
ment of textual and visual
cues

A theory designed to
format multimedia
content to optimize
patient education

Literature re-
view

Mayer et al
(2003) [53]

Stage of patient journey
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Main resultsOutcomes pertaining to quality of
web-based health care patient
content

ContentStudy typeStudy

• Information needs among patients with di-
abetes is poorly investigated, although in
high demand.

• No P values stated.

• Treatment process, course of
disease, abnormalities of glu-
cose metabolism, and dia-
betes through the life cycle

Evaluation of the in-
formational needs of
patients with dia-
betes

Cross-sectional
descriptive

Biernatzki et al
(2018) [54]

• In total, 64% (55/86) of the participants
reported a preference for multimodal
learning style; 18% (15/86) preferred textu-
al information; 11% (9/86) preferred audi-
tory; and 7% (6/86) preferred kinesthetic.

• Signs and symptoms were ranked as the
most important topics to learn about.

• No P values stated.

• Questionnaire identifying
preferred learning modalities

An investigation of
the learning style
and learning needs

of patients with HFl

Observational
study

Boyde et al
(2009) [55]

• Patients and nurses rated all information as
moderately to very important to learn.

• Patients often rated information as more
important than nurses did.

• No P values stated.

• Questionnaire evaluating the
importance of the following
categories: anatomy and
physiology; psychology; risk
factors; medications, diet, and
activity; and other

Evaluation of the
perceptions of both
patients and nurses
on the importance of
educational content
for patients with
congestive HF

Systematic re-
view

Hagenhoff et al
(1994) [56]

• “Patients perceived the subscales of general
HF information, risk factors, medications,
prognosis, and signs and symptoms as more
important to learn than the RNs (P<.05).”

• “Patients perceived diet information as less
important to learn than the RNs (P<.05).”

• “Patients perceived all eight subscales as
more realistic to learn than the RNs
(P<.05). Although not in identical order,
both groups ranked education related to
medication and signs and symptoms as the
2 priority areas.”

• “Diet information was ranked eighth by the
patients and third by the RNs.”

• No P values stated.

• Ranking of categories of HF
education in order of impor-
tance by patients and RNs

Perceptions of RNsm

and patients concern-
ing educational con-
tent on HF were ana-
lyzed

Descriptive
comparative
study

Wehby et al
(1999) [57]

• “The findings indicated that the subjects
perceived signs and symptoms and medica-
tions as most important to learn and diet,
activity, and psychological factors as least
important to learn. These findings are con-
sistent with previous research and provide
a framework on which to base the develop-
ment of educational programs for patients
with heart failure. A significant finding was
that nearly 25% of the screened patients
were unable to participate because they
were unaware that they had been diagnosed
with heart failure.”

• No P values stated.

• “The Outpatient Heart Failure
Learning Needs Inventory
was used to rate the partici-
pants’ perceptions of the im-
portance of educational topics
on a 5-point Likert scale.”

Examination of per-
ceived learning
needs of patients
with heart failure af-
ter discharge

Descriptive cor-
relational study

Clark et al (2004)
[58]

• “In this study, HF patients stated that they
mainly need information about the effects
and purposes of the drugs they used. The
need for information about the management
of the symptoms that affect daily activities
are considered 2nd and the educational
needs about the disease itself are considered
3rd in importance.”

• No P values stated.

• Themes related to the educa-
tional needs of patients about
use of drugs.

• Themes related to lifestyle
changes.

• Themes about the educational
needs of the patients related
to the characteristics of the
disease ranking of categories
of HF education in order of
importance by patients and
RNs.

Qualitative analysis
of questionnaires ex-
amining perceptions
of RNs and patients
concerning educa-
tional content on HF
were analyzed.

Descriptive
comparative
study

Kiliç B et al
(2015) [59]
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Main resultsOutcomes pertaining to quality of
web-based health care patient
content

ContentStudy typeStudy

• The interviewees suggested that descrip-
tions of all members of the health care team
involved with HIV care be included on the
website.

• It was also suggested to organize the menu
into health challenge categories for ease of
navigation.

• No P values stated.

• Transcribed interviews of
stakeholders underwent qual-
itative content analysis

To build an evi-
dence-based web-
based patient infor-
mation resource for
patients with HIV

Qualitative
study

Solomon et al
(2018) [60]

• Nurses and multidisciplinary teams were
the most frequent health care professionals
to provide education, and most educational
interventions were delivered after dis-
charge.

• Face-to-face sessions were the most com-
mon delivery formats of the patient educa-
tional interventions.

• The psychoeducational interventions were
found to be effective in reducing smoking
and admissions for patients with acute
coronary syndrome.

• No P values stated.

• Clinical outcomes, behavioral
outcomes, psychosocial out-
comes, and medical service
use

Aimed to identify
the current evidence
on health educa-
tion–related interven-
tions for patients
with acute coronary
syndrome or type 2
diabetes

Umbrella re-
view

Liu et al (2017)
[61]

Credibility and completeness
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Main resultsOutcomes pertaining to quality of
web-based health care patient
content

ContentStudy typeStudy

• The HONcode mainly includes the follow-
ing ethical aspects: the author’s credentials,
the date of the last modification with re-
spect to clinical documents, confidentiality
of data, source data reference, funding, and
the advertising policy.

• No P values stated.

• Guidelines to information
providers, with the aim of
raising the quality of web-
based data available and
helping to identify websites
that are maintained by quali-
fied people and contain reli-
able data.

Review of HON-

coden, a guideline
designed to raise the
quality of web-based
patient education da-
ta

ReviewBoyer et al
(1998) [62]

• Three websites were found to have high-
quality, comprehensive, and authentic infor-
mation: Healthline, Uptodate, and
Emedicine.

• In total, 13 sites yielded moderate quality
of information. The mean Flesch-Kincaid
Reading Ease score was 46.92.

• The mean Flesch-Kincaid Grade Level was
11th grade.

• No P values stated.

• GQS, Health on Net, Flesch-
Kincaid Reading Ease, and
Flesch-Kincaid Grade Level

Evaluation and anal-
ysis of web-based
content pertaining to
esophageal duo-
denoscopy for pa-
tients

Observational
study

Priyanka et al
(2018) [63]

• Internet use was more common at younger
ages, increasing from 14% among those
aged 70 years or older to 38% for those
aged 40-49 years.

• Internet users rated health care providers
as the most influential source of informa-
tion for medical decisions, followed by the
internet, family and friends, and media.

• No P values stated.

• Ranking of sources in terms
of reliability and influence;
use of the internet in age
groups.

Analysis of the per-
ceived importance of
sources of health in-
formation on the
web

Cross-sectional
survey

Couper et al
(2010) [64]

• The review comprised 13 manuscripts on
topics including current frameworks used
to create health care content, health literacy,
and the role of patient stories.

• No P values stated.

• Voting system to develop
criteria for DA standards

Evaluation of ongo-
ing studies regarding
what the standards
for DAs for patients
should be

Cross-sectional
survey

Volk et al (2013)
[65]

aSMOG: Simple Measure of Gobbledygook.
bPEMAT: Patient Education Materials Assessment Tool.
cTRAK: Taxonomy for the Rehabilitation of Knee Conditions.
dVaPE: Video-Assisted Patient Education.
eJAMA: Journal of the American Medical Association.
fGQS: Global Quality Scores.
gSGSS: Sleeve Gastrectomy Scoring System.
hWAI: Web Accessibility Initiative.
imHealth: mobile health.
jDA: decision aid.
kPCa: prostate cancer.
lHF: heart failure.
mRN: Regional nurse.
nHONcode: Health on the Net Foundation Code of Conduct.

Textual Information
A study by Ernest et al [12] used the DISCERN Tool to evaluate
the quality of written information regarding hormone treatment
and surgery, which was found to be poor [66]. DISCERN is a
validated tool developed by an expert panel through a process
of panel debate and health care information analysis. It is noted
to be the “first standardised index of quality of consumer health
information” [66]. The DISCERN Tool comprises 15 key

questions that investigate publication reliability and details of
treatment choices, followed by overall judgment of quality.
Each question is answered on a 5-point scale ranging from no
to yes.

The study by Vivenkanatham et al [18] evaluated textual
information on polymyalgia rheumatica. The study concluded
that for web-based health care content to be effective, readability
must be accessible to people of all literacy levels. Similar
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conclusions on readability were also reached in the study by
Maciolek et al [20], which reported that patient education
materials are most effective when simple language accessible
to a wide patient population is used. A quality assessment study
of web-based content on rheumatoid arthritis analyzed the
readability, applicability, and accessibility of patient education
websites [21]. The mean reading level was found to be 12.1
(SD 2.3), according to the Flesch-Kincaid Readability Tool.
This tool gives a measure of how difficult a passage written in
English is to understand through analyzing factors such as word
length, sentence length, and total number of syllables. It provides
a grade level according to the US educational system ranging
from fifth grade to college graduate [67]. The same study
reported that 78% of the websites assessed were easy to navigate
[21]. Importantly, only 33% of the websites were assessed to
be user friendly for people who are visually or hearing impaired.

An evaluation of web-based information on disorders of sex
development noted strengths, including the tendency of
webpages to present focused information in chunks and in a
logical sequence [12]. A semistructured interview study of
general practitioners conducted by Hjelmager et al [13] revealed
that health information technology apps require textual
information that is targeted to patients and written with the input
of health care professionals.

The study by Rofaiel et al [14] assessed the quality of website
information about inflammatory bowel disease using the
DISCERN score to assess reliability and the relevance of
pertinent details. The mean DISCERN score for patient-searched
websites was not statistically different from that for
physician-recommended websites (3.21 vs 3.62, respectively;
P=.16). Numerous studies [12,13,15-17] identified that
readability, as analyzed by the Flesch-Kincaid Tool, of
web-based information exceeded the recommended sixth to
eighth grade reading levels [68].

In all, 3 studies evaluated the understandability and actionability
of web-based patient information by using the validated Patient
Education Materials Assessment Tool [12,17,20]. The tool
comprises inventories (one for print and another for audiovisual
content) that list desirable and undesirable characteristics of
information and produce a numeric value for understandability
as well as actionability (ie, how easy it is to act on given
information). The scores range from 0% to 100%, and a higher
score indicates that the text is more understandable or actionable.
Web-based educational content pertaining to disorders of sexual
development and tympanostomy tube placement yielded low
actionability scores (mean scores 23% and 44.6%, respectively).
Interestingly, a study by Maciolek et al [20] found that the
Patient Education Materials Assessment Tool understandability
score for academic institution patient educational material
exceeded that for content created by private institutions (P=.02)
and content from websites unaffiliated with a urologist (P=.01).

Discussion Boards or Web-Based Groups
The study by Cedars et al [27] reported on a study of patients
with urethral strictures who participate in web-based discussions
and share experiences to gain emotional support and find
answers. Patients participating in these web-based groups were
more often than not satisfied with their postoperative outcomes.

These findings are supported by the study by Teaford et al [28],
which explored the experiences of new mothers using a
web-based postpartum forum. The study found that web-based
forums provided a sense of community and a platform for
sharing information. They identified five themes pertaining to
the participants’ concept of a web-based community: social
support, anonymity, in-groups, drama, and entertainment.

However, the findings of a study by Castaneda et al [29]
highlight the importance of exercising caution with web-based
forums. The study evaluated the content of peripheral arterial
disease eHealth forums and found that 15.1% of the medical
advice given on such platforms was inconsistent with guidelines.
Furthermore, the study found that 10 of the 18 posts related to
negative personal experiences with health care providers.

It is important to note that there may be differences in patient
engagement when comparing groups that are run by health care
(or affiliated) professional service providers with those set up
by patients or lay individuals themselves. A study comparing
the difference between the effects of peer-led and moderated
groups found that moderated groups were often more active and
therefore had higher patient engagement.

Video-Based Content
The study by Pedersen et al [31] found that 4 participants who
were interviewed after watching a 14-minute educational video
on whiplash injuries felt reassured, particularly because the
video aligned with information that they had received at the
hospital. The study by Finnegan et al [32] reported that people
who visited an information hub where videos were embedded
in the webpage spent longer than 2 minutes on that webpage,
indicating that visitors with average reading capability watch
and listen to the video while browsing the text. The study also
reported that this information hub’s YouTube channel, which
featured videos explaining the concept of herd immunity, was
particularly successful, with visitors spending more than 6
minutes on that page [32].

In the context of managing health conditions, the study by
Button et al [33] found that video-based content was particularly
helpful for patients having physiotherapy for knee injuries
because they were able to visualize the correct technique. Patient
understanding and confidence were found to be improved by
this intervention. In a separate study of 80 anesthetists using a
Video-Assisted Patient Education intervention, 96% reported
that patients felt that they had a better understanding of the
information provided through the Video-Assisted Patient
Education intervention, and 97.5% of the anesthetists felt that
it was a useful form of patient education [34]. However, 46%
noted increased anxiety caused by the intervention [34].

Interestingly, the study by Ferhatoglu et al [36] found in an
evaluation of the quality of YouTube content on sleeve
gastrectomy that patient experience and advertisement videos
were significantly more popular than academic videos created
by medical professionals, according to the Video Power Index
(P<.001 and P<.003, respectively). The Video Power Index
assesses video performance by comparing the video with leaders
in its respective industry, measures its impact and effectiveness
across all platforms, and facilitates strategies to cater to target
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audiences [69]. The study by Erdem and Sisik [37] reported
similar findings and found no significant association between
video traction (likes, dislikes, or views) and usefulness of the
content (Spearman rank correlation ρ=−0.038, P=.61; ρ=−0.003,
P=.97; and ρ=−0.118, P=.12, respectively). Interestingly, the
study found no significant correlation in usefulness to video
length (ρ=−0.106; P=.16) in contrast to the findings of the study
by Biggs et al [38], which concluded that medical videos
categorized as useful had a mean length of 6 minutes and 51
seconds, with the videos rated in the top 10 having a mean length
of 14 minutes and 47 seconds.

Similar to previous findings, a study conducted to assess the
quality of YouTube videos on cataract surgery concluded that
videos created by medical organizations such as the National
Health Service were significantly more useful in terms of
educating patients about the procedure than videos sourced by
independent medical professionals and other sources (P<.001)
[30]. The study by Bademci et al [40] similarly concluded that
medical topic videos on deep vein thrombosis sourced from
medical professionals and hospitals were significantly more
useful than videos from other sources (P<.001).

In a study evaluating YouTube content on varicose veins, it was
found that most of the videos were dominated by the private
health care sector and that the video content presented a distorted
view of treatment options, consequently leading to a skewed
patient perception of the therapeutic options available to them
[39]. Not only were 32% of these videos found to be of poor
quality, but videos from private medical companies were also
significantly more likely to favor minimally invasive surgery
over ligation and stripping than videos from other sources. Once
again, there was no significant association found between quality
of content and viewing frequency.

Visuals or Pictographs
Pictographs are pictorial representations of words or phrases.
The study by Christensen et al [41] described the value of
pictographs in health communication. The study presents the
results of building and testing the game Doodle Health, which
is designed to produce pictographs through crowdsourcing. It
found that this method of pictograph creation yielded positive
feedback from focus groups with regard to usability and
comprehension. Analysis of the feedback found that 62.2% of
the participants praised the game, with a respondent describing
it as “engaging and easy to use.” However, the study also found
that people from diverse cultural backgrounds have different
styles of communication, which may render visually presented
information ineffective for minority groups. Crowdsourcing
pictographs was suggested as a potential solution to this concern.

Device Accessibility
A study by Gogovor et al [42] concluded that the next generation
of web-based educational health care programs should integrate
apps for reasons of (1) accessibility, (2) flexibility, and (3)
security and trustworthiness. Almost all the studies in our review
used web-based platforms and required devices that accessed
the web, with some studies requiring devices that accessed the
video-sharing platform, YouTube, specifically.

A study by Lüchtenberg et al [43] found that only 18% (25/139)
of the health information websites evaluated achieved a high
standard of accessibility for users who are visually impaired as
assessed by the Web Accessibility Initiative guidelines. The
study concluded that web-based educational health care content
should at least meet the requirements of priority 1 (level A) and
preferably priority 2 (level AA) of the Web Accessibility
Initiative guidelines. Developers can ensure accessibility by,
for instance, having text alternatives for all nontext content and
using high contrast ratios of text and images [36].

Few studies used smartphones exclusively to deliver
information. Describing the benefits of using a smartphone, the
study by Bashi et al [44] noted that smartphone adoption is
becoming widespread, meaning more people can be reached;
however, studies on how apps should deliver information in
terms of interface and content is particularly lacking. The study
by Noel et al [45] assessed the impact of a mobile medical app
on plastic surgery patient care. A total of 60 patients answered
questionnaires pertaining to the app, and the results supported
the app’s utility from the patient’s perspective. The mean score
for the app’s ability to answer patient questions was 4.1/5, and
20% of the patients were prevented from unnecessarily calling
the emergency department. The use of a smartphone also
enabled patients to access information from different locations
and allowed for real-time disease management. A systematic
review by Nicholas et al [46] revealed that of the 11 studies of
apps providing patient information, only a third covered core
psychoeducational principles. Furthermore, the average user
ratings were not correlated with either comprehensiveness or
adherence to best practice guidelines (ρ=−0.11, P=.80 and
ρ=−0.02, P=.96, respectively).

Stage of Patient Journey
A qualitative study by Gogovor et al [42] using health care
professionals and patient focus groups found that health care
professionals suggested stratifying access to information
according to stage of advancement in terms of their chronic
pain management. A qualitative study of Oneself, a website
designed for use by patients with chronic lower back pain, found
it to be an effective adjunct to doctor-patient consultations
because patients found that they were unable to have all their
queries answered in the limited time of a consultation [49].

At different stages of a patient journey, decision aids may be
used as adjunctive decision-making tools to support patients.
In the study by Hagerman et al [50], the authors conducted
semistructured interviews of 33 physicians to identify the
desirable characteristics of decision aids. Of the 33 physicians,
20 (61%) stated that patients should be educated on the lack of
urgency with regard to making a treatment decision. Of the 33
physicians, 28 (85%) agreed that decision aids should be
provided to the patient after the consultation when the patient
is at home. Furthermore, 36% (12/33) of the physicians deemed
it very or extremely important that decision aids are designed
to be used during and after consultations.

Tailoring information delivery to the stage of the patient journey
is further supported by the results of the study by Kim et al [51]
who developed a system to organize web-based disease-specific
information according to a situational knowledge base model.
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The approach categorizes information about a specific disease
(eg, thyroid cancer) into sections corresponding to discrete
clinical events (eg, presentation, fine-needle aspiration biopsy,
and diagnosis). In all, 75 patients completed a questionnaire
evaluating the website, which found mean usability to be 4.6/5,
personal relevance of received information 4.7/5, and
comprehension of received information 4.8/5.

Credibility and Completeness of Information
A study by Jamison et al [47] found that 86% of the apps for
pain conditions reported were created with no involvement by
health care professionals. A comprehensive study by Bae et al
[30], assessing the quality of the content of YouTube videos
for cataract surgery patient education, found that there was an
abundance of videos simply showing patients undergoing a live
procedure. More than 20% of the educational videos were
commercial and hence potentially misleading. This may make
it challenging to find high-quality, comprehensive educational
videos on the web.

A study by Pithadia et al [35] used the American Academy of
Dermatology guidelines as a benchmark to evaluate the accuracy

of patient information YouTube videos on psoriasis treatments.
It concluded that 12% of the videos contained high-quality
patient education content, and most of them were not
patient-centric. Similarly, the study by Ferhatoglu et al [36]
used the Journal of American Medical Association benchmark
criteria to assess the educational quality of sleeve gastrectomy
YouTube videos and found that this score was significantly
higher in university-affiliated physician videos than in other
videos (P<.001).

The Health on the Net Foundation Code of Conduct (HONcode)
presents a set of eight principles designed to set the quality
standard for web-based patient information [62] (Textbox 1).
A study by Laversin et al [70] compared 165 HONcode-certified
websites with 165 noncertified websites. Only 0.6% of the
noncertified websites conformed to the principles of the
HONcode compared with 89% of the certified sites (P<.10).
As the study followed certified websites 6 months after
certification, the effect of the HONcode certification shows
short-term sustainability.

Textbox 1. Quality standard (adapted from the study by Laversin et al [70]).

Eight Principles Designed to Set the Quality Standard for Web-Based Patient Information

1. Authoritative: qualifications of the authors indicated

2. Complementarity: information should support the doctor-patient relationship

3. Privacy: personal data collected by the site kept private

4. Attribution: cite all references

5. Justifiability: back up claims relating to benefits and performance

6. Transparency: accessible presentation, accurate email contact

7. Financial disclosure: identify funding sources

8. Advertising policy: clearly distinguish advertising from editorial content

Discussion

Principal Findings
In today’s world of access to knowledge often being initially
web-based, it is of importance for health care professionals to
be able to create effective content. This is further emphasized
in the current environment where minimum contact between
patients and health care providers is required. We performed a
wide scoping review of the literature to identify the features of
web-based content and other telemedicine requirements that

may improve quality of engagement with web-based health care
content in this growing field. Using these results, we have
developed a framework (Figure 2) to facilitate the development
of web-based patient health care content. All the categories
except for one (visual or pictograph) were reported on by 3 or
more papers. We included the visual or pictograph category
after discussion because it was felt to be a relevant and important
means of communicating information. Although the features
identified are, on reflection, intuitive, the framework arms the
content creator with the best available strategies in making the
content engaging and hence effective.
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Figure 2. Infographic framework for modes of engagement for web-based health care content. HONcode: Health on the Net Foundation Code of
Conduct; PEMAT: Patient Education Materials Assessment Tool.

Other similar frameworks such as the International Patient
Decision Aid Standards (IPDAS) and the Standards for
Universal Reporting of Patient Decision Aid Evaluation Studies
(SUNDAE) checklists [65,71] have been developed for the
evaluation of decision aids. However, to the best of our
knowledge, this is the first framework to specifically focus on
engagement with web-based content rather than a checklist
approach to ensuring that decisions are made with appropriate

consideration given to all relevant issues and options. A study
design published by Knerr et al [72] aimed to evaluate patient
behavior in response to a patient decision aid based on the
IPDAS standards but has not reported results. Although patient
decision aids can be a form of web-based content, efforts up to
now have been directed toward ensuring transparency and trust
in imparting information rather than ensuring the ability of
web-based material to engage the user [73]. The need to engage
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people in health care content has been overlooked. We propose
that this framework be used to improve engagement, which in
turn will improve adherence with medical treatment and hence
improve outcomes. Nevertheless, the rigorous process used by
the IPDAS and SUNDAE developers is one that we would be
interested in following in refining and adapting the framework
arrived at through this literature review.

Further work will involve a co-design process with all
stakeholders (including patients) to refine the insights we have
gained from the studies regarding engagement with web-based
content. The personalization of health care content may have
bearing on the issue of engagement. Studies have shown that it
is possible to segment the population according to the likelihood
of responding to health care messages [74,75]. Although our
framework provides the best evidence available relating to
engagement with web-based content, the holy grail may lie in
developing further the field of psychographics for health care.
Although researchers have investigated the way that
segmentation affects a defined intervention, the effect of
segmentation itself is yet to be assessed in a meaningful manner
[75]. The internet is able to bring together varied but related
content using the concept of the semantic web and the
application of folksonomies [76]. The confluence of Web 3.0
(to crowdsource content relevant to a desired health care
behavior), psychographic segmentation (including segmentation
based on the proposed framework), and machine learning may
provide a way forward. We have developed a Web 3.0 health
care content platform (Health Shared) and intend to use it for
this purpose.

Limitations
The findings of this review should be considered in the context
of several limitations. The principal limitation is that most of
the components of this suggested framework are not supported
by strong evidence. The studies were heterogeneous in their
aims, interventions, and outcomes, and some were of poor
methodological quality. Few studies discussed the effect of the
platform used on patient engagement—for example, smartphone

app versus website versus commercial health care
information—which may play a role in patient engagement.
However, given that most of the studies discussed in the review
were general scans of available websites, the framework
developed is largely applicable to the website development
platform. In addition, few studies describe the differences
between informational sites and other modes-of-engagement
systems that provide the ability for patient input and enable
patients to contact their provider or providers; therefore, we
were not able to compare these patient information platforms.

Furthermore, because only the PubMed database was searched,
studies are likely to have been omitted from this review. Despite
this limitation, the components of the framework are intuitive,
and we believe that its application may be beneficial to health
care providers and content creators. Evaluation and subsequent
validation of the proposed framework by key stakeholders,
including patients, clinicians, and content creators, would
increase the robustness.

Conclusions
There is a paucity of high-quality data relating to the factors
that improve users’ quality of engagement with web-based
health care content. Our framework summarizes the reported
studies, which may be useful to health care content creators.
Evaluation of the utility of web-based content to engage users
is of significant importance and may be accessible through tools
such as the Net Promoter score. Web 3.0 technology and
development of the field of psychographics for health care offer
further potential for development [75]. Future work may also
involve improvement of the framework through a co-design
process.

Although there are often specific health care issues needing to
be addressed in response to crisis situations, we believe that
this work is more generally important in facilitating patient
activation and patient-supported self-management, which are
two major pillars in how health care systems need to realign to
keep up with increasing demand.
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