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Executive Summary 
 
Background Information 
 
Health information can be collected through platforms outside of traditional healthcare settings. 
Examples of these platforms include personal health records, web portals, and mobile health 
applications. On the personal level, health literacy is the degree to which individuals can find, 
understand, and use information and services to inform health-related decisions and actions for 
themselves and others. Individuals with lowhealth literacy will have difficulty understanding and 
utilizing these platforms or services to their fullest potential in self-management and improving 
health outcomes. 
 
Purpose 
 
The purpose of this literature review is to identify gaps in the current landscape of 
direct-to-consumer health literacy interventions. The findings will be used to inform future 
interventions. 
 
Findings 
 

 Individuals with lower incomes and educational attainment are the least likely group to 
seek out assistance with health literacy. 

 Consumers with chronic diseases are common users ofelectronic healthcare services. 
 Direct-to-consumer health literacy interventions are shifting toward mobile health 

applications. 
 Direct-to-consumer health literacy interventions are transitioning to a community-based 

participatory research approach. 
 There is a lack of follow-up in direct-to-consumer health literacy interventions to assess 

retention of electronic health tools or clinically significant change in health outcomes. 
 
Introduction 
 
Consumers can generate health data and obtain health information across multiple, digital 
platforms beyond the traditional healthcare settings.1These platforms fall under the umbrella of 
eHealth, which can be defined as “cost-effective and secure use of information and 
communication technologies (ICT) in support of health and health-related fields”.2Examples of 
ICT outside of the traditional healthcare setting include untethered personal health records (PHR), 
web portals, and mobile health (mHealth) tools. In recent times, mobile technology is commonly 
used in eHealth due to its ease of access for consumers in terms of portability and usability.3 
mHealth can now be considered a subset of eHealth, which involves tools such as applications 
found on smartphones, tablets, and computers.4 
 



Health literacy can be described as “the degree to which individuals have the ability to find, 
understand, and use information and services to inform health-related decisions and actions for 
themselves and others”.5 Low levels of health literacy have been linked to poor health outcomes, 
so it is important that individuals have sufficient health literacy when using eHealth.6 
 
A well-known health literacy intervention is the teach-back method. Healthcare professionals use 
this method to ensure patients understand their treatment plan and/or diagnosis.7Other health 
literacy interventions come in the form of eHealth through direct-to-consumer models.8 However, 
there is limited knowledge about eHealth and its impact on health literacy levels in various 
populations.9 Thus, understanding the current landscape of direct-to-consumer health literacy 
interventions will allow for future development of interventions for users with varying degreesof 
health literacy. 
 
A literature review was conducted to understand the current landscape of studies on 
direct-to-consumer health literacy interventions. The literature review will attempt to answer 
several research questions about health literacy: 
 

 What factors drive consumers to determine they need assistance with their health literacy? 
 Where do consumers turn to find help with health literacy? 
 What health literacy resources exist outside of the provider settings? If they exist, how do 

they operate to meet consumers’ needs? 
 What gaps in direct-to-consumer health literacy are unanswered? 

 
Methods 
 
In this study, a search strategy was created to search for relevant articles. The search period lasted 
from September 2, 2021, to September 15, 2021. From the research questions, key concepts 
identified as relevant for the literature review analysis included mobile technology, personal health 
information, health literacy, self-efficacy, and personal health records. These key terms were used 
to construct search terms to find relevant publications. The search terms were finalized based on 
input from a medical librarian at the Texas Medical Center Library. PubMed was chosen as the 
sole database, as it contains millions of full-text articles from life sciences and biomedical science 
journals. Duplicate publications were removed using Zotero’s duplication finder. During the 
full-text review and analysis process, additional relevant articles were identified through forward 
snowballing.  
 
Only articles within the last 10 years were included in the study’s evaluation process. After the 
duplicate articles were removed, the titles and abstracts were screened based on an 
inclusion/exclusion criterion for relevance. Articles were deemed relevant if they tracked health 
literacy scores or health-related scores/parameters or self-efficacy, the basis of the study revolved 
around personal health management or self-management or self-efficacy in relation to health 
promotion and health education concepts or health literacy, and the interaction was performed 
outside of the traditional healthcare setting such as interactions with one’s healthcare provider. 
This same screening criteria was utilized during the full-text review. Many articles were excluded 
because usability principles in mobile application design were the primary objective of the study. 
Other studies were excluded if they included interaction with doctors as part of the intervention or 



tethered personal health records and patient portals were used in the study, as these tools are 
connected to a medical organization’s electronic health record (EHR) system. The only exception 
to this rule is when a study involves the use of an untethered PHR where an individual has the 
choice to integrate their personal health record into a medical organization’s EHR system. 
 
Full-text articles were reviewed in an ascending chronological order with column topics using the 
Matrix Method,which involved the construction of a matrix with column topics such as: title, 
purpose, variable(s), methodological design, number of subjects, sampling design, results, and 
significance of the article in relation to the objective of the literature review.10Figure 1depicts the 
flow of the documents throughout the review in a PRISMA Flow diagram.11 
 
Results 
 
A total of 712 articles were identified from the initial search strategy. Eighteen of these articles 
were duplicates. Zotero was used to remove the duplicate articles, and 19 additional articles were 
found through forward snowballing. A total of 713 records were screened using the 
inclusion/exclusion criteria. After screening the title/abstracts, 104 articles were determined to 
meet the criteria for full-text assessment. A total of 74 full-text articles were excluded after the 
full-text assessment, leaving 30 articles included in the final review. Table 1 summarizes the type 
of research approach and study design for the 30 studies.12–41  
 
Twenty-two of these studies were quantitative studies, five studies were qualitative studies, and 
three studies were mixed-methods studies. From the 24 quantitative studies, eight of the studies 
were cross-sectional studies;10 studies were randomized controlled trials; two studies were a 
pre-test, post-test study; one study was a longitudinal study; and one study was a non-randomized 
controlled trial. From the five qualitative studies, four of the studies were thematic analysis 
through oral communication (focus groups and interviews), and one study was a content analysis. 
From the three mixed-methods studies, one study was a prospective study, one study was a 
feasibility study, and one was an exploratory sequential mixed-methods study design. The 30 
studies were analyzed for broad areas or themes. Eight themes were identified, and the themes are 
presented in the following subsections titled accordingly to the research questions. 
 
What Factors Drive Consumers to Determine They Need Assistance With Their Health 
Literacy? 
 
Theme 1: Individuals with low incomes and educational attainment are the least likely group to 
seek out assistance with health literacy. 
 
Two cross-sectional studies examined the association between demographic and/or 
socioeconomic factors with the usage of eHealth or health-related seeking behavior on the 
Internet.20,25,30 One study found older males (>65 years old) with a low socioeconomic (defined by 
education and income) status were the least likely group be associated with eHealth activities such 
as tracking personal health information online, looking for health information online, or utilizing 
an online social support group compared to counterpart groups such as women, 18-34 year old 
adults, and high SES adults.20 Another cross-sectional study reported individuals with low SES 
were least likely to engage in using the internet to search for health information.25 In the same 



study, the researchers reported individuals who did use personal health information management 
tools were more likely to engage in eHealth activities. Lastly, another cross-sectional study found 
individuals who were young, college-educated, or have high family incomes use personal health 
management (PHM) tools (text messaging services, scheduling appointments online, and refilling 
prescriptions online) more than their counterpart groups.34 
 
Other studies targeted specific populations researchers thought to be considered low SES status 
such as disadvantaged mothers and pregnant women, rural communities, undernourished 
communities, and underserved communities.17,26,29 For example, researchers created a mHealth 
intervention targeting Type 2 diabetic individuals in rural communities using a pre-test, post-test 
study design.26 The two-week mHealth intervention consisted of diabetes self-management videos 
accompanied with quizzes, reminders, and a diabetes dictionary. Results from this study were 
improvements in scores for Rapid Estimate of Adult Literacy in Medicine (REALM), which 
measures health literacy; Diabetes Knowledge Test, which measures diabetes knowledge; and 
Diabetes Self-Efficacy Scale, which measures diabetes self-efficacy. The researchers noted these 
changes were clinically significant. 
 
Theme 2: Consumers with chronic diseases are common users of electronic healthcare services. 
 
A key finding was individuals who are frequent users of healthcare or are managinga chronic 
condition are common users of electronic healthcare services. One cross-sectional study measured 
hypertension prevalence and its association with personal health information management. The 
researchers found adults who reported a hypertension diagnosis were more likely to conduct 
health-related searches than adults who did not have a hypertension diagnosis.25 Another 
cross-sectional study found the proportion of individuals who reported either a single chronic 
condition or multiple chronic conditions used PHM tools (text messaging services, scheduling 
appointments online, and refilling prescriptions online) significantly more than individuals with 
no chronic conditions.34 Among those with multiple chronic conditions, those who reported 
“Good/Excellent” health status were more likely to use PHM tools than those who reported 
“Fair/Poor” health status. This observation was seen in the aforementioned cross-sectional study 
as well.25 
 
Although some studies did target the general population, many studies looked at populations with 
chronic diseases. Examples of these chronic diseases are hypertension, diabetes, pediatric cancer, 
HIV/AIDS, and breast cancer.13,16,19,22,24,26,32,33,37,40 For one of these studies, the researchers 
conducted a randomized controlled trial mHealth intervention for persons living with HIV 
(PLWH).37 The intervention group received a customized PHR for PLWH and received 
educational sessions on HIV literacy and eHealth competency skills. Researchers reported the 
intervention group showed significantly greater improvements in Patient Activation Measure 
(PAM), which measures patient activation, and eHEALS,which measures eHealth literacy, than 
the control group. 
 
Theme 3: Major barriers to eHealth for current and potential consumers are concerns about 
privacy. 
 



Nine studies reported consumer’s concern about privacy related to sharing health information data 
through eHealth.13,21,23,24,28,28–31,36Consumers were generally fearful about their privacy. Key 
findings concluded that consumers are concerned their confidentiality could be breached or that 
sensitive personal health information was not safe from hackers. One study examined potential 
barriers to implementation of a personal health information management system, and the 
researchers found individuals who reported discomfort about the use of technology or the security 
of online health information were less likely to believe PHM systems would help achieve one’s 
health goals compared to individuals who are comfortable with using technology or the security of 
online health information.30 Assurances about online data being secure would be beneficial and 
needed before engaging with an eHealth tool. However, some studies did find individuals were 
willing to use an eHealth tool despite their concerns about security and privacy.24,28 In one study, 
Type 2 diabetic individuals were given a PHR for three to six months.24 The researchers 
interviewed the individuals about their usage at follow-up visits. Very few participants expressed 
privacy, which was surprising to the researchers in which they argued the participants accepted 
potential positive gains regarding PHR usage despite security and privacy risks. Another study in 
postpartum women and their opinion about PHR usage through a mobile device identified a 
minority (20 percent of the total participants) group of women who were concerned about privacy 
and security.28 However, 93.8 percent of individuals who reported privacy concerns were still 
interested in using a PHR. The researchers did not offer an argument for this observation, but they 
noted the high interest suggests PHRs are an underutilized tool. 
 
Where Do Consumers Turn to Find Help With Health Literacy? 

Theme 4: Consumers utilize the internet and provider interactions rather than eHealth tools to 
search for health-related information. 
 
A few studies looked at consumer engagement with digital health technology in health-related 
information searches.18,29,31 Key findings were that consumers prefer using the internet (e.g. 
Google, YouTube, and Facebook) or found helpful information in patient forums or online support 
groups. In one study with disadvantaged mothers and pregnant women, participants valued 
face-to-face contact more than the use of patient portals or text messaging systems.29 Another 
study found college aged individuals using a personally controlled health management system 
identified the poll and forum as the most engaging and useful feature of the system.18 Old 
consumers who did engage in health-seeking behavior on the internet reported they had trouble 
identifying credible and trustworthy sources.31 
 
What Health Literacy Resources Exist Outside of the Provider Settings? If They Exist, How 
Do They Operate to Meet Consumers’ Needs? 
 
Theme 5: Direct-to-consumer health literacy interventions are shifting toward mHealth 
applications. 
 
AppendixAsummarizes the study and results of the direct-to-consumer health literacy 
interventions.12,15–19,22,24,26,27,32,33,35,35,37–41 Unless stated otherwise, the subjects were based in the 
United States.In recent times, the technology medium has shifted from web portals and 
computer-based resources (eHealth) to smartphones (mHealth). Some of these tools involved 
instructor-based methodology (e.g., virtual advisor, researcher-led educational sessions, and 



expert support) while other tools were used as a stand-alone resource, which included educational 
modules and/or videos accompanying the modules.12,15–19,22,24,26,27,32,33,35,35,37–41 
 
Theme 6: Direct-to-consumer health literacy interventions are transitioning to a 
community-based participatory research approach. 
 
Previous research did not mention the involvement of participants during the eHealth development 
process.12,15–19,22,24,26,27,32,33,35,39,40Over time, the researchers deliberately involved the target 
audience in developing the technology through a study methodology known as community-based 
participatory research (CBPR).17,37,38,41One direct-to-consumer health literacy intervention 
targeting insurance health literacy in ethnic minority groups developed a partnership with 
organizations involved in Affordable Care Act outreach.38 The partnership worked together to 
develop a website and video series designed to improve health insurance literacy. Contents of the 
website were developing using findings from focus groups with participants. The researchers 
reported intervention participants had animproved knowledge of health insurance eligibility, 
higher self-efficacy, and intention to seek help with insurance navigation compared to the control 
group. Another health literacy intervention using a CBPR methodology was the previously 
mentioned HIV+ PHR study in Theme 2.37 Stakeholders and people living with HIV (PLWH) had 
an active role in the development of the study. The educational sessions about HIV knowledge and 
eHealth competency were developed using findings from one-on-one interviews with PLWH. The 
difference in Patient Activation Measure and eHEALS was statistically significant between the 
intervention and control group. 
 
What Gaps in Direct-to-Consumer Health Literacy Are Unanswered? 
 
Theme 7: No standard measurement for health literacy combining general functional literacy 
skills and eHealth literacy skills was across all studies. 
 
From the studies included in this review, various instruments were used to measure and test 
changes in health literacy. Examples of these instruments include the eHealth Literacy Scale 
(eHEALS), Rapid Estimate of Adult Literacy in Medicine (REALM), and the Newest Vital Sign 
instruments.13,14,22,26,29However, no standardized assessment was used across all interventions. 
Many of the direct-to-consumer health literacy interventions utilized a knowledge or literacy test 
pertinent to the study’s research topic such as the Literacy Assessment for Diabetes, Diabetic 
Knowledge Assessment, Diabetes Knowledge Test, an Arabic translation of the Diabetes 
Knowledge Test, an adapted version of the Health Insurance Literacy Measure, a nutrition literacy 
test for mothers, or interpreting health data in various presentation formats.19,26,32,38,39,41 
 
Theme 8: There is a lack of follow-up in direct-to-consumer health literacy interventions to assess 
eHealthtool retention or clinically significant change in health outcomes. 
 
Although a majority of the direct-to-consumer health literacy interventions reported statistically 
significant differences in levels of health literacy (as measured by a scale or knowledge assessment 
test) between intervention and control groups, littletono follow-up was done to evaluate whether 
the intervention led to significant changes in health outcomes. Only one longitudinal study 
followed the usage of personal health records (PHRs) over five years.33 The researchers found 



long-term users were diabetics who measured their blood glucose levels. Also, studies have 
indicated changes in health literacy did not lead to changes in clinical outcomes. For example, the 
direct-to-consumer health literacy involving HIV+ patients indicated the intervention group 
showed statistically significant change in e-health literacy and patient activation.37 However, the 
researchers point out no statistically significant differences in medication adherence or health 
status levels were found between the control and intervention group. Another study identified 
levels of internal health orientation and having trust in digital information were more significant 
predictors in the usage of digital health than health literacy.29 This observation was consistent with 
another study that found certain coping mechanisms and adjustment toward a disease correlated 
with an internal motivation to use a PHR.27 The researchers identified approach-oriented coping 
style individuals were more likely to use the PHR heavily in tracking symptoms versus 
avoidance-oriented individuals. 
 
Discussion 
 
An analysis of the studies in the review led to the identification of eight themes that could be 
utilized in the development of future direct-to-consumer health literacy interventions. 
 
The review identified two major groups where health literacy interventions can have a noticeable 
impact in health literacy skills and health outcomes: low SES individuals and individuals with 
chronic diseases. The American Journal of Managed Care (AJMC) reports both of these groups as 
vulnerable populations in the United States.42According to AJMC, these populations experience 
“greater risk factors [and] worse access to care” compared with the general population. The 
presence of limited health literacy in vulnerable populations could be an explanatory factor in the 
development of disease, so future health literacy interventions targeting vulnerable individuals 
may reduce health disparities.43For chronic diseases, six in 10 adults in the United States have at 
least one chronic disease.44 Dunn and Conard argue providing only education to individuals with 
diabetes or cardiovascular disease is not enough in eliciting behavior change because these 
diseases require a high level of patient involvement.45 The researchers believe effective 
self-management skills include knowledge about the disease and medication as well as being able 
to communicate information effectively to a healthcare team. Furthermore, Dunn and Conard 
propose a solution in which a progressive model, the Dunn-Conard model, for building functional 
and critical health literacy skills in chronic disease individuals. They envision the ideal active 
participant would be involved in shared decision making with the healthcare provider. The usage 
of the Dunn-Conard model in direct-to-consumer health literacy interventions may not be feasible 
due to limited provider or expert support. To increase this feasibility, a CBPR methodology could 
be used to involve expert stakeholders in developing educational content delivered in a stand-alone 
manner. 
 
Nonetheless, privacy and security concerns exist as a barrier for increasing health literacy through 
eHealth. In fact, users who expressed being uncomfortable with technology or concerns about the 
privacy of health information online were more likely to report the usage of personal health 
information management tools would not have a positive effect on their overall 
health.30Addressing security and privacy concerns through general education about technology 
and cybersecurity throughout the intervention could be a way to overcome this barrier. 
 



The transition from direct-to-consumer health literacy technological mediums to mHealth such as 
smartphones, laptops, and tablets was not surprising. According to Lin and Lou, the transition 
from eHealth to mHealth is due to the removal of barriers related to accessibility of technological 
equipment and integrated communication channels.46 Developing direct-to-consumer health 
literacy interventions through mobile health technology may be appropriate for low SES 
populations because the current technology landscape in the United States indicates there is an 
increase in smartphone ownership among lower-income Americans.47Current research indicates 
mHealth are difficult for current consumers to utilize to its fullest potential because consumers 
have trouble interpreting the health information and applying it toward improving health 
outcomes.48  
 
Tailored health communication promotes change in health behavior due to an increased level of 
perceived personal relevance, so specific populations should be identified before developing 
mHealth.49 Incorporating community-based participatory research (CBPR) methodologies in the 
development of direct-to-consumer health literacy interventions can lead to the promising 
development of a robust tool for patient engagement. An advantage of CBPR is that individuals 
will feel empowered and engaged with the intervention.50 Cultural humility is demonstrated 
between the researchers and participants, as collaboration provides a way to address cultural 
differences between individuals. Trust is developed between the members of the partnership, and 
the project becomes credible as it aligns with the community in shared social and health goals. 
 
Other technical suggestions in the design of mHealth include the presentation of educational 
material and health-related information being at an eighth-grade level or below since the average 
resident in United States reads at an eighth grade level.51In the development of mHealth 
applications, design and usability considerations must be taken into account because the majority 
of users may stop using the applications due to loss of interest, burdens in data entry, and hidden 
costs.52One way to evaluate the usability of the application is to utilize a usability questionnaire. 
One questionnaire has been developed for mobile health applications known as the mHealth App 
Usability Questionnaire (MUAQ). The questionnaire has demonstrated reliability and validity 
which makes it a valuable scale for mHealth usability inquiry.53  
 
Current research indicates the lack of a standardized instrument in measuring health literacy across 
all interventions, but reliable and valid scales do exist, which can be used as screening measures 
for low health literacy levels.54These screening tools can identify low functional skills relevant to 
health literacy such as the Short Assessment of Health Literacy and the Rapid Estimate of Adult 
Literacy in Medicine.55 E-health literacy can be screened using the eHEALS scale, which has been 
shown to be a reliable and consistent measurement tool.56The usage of these tools can identify 
specific skills that are assessed in future direct-to-consumer health literacy interventions. 
Furthermore, specific knowledge assessments can be used in-conjunction with these screening 
tools to determine statistically significant changes in health knowledge between the intervention 
and control groups. 
 
It is important to acknowledge health literacy does not always correlate with self-efficacy and 
health outcomes.37,57 In other words, a high health literate individual may not have the best health 
status or believe they can change their health status compared to individuals with lower health 
literacy. This observation suggests the plausible interaction between social determinants of health, 



self-efficacy, and health literacy in affecting one’s health outcome.43Current research has shown 
critical health literacy, which involves higher level thinking, is an important skill, leading to higher 
levels in self-reported involvement of medical decision-making.58Other research has indicated 
individuals with higher levels of internal health locus of control are willing to utilize health 
applications to monitor or change their behavior than groups with lower levels of an internal health 
locus of control.59Future direct-to-consumer health literacy intervention should address levels of 
self-efficacy and work toward improving the individual’s self-efficacy and internal health locus of 
control.  
 
The literature review has limitations. First, the study may not have captured all relevant articles to 
direct-to-consumer health literacy interventions in the PubMed database. A reasoning for this 
event may be due to the search terms. Terminology regarding direct-to-consumer health literacy 
interventions may be difficult to identify in a database context, so a wide range of terms need to be 
used in the future. Also, other peer-reviewed journals in different databases may have relevant 
articles not found in the PubMed database. Future research should include more databases and 
develop a robust search strategy to ensure more studies regarding direct-to-consumer health 
literacy interventions are identified.  
 
Conclusion 
 
eHealth and mHealth technology are promising mediums for direct-to-consumer health literacy 
interventions with mHealth becoming more relevant due to the high prevalence of smartphone 
users in the United States population. The literature review identified several themes that could be 
utilized in the future development of direct-to-consumer health literacy interventions. Barriers 
deterring future users of these tools include privacy and security concerns, as well as the design 
and usability of potential mHealth. Potential target audiences have been identified such as low 
socioeconomic status groups, but interventions in health literacy may not be enough to induce 
clinically significant behavior change. Direct-to-consumer health literacy interventions should 
address an individual’s self-efficacy and internal health locus of control throughout the usage of 
the tool. 
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Rural Access and Usage of Patient Portals: A 2019 Health Information National Trends 
Survey Analysis 
By Grishma P. Bhavsar, PhD, MPH; Ashley S. Robertson, PhD, JD; and Dalton Pena, MSHA 
 
Abstract 
 
To examine differences in rural and urban respondents’ use of and access to patient portals in the 
United States, this study used the 2019 National Cancer Institute’s Health Information National 
Trends Survey (HINTS) 5, Cycle 3.A cross-sectional secondary data analysis utilizing jackknife 
weighting procedures was used to generalize the findings to be nationally representative.Despite 
similar rates of providers maintaining an electronic medical record system, adjusted analyses 
found that rural respondents had lower odds of being offered access to a patient portal by their 
healthcare provider (OR: 0.60; 95 percent CI: 0.39-0.91) and accessing their patient portals in the 
last 12 months (OR: 0.62; 95 percent CI: 0.43-0.91) when compared to their urban 
counterparts.Additional research is needed to determine effective strategies for overcoming 
geographic and structural barriers to adoption of this technology by rural residents.  
 
Keywords: rural, patient portal, disparity, technology 
 
Introduction 
 
Healthcare continues to experience a need to meet the ambitious systematic approach of the 
Institute for Healthcare Improvement’s (IHI) Triple Aim initiative: to improve the health of 
populations, reduce per capita cost of healthcare, and improve the patient experience.1 In an 
effort to meet the needs of improving the patient experience, collaboration between healthcare 
organizations, physicians, and the engagement of patients is fundamental.2 While initiatives 
foster collaboration at professional levels, patient engagement tends to be a more challenging 
aspect of individualized, family, and population healthcare. The use of electronic medical 
records (EMR), personal communication technologies, and patient portals provide a means to 
increase patient engagement and thus improve quality care and patient satisfaction.  
 
Patients are showing an increased need to access their health information since the “Big Push” 
for EMR systems in 2009.3 A patient portal, the primary method of accessing one’s own health 
information, is “a secure online website that gives patients convenient, 24-hour access to 
personal health information from anywhere with an internet connection.”4 Patient portal use is 
primarily used to securely message physicians, schedule appointments, request prescription 
refills, and review lab results and educational materials.5,6 The benefits of patient portal use have 
shown to increase patient satisfaction,7,8 disease awareness,9 communication with providers,10 
and support medication management and adherence.11-14Studies on the association of patient 
portal use and improved patient outcomes, however, have mixed results.15-18 
 
Despite these benefits and an increase in the use of other technologies in healthcare, access and 
use of patient portals remains low in the United States, increasing from 25.6 percent in 2014 to 
31.4 percent in 2018.19-21 Barriers to patient portal adoption include lack of provider and patient 
buy-in, lack of awareness of portal functions, and negative patient experiences using 



portals.22Additional reasons for not using patient portals include patients’ desire to speak directly 
to healthcare providers and privacy and security concerns.23,24 
 
The lack of patient portal use is particularly concerning for residents of rural communities, who 
generally experience reduced access to healthcare at all levels, as well as a greater travel burden 
to access care.25 This population stands to benefit considerably from increased utilization of 
patient portals, as they provide a salient means of direct engagement between patients and 
providers. Despite recent studies finding healthcare providers in rural areas maintaining EMRs at 
similar rates to urban areas, rural patients are less likely to access online medical records, email 
providers, and manage personal health information online.26,27 This study examines disparities in 
both:being offered access to and utilization of patient portals, as well as patient-reported 
explanation of utilization or non-utilization, by rurality.  
 
Methods 
 
Data for this analysis was drawn from the National Cancer Institute’s 2019 Health Information 
National Trends Survey (HINTS) 5, Cycle 3. The annual survey provides a nationally 
representative sample of civilian, non-institutionalized adults aged 18 and older and monitors 
changes in health communication, with a specific interest in use of cancer-related information. 
Data collection for this particular cycle of the survey took place from January through May 2019 
via a mailed questionnaires and web pilot and collected a total of 5,438 responses. Specific 
details on the sampling and data collected protocols can be found in the dataset’s methodology 
report.21 Respondents that reported their provider did not maintain an electronic medical record 
were excluded from the analysis (n=1,053).  
 
This analysis examined two dependent variables: whether the respondent was offered access to 
the patient portal (“Have you ever been offered online access to your medical records by your 
healthcare provider?” dichotomized as yes versus no/don’t know) and whether the respondent 
accessed the patient portal within the last 12 months (“How many times did you access your 
online medical record in the last 12 months?” dichotomized as yes [1 or more times] versus no [0 
times]). The term “online medical record” in the survey was appropriately interpreted as a patient 
portal in this analysis. Using the United States Department of Agriculture’s (USDA) 2013 Rural-
Urban Continuum Codes, respondents were categorized as urban (1-3) and rural (4-9) as the 
independent variable. The control variables included gender (male, female), age (18-34, 35-49, 
50-64, 65-74, 75-plus years), race and/or ethnicity (non-Hispanic white, non-Hispanic Black, 
Hispanic, non-Hispanic Asian, non-Hispanic other), education (less than high school, high 
school graduate, some college, college graduate or more), health insurance (yes/no), regular 
healthcare provider (yes/no), and use of internet (yes/no).  
 
Using SAS 9.4, this cross-sectional analysis utilized jackknife weighting procedures for complex 
survey design to generalize the findings to be nationally representative. Additional information 
about the weighting procedures can be found in the HINTS methodology report.28 Descriptive 
statistics were performed to describe the sample characteristics. In bivariate analysis, chi-square 
tests at the 95 percent confidence level (=0.05) were conducted to examine rural or urban 
differences in being offered access to a patient portal and accessing the patient portal. An 



adjusted logistic regression was performed to examine potential predictors of the dependent 
variables, controlling for respondent demographics.  
 
Results  
 
There were no differences in providers maintaining electronic medical records (79.1 percent 
urban versus 76.5 percent rural; p= 0.4607; analysis not shown). The remaining analyses 
included only the providers that were maintaining an electronic medical record (n=4,293). Of the 
4,293 respondents, 3,826 (89.1 percent) were urban residents and 467 (10.8 percent) were rural 
residents. Respondents were predominately female, non-Hispanic (NH) white, 50-64 years old 
with some college education, health insurance, a regular healthcare provider, and access to 
internet (Table 1).  
 
Chi-squared tests found significant differences in race and/or ethnicity and education by rurality. 
A larger percentage of rural respondents were NH white (84.5 percent versus 63.2 percent), 
while a smaller percentage were Hispanic (7.4 percentversus 16.4 percent) when compared to 
urban respondents. Fewer rural respondents were college graduates (21.4 percentversus 33.2 
percent; p=0.0017). In bivariate analysis, there were significant differences in whether providers 
offered access to and whether the respondent accessed a patient portal (Table 2). Rural 
respondents were less likely to report being offered access to a patient portal (56.9 percentversus 
66.9 percent; p=0.0397) and less likely to access a patient portal (35.9 percentversus 48.4 
percent; p=0.0046).  
 
No differences in primary use of patient portals or reasons for not accessing patient portals were 
found among rural respondents when compared to their urban counterparts (Table 3).  The 
majority of patient portal users found it easy to understand (90.6 percent) and useful (86.7 
percent). The primary use of patient portals was to view test results (86.6 percent), securely 
message a healthcare provider and staff (52.7 percent), and request a refill of medication (46.7 
percent). The primary reasons for not accessing a patient portal were that respondents preferred 
to speak to a healthcare provider directly (73 percent) and they did not perceive a need to use the 
patient portal (59.1 percent). Again, no differences in reasons for lack of accessing a patient 
portal were found between rural and urban respondents.  
 
Adjusted logistic regression (Table 4) estimated differences in accessing a patient portal in the 
last 12 months (Model 1) and being offered access to the patient portal by a healthcare provider 
(Model 2). In Model 1, identifying as female (OR: 1.52, 95 percent CI: 1.18-1.97) and having an 
education of high school graduate or greater was associated with greater odds of having accessed 
a patient portal in the last 12 months. While living in a rural area (OR: 0.62; 95 percent CI: 0.43-
0.91), identifying as NH Black (OR: 0.56; 95 percent CI: 0.36-0.89), not having a regular 
healthcare provider (OR: 0.49; 95 percent CI: 0.35-0.70), and having no internet use (OR: 0.28; 
95 percent CI: 0.15-0.51) were associated with lower odds of having accessed a patient portal in 
the last 12 months.  
 
Model 2, which demonstrates the odds of being offered access to a patient portal by a healthcare 
provider, shows that living in a rural area (OR: 0.60; 95 percent CI: 0.39-0.91), identifying as 
Hispanic (OR: 66; 95 percent CI: 0.48-0.90) or NH Asian (OR: 0.46; 95 percent CI: 0.27-0.77), 



not having a regular healthcare provider (OR: 0.40; 95 percent CI: 0.29-0.56), and not having 
internet use (OR: 0.30; 95 percent CI: 0.20-0.45) were associated with lower odds of having been 
offered access to a patient portal.  
 
Discussion 
 
Coinciding with other recent studies, this study found no differences in providers maintaining 
electronic medical records whether in rural or urban areas.29,30Despite providers using electronic 
medical records at similar rates, the findings from both models in this study indicate rural 
residents have lower odds of being offered access to a patient portal and are subsequently less 
likely to actually access a patient portal. Adjusted models are consistent with rural, racial, and 
education disparities found in the literature on access of and being offered access to patient 
portals.31-40 Additionally, these findings confirm previous studies on reasons patient portals were 
utilized41and further confirm that there are no rural or urban differences in reasons for not 
wanting to access a patient portal.  
 

This analysis demonstrates that despite continued attempts to focus on patient engagement, low 
patient portal use continues. Without providers encouraging and supporting use of patient 
portals, low adoption rates are likely to persist and potential benefits and improvements to the 
patient experience will go unrecognized.42,43 Previous studies have found that provider 
encouragement to use patient portals increases the odds of a patient using the portal by almost 10 
times.44Helping patients understand the benefits of accessing their patient portal is critical to 
ensuring this technology is used to improve health outcomes for all.However, provider 
encouragement is only a piece of the puzzle to increasing patient portal use. Other studies have 
pointed to effective strategies that can be implemented at an organizational level, such as: 
providing ongoing technical assistance or continuing to monitor usage and satisfaction. 
 
Limitations 
 
Several limitations should be considered when evaluating the results of this research. The first is 
that the HINTS survey response rate was approximately 30 percent, leading to the potential that 
the findings of this study are not representative of the study population as a whole due to 
nonresponse bias. The survey is also limited to those living the United States and, therefore, 
cannot be generalized to other countries. In addition, as this study analyzes cross-sectional data, 
we cannot infer a causal relationship between rurality and odds of use of and access to patient 
portals. Further, given the limitations of the survey data, we were unable to control for a number 
of provider-level factors that could help to elucidate likelihood of patient exposure to patient 
portals or effectiveness of portals at the provider level. While additional data on patient 
preferences could be used to explain some of the reasons for the limited access of patient portals 
by rural populations and assist vendors in designing more useful patient portals, this analysis was 
limited to the data available in the HINTS survey. Finally, as HINTS data is self-reported, there 
is a strong potential for inaccurate recollection of past offers of access to such portals. Given the 
relative lack of assignment of social desirability value of actually accessing patient portals, there 
is little concern as to potential for social bias.  
 
Conclusion 



 
Patient portals hold the potential of further engaging patients in their care by connecting them to 
their own health information. However, our results indicate that there remain significant 
differences in the access and usage of patient portals by rural populations. Continued support in 
the form of financial incentives and legislative provisions must focus on addressing geographic 
and structural barriers faced by rural communities in adopting and embracing technology, such 
as patient portals. In the meantime, it is imperative to recognize that the digital divide continues 
to exist and increasing the availability of the internet and using provider encouragement as a tool 
to promote the use of patient portals continue to be necessary. Additional research must be 
conducted to determine effective strategies to overcome barriers to patient portal adoption among 
rural populations and determine specific features within patient portals that lead to consistent 
improvements in care processes and health outcomes. 
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Perceptions and Concerns of SUD Treatment OrganizationsRegarding the CARES 
Act’s Alterations to Patient Confidentiality Regulations 
By Julia Ivanova, MA; Michael Saks, PhD; George Karway, MS; Anita Murcko, MD; Candy 
Espino, MBA;  Chase Millea, JD; Melissa Soliz, JD; and Adela Grando 
 
Abstract 
 
Objectives:Learn how substance use disorder (SUD) treatment organizations view and respond 
to changes in confidentiality and disclosure law following adoption of CARES ActSec. 3221 and 
prior to promulgation of revised implementing regulations.  
 
Methods:Online survey followed by informal interviews. Representatives of SUD organizations 
reported their degree of awareness of Sec. 3221 provisions and their organizations’ views on 
amendments to disclosure practices;current and future changes of organizational policies; 
difficulties anticipated in implementing new rules; and preferences for resources.  
 
Results:Forty informant surveys on 30 organizations completed. Participants (62.5 percent) 
indicated being somewhat knowledgeable about Sec. 3221. Evenly divided positive and 
concerned views on Sec. 3221 reflect tension between preserving confidentiality of patient 
records and improving coordination of care. Most (76.7 percent) reportedorganizational 
discussions on Sec. 3221. Some (30 percent) identified changes to make in near future.Over a 
third expected few or no barriers to implementing changes to privacy and disclosure practices, 
while most (64.7 percent)expected hindrances including complexity and tensions in the law, staff 
education, cost, technological adjustments, and changes in the ways SUD organizations interact 
with external organizations and individuals. To overcome barriers noted, participants expressed 
desire (66.7 percent) for teaching tools such as webinars and templates to follow. 
 
Conclusions:SUD treatment organizations began thinking of and planning for proposed changes 
well before expected implementation ofSec. 3221. Their concerns reflected practicalities of 
implementation, determining content of law, and wondering about the extent to which it solves 
problems (improving coordination of care among various providers) or endangered other goals 
(protecting confidentiality of SUD patient records).  
 
Keywords: Part 2, CARES Act Sec. 3221, substance use disorder treatment organizations, 
confidentiality, coordination of care 
 
Introduction  
 
In March 2020, Section 3221 of the Coronavirus Aid, Relief, and Economic Security Act 
(hereinafter referred to as Sec. 3221) became law, calling for substantial changes in long-
standing privacy and confidentialityregulations (42 U.S.C. § 290dd-2), which had protected the 
personal health information of patients withsubstance use disorder (SUD) who are treated by 
federallyassisted SUD treatment organization providers. This change creates a set of challenges 
to patients and providers in that it shifts the working presumption of the law from restricting 
disclosure of SUD patient records to encouragingHealth Insurance Portability and 
AccountabilityAct (HIPAA)-like disclosure.  



 
Existing law, including its implementing regulations (42 C.F.R. Part 2) (collectively, “Part 
2”),had restricted whetherand what identifiable health information of such patients may be 
disclosed without the patient’sprior written consent. Part 2’s central purpose was to 
encouragepatients to seek and remain in treatment by ensuring the confidentiality of their SUD 
information.1-4 That contrasts with HIPAA, which permits treating providers and other regulated 
entities to shareidentifiable information for treatment, payment, and healthcare operations (TPO) 
without a patient’s additionalauthorization or consent.  
 
Sec. 3221 changes Part 2 most notably by streamlining disclosure requirements to alignmore 
closely with HIPAA by expressly permitting use of one-partyconsent to authorizeall subsequent 
disclosures,5 as well as re-disclosures, of Part 2-protected SUD information for atleast HIPAA-
permitted TPO purposes, unless thepatient revokes consent. In contrast, the prior rule required 
patient consent for each disclosure of the patient’s Part 2 data (including for TPO).6 
 
Ease-of-disclosure versus privacy-of-records is a controversial issue. On one hand are the 
benefits of improved coordination of care.7 By authorizing disclosure with a single act of 
consent, patients can facilitate the integration of their care, enabling their healthcare providers to 
work together more easily for the patient’s benefit. Illustrating the problem, one study found that 
use ofelectronic health information exchange (HIE) on discharge from acute care hospitals was 
88 percent, while the frequency from psychiatric units was only 56 percent.8 More expansive 
consent would also facilitate such activities as quality improvement,claims management, patient 
safety, training, and strengthening of program integrity. 
 
On the other hand, a high degree of confidentiality is thought to be necessary to help SUD 
patients feel safe enough to seek treatment. Indeed, that was one of the central motivations for 
the initial statute, 42 U.S.C. 290dd-2, which led to Part 2.9Without such protection, the concern 
is that fewer patients will obtain treatment and society’s SUD challenges will persist or worsen.  
 
Under Sec. 3221, SUD patientscan give broad and perpetual permissionfor disclosure of their 
health information without appreciating how extensive that consent might be.10If shared with 
anHIE, disclosure becomes widely available for all permitted uses. At the time of granting 
consent, typically at the initiation of care, patients are unlikely to anticipate the extent or 
consequences of future disclosures and uses of their SUD information. Later revocation of 
consent is legally possible, but then the burden is on patients to initiate the revocation, and 
carrying out the patients’ changed wishes presents practical difficulties. Once disclosed and re-
disclosed, information cannot easily be undisclosed. 
 
Sec. 3221 attempts to mitigate risks associated with relaxed limitations on disclosure through 
several other vital provisions: 1) tracking of disclosures of Part 2information; 2) continued 
emphasis that Part 2 information may not be used in criminal, civil, oradministrative proceedings 
against the person suffering from SUD; 3) breach notification reporting requirements; 4) shifting 
of enforcement awayfrom the US Department of Justice (DOJ) to HHS with new civil penalties 
and strengthened criminalpenalties for violation of those protections; and 5) an express 
prohibition against using Part 2information to discriminate against a person with respect to that 



person’s treatment, employment,worker’s compensation, housing, court access, social services, 
or benefits—known issues forpeople with SUD.11-13 
 
The CARES Act, containing Sec. 3221, became law on March 27, 2020. Enabling regulations 
were to be drafted by the US Department of Health and Human Services (HHS) within one year, 
but doing so has taken longer. As of this writing (March2022), no proposed amended regulations 
have been announced.With amendments to the law coming one on top of another, a former 
director of the Center forSubstance Abuse Treatment atthe Substance Abuse and Mental Health 
Services Administration (SAMHSA) has characterized the situation as “mass confusion.”14 
 
What are SUD treatment organizations doing during the interregnum between the passage of the 
statute and the promulgation of new implementing regulations? This study used the period of 
delay to explore stakeholders’knowledge, opinions, plans, and actions regarding Sec. 3221’s 
alterations to Part 2.Specifically,15 1) awareness of the new statute, 2) views on revisions to 
disclosure practices, 3) internaldiscussions regarding changes within organizations, 4) 
anticipated difficulties implementingprovisions of Sec. 3221, and 5) preferences for assistance or 
resources to facilitate compliance. 
 
Evidence-based data on the perspectives and needs of SUD organizations mightfacilitate the 
work of those organizations, as well as entities trying to assist theminimplementing the new law. 
A 2021 scoping literature review of Part 2 recommended further “research on Part 2 and 
[HIPAA] alignment,” as well as on the actual, measured effects of Part 2 on patients, providers, 
and other stakeholders.16Therefore, notonly is there a need for stakeholder engagement in Part 2 
modernization but also for research onthe rationale and feasibility of Part 2 alignment with 
HIPAA. 
 
Methodology 
 
Study Site and Participants 
 
Our study focused onSUDtreatment organizations in Arizona, of which there are 137. In addition 
to Arizona being where the researchers are located (and therefore have relationships that 
facilitated carrying out the study), Arizona is a reasonably representative state for this research. 
The center of Arizona’s population is Maricopa County, which contains over 61 percent of the 
state’s population.17 As of the 2019 census, Arizona has a population of 7,278,717, with a racial 
makeup of82.8 percent white, 5.3 percent American Indian and Alaska Native, 5.1 percent 
Black, 3.7 percent Asian, 0.3 percent Native Hawaiian and Other Pacific Islander, and 2.9 
percent being two or more races.18 Hispanics and Latinos of all races make up 31.6 percent of the 
state’s population; non-Hispanic whites make up 54.4 percent. Arizona has the third highest 
number (and the sixth highest percentage) of Native Americans of any state in the Union. 
The Arizona Health Care Cost Containment System (AHCCCS) is Arizona’s Medicaid. 
AHCCCS implemented Complete Care (ACC) in 2018, a system that integrated physical and 
behavioral health (mental illness and SUDs) services to treat all aspects of members’ healthcare 
needs under a chosen health plan.19 ACC encourages coordination between providers within the 
same network to achieve better health outcomes for members. The Arizona Substance Abuse 
Partnership (ASAP) serves as the single statewide council on substance abuse prevention, 



treatment, and recovery efforts. Arizona also has a single state-based HIE, Health Current. 
Health Current is a public-private partnership that supports the medical record exchange between 
behavioral and physical care providers.  
 
Following approval from the Arizona State University Internal Review Board (IRB) (Study 
11902), researchers began recruitment of persons occupying positions within SUD 
organizations.Information sought included: (1) their organization’s policies concerning 
confidentiality and sharing of patient records, and (2) planning for possible changes in those 
policies.  
 
Outreach and recruitment were undertaken via email with the help of the Arizona Council of 
Human Service Providers (ACHSP) and the Arizona Opioid Treatment Coalition (AOTC), which 
sent invitations on our behalf to their members. Additional organizations were identified using 
the most current edition of the SAMHSA directory.20 Potential participants were provided an 
overview of the project, its goals, and participant inclusion criteria, and were invited to visit the 
survey website.  
 
ACHSP, the main source of participants, recruited from a pool of 105 member organizations. 
Most or all members of ACHSP are also part of the AOTC. The SAMHSA directory listed 137 
unique SUD organizations in Arizona, not all of which are treatment providers. We were, 
therefore, sampling from a population of between 105 and somewhat under 137 organizations. 
Thirty unique SUD organizations were represented in our collected data. Thus, the response rate 
for organizations was somewhere between 28.6 percent and (somewhat more than) 21.9 percent.  
 
The main unit of analysis of the study was the organization, and the individuals we surveyed 
were informants about those organizations. Responding to our invitations, a total of 65 surveys 
were started and 40 individual surveys were substantially completed and analyzed. All 
informants were English speakers over the age of 18.  
 
Data Collection 
 
An online survey using Qualtrics was developed that included demographic information, 
multiple choice questions, and free-response questions. The survey (Appendix 1) took about 10 
minutes to complete. At the end of the survey, participants were invited to arrange a time to 
discuss the issues further with a member of the research team. Nine volunteered to do so.  
 
Data Analysis 
 
The multiple-choice survey data were analyzed using descriptive statistics.For seven ofthe 
organizations, we had data from more than one informant. Responses from those multiple 
informants were combined to reflect the actions and views of their organization. Free responses 
in the survey were analyzed in MAXQDA 2020. (MAXQDA 2020 is an advanced qualitative 
and mixed methods software package used for comprehensive qualitative data analysis.See 
https://www.maxqda.com/new-maxqda-2020.) 
 



Responses were organized by participants and coded within each free response question, with 
researchers checking whether participants from the same organizations provided conflicting 
information.Thematic analysis was conducted using participants’ full question response as the 
code of analysisby two authors to identify emerging topics and concerns from organizations 
regardingSec. 3221.21Over three iterations, two authors assessed differences in their coding, and 
discrepancies were resolved by consensus to reach complete agreement.22,23Codes were 
organized by free-response topic. 
 
Results 
 
Respondents 
 
Table 1 lists the job titles of the informants, arranged (and grouped) according to seniority level 
in their organization as indicated by job title. Table 2 lists their roles in their organization, 
arranged (and grouped) by how “close” or “far” they seem to be to the problem at issue. When 
asked about their knowledge of Sec. 3221 and Part 2, participants responded by indicating they 
were: very knowledgeable (22.5 percent), somewhat knowledgeable (62.5 percent), uncertain,(5 
percent), not very knowledgeable (10 percent), or not at all knowledgeable (0 percent). These 
responses suggested that our respondents were informed about their organizations’ reactions to 
Sec. 3221.  
 
Structured survey response 
 
The collected data reflect actions, plans, and concernsat the level of those organizations–that is, 
by the collective, internal policy team rather than those of the individual respondents.Regarding 
discussions of Sec. 3221 at the policymaking level within organizations, 76.7 percent of 
organizations reported having such discussions, 20 percent had not, and 3.3 percent did not 
know.   
 
Of the organizations that reported having discussions at the policy level, 25 percenthad already 
started making changes in line with Sec. 3221, 30 percent had identified changes they intended 
to make, 25 percentwere waiting for more concrete federal guidance before making their 
decisions, 20 percentsaid their discussions were only very general, and another 15 percent 
indicated their discussions were of some other nature.  
 
Free-response themes 
 
Informants provided more detailed comments in response to semi-structured questions in the 
survey, and a subset of them also participated in subsequent informal conversation with one of 
the researchers, providing further information.Themes and subthemes of responses to the open-
ended questions in the written questionnaire are enumerated in Figure 1. Illustrative verbal 
responses from both the questionnaire and informal verbal discussion are listed in Table 3, 
grouped by topic.  
 



Of the few organizational changes already made or being made in relation to Sec. 3221,nearly all 
focused on disclosure policies and practices (83.3 percent). In addition, one organization 
addressed re-disclosure policies: “Reviewed and modified language on the redisclosure policy.” 
 
Ofchanges being contemplated by SUD organizations, most responses focused on privacy 
practices. This subtheme contained a diversity of topics, including consent practices, 
coordination of data flow, re-disclosure, and program impact.For example, one respondent noted 
that theorganization was anticipating changes to “Consents and changes with collaboration with 
PCPs [primary care physicians]and HIE.” 
 
Participants were also asked about any barriers the organization had experiencedthat they 
anticipated might impede the implementation of new policies and practicesdesigned to respond 
to Sec. 3221. This question elicited 34 responses, including specific challenges such as educating 
staff (11.8 percent), adapting information technology (8.8 percent), and cost (2.9 percent). Others 
were more nuanced, such as complexity and tensions of Sec. 3221 (20.6 percent) and dealing 
with external agencies (which, at least initially, were not expected to be synchronized with the 
changes being made by SUD organizations) (14.7 percent). Comments reflecting difficulties 
interpreting the law included: “Inconsistencies with how the regulations are interpreted and 
implemented” and“There have been either gray areas, or areas difficult to understand when it 
comes to what the law states.”But 35.3 percentof respondents indicated they anticipated no 
barriers or very minor barriers.  
 
Respondents were then asked about assistance and resources they thought would be helpful for 
overcoming barriers to putting Sec. 3221 policy changes into effect.Organizations expressed a 
desire to be educated and advised, notably through webinars (66.7 percent) and to be provided 
with teaching tools (53.3 percent), such as models and guides to use as templates for developing 
their own forms and policies. For example, one respondent commented that a “Step-by-step 
guide of the changes and recommendations of correct implementation…would be useful.” 
Another participant specified some of what might be included in webinars: “Lots of webinars for 
the provider community so we are on the same page. More clarification around the designated 
record set and when non-Part 2 agencies have a Part 2 program operating within—unable to 
segregate the records.”Further, providingSec. 3221education beyond the domain of SUD 
organizations was thought to be beneficial: “A big reason why HIPAA has been so effective is 
because it is so widely known by people outside the healthcare space. A public information 
campaign targeted at these third parties would be beneficial...”  
 
Additional issues arose in the informal interviews with respondents and researchers.Mentioned 
relatively often were concerns about tensions between Sec. 3221 and Part 2, gray areas in 
understanding the requirements and applications of these patient privacy laws, the tension 
between patient privacy rights and the integration of physical and behavioral healthcare, the 
possibility of patients exercising granular control of disclosure of their records (being able to 
specify what information could be disclosed to whom), and technological challenges such as 
interfacing efficiently with HIEs, which is not yet easy to do.  
 
Opinions on Sec. 3221 were nearly evenly divided between positive and negative views, aligning 
with preferences for greater ease of integrating behavioral and physical care versus protecting the 



privacy rights of SUD patients as a means of facilitating their willingness to seek and remain in 
treatment.  
 
Another large theme had to do with interpreting and applying Part 2, suggesting that hardships 
and gray zones were concerns for organizations. Some viewed Part 2 as adverse to care standards 
(e.g.,coordination of care) or incongruent with technology, dated, needing granularity, and 
tending to be unenforced. As one informant stated, “We’re kind of small, and we don’t really 
have an IT department. So maybe we haven’t set things up quite right with our EHR to be able to 
do what it’s supposed to do…[The HIE is] figuring it out…by the time we get set up with the 
new electronic health record, hopefully they’ll have more of the glitches worked out….You’re 
trying to take the lead from the higher ups and hopefully they’ll figure it out before we need it.” 
 
Respondents sometimes mentioned the struggle to adhere to Part 2 confidentiality in the face of 
law enforcement efforts to obtain information about patients. As one commented: “…It’s very 
clear, in fact, the CARESAct just reinforced[Part 2] that [SUD] treatment is not supposed to be 
used in criminal cases…it’s getting treatment instead of incarceration, so they are trying to help 
coordinate the clients getting what they need. But at the same time they are law enforcement. So 
is it really coordination of care, and should they really be part of our team meetings and be 
getting updates regularly, and does the consent really cover that…?”This participant also states 
that while Sec. 3221 reinforces many aspects of Part 2, it does not add clarity to law enforcement 
disclosures. Another said, in regard to both Sec. 3221 and Part 2: “[With HIPAA,] people 
already know that you can’t do this … they call you first instead of just dropping a subpoena on 
you or showing up with a search warrant.” 
 
Finally, we coded all of the respondents from the survey based on the groupings in Table 1 and 
ran a complex coding query (intersections). Because the results are most meaningful when the 
groups’ frequencies are comparable, we focused on the CEO group (top group in the table) 
versus the other C-suite group (the group immediately below the CEO group). Results of 
thecoding query yielded no identifiable differences between those twogroups. The themes are 
addressed similarly by both groups.Further analysis looked for whether subtopics of the themes 
showed any identifiable differences, but they did not. Still further analysis looked to see whether 
differences could be detected in comparison with the privacy and/or quality and the licensed 
counselor groups. Here, too, we found no differences in themes being discussed.  
 
In summary, the diversity of opinions and level of planning by SUD organizations regarding Sec. 
3221 suggest the impact will vary among organizations and reflect concern with different 
barriers and benefits.  
 
Discussion 



 
By the time data collection began, less than six months after passage of Sec. 3221 of the CARES 
Act and long before implementing regulations will have been promulgated, most SUD treatment 
organizations were aware of the Act, discussing it at internal policy levels. A third of the 
organizationswere planning concrete changes,and a fifth had already undertaken changes.The 
rest were discussing the implications of Sec. 3221 and waiting for more guidance before 
undertaking more concrete planning.  
 
Informal interviews suggested that organizations were evenly divided on whether they had 
favorable views versus concerns about Sec. 3221. Representatives of most organizations viewed 
Sec. 3221’ssupport of patient-directed granular information sharing as positive, though such 
disclosures are often constrained based on the sophistication of provider segmentation 
technologies, as well as facility discretion. Because SUD organizations are a key stakeholder in 
implementation oftechnology to facilitate granular disclosure, those findings should interest 
theOffice of the National Coordinator for Health Information Technology (ONC), a long-
standing supporter of patient-directed granular consent.24,25 
 
Implementation barriers identifiedby participants ranged from comprehension challenges to 
changing consent policies and forms, upgradingelectronic health records, training staff on new 
processes, and navigating newly complicated relations with external entities. Generally, SUD 
organizations are anticipating the required changes in the form of SAMHSA regulationsin the 
future but are seeking details that will empower them to plan and confidently implement changes 
under the new law.  
 
Organizations overwhelmingly desire specific teaching tools,such as templates and examples, as 
well as trainings, webinars,and teaching materials detailing Sec. 3221regulatory requirements. 
Due to comprehension challenges and operational implementation concerns, organizations have 
expressed the need for expert legal advice regarding interpretations in order to move forward. 
 
Participants indicated thata highprofile, broad community effort to integrate new requirements, 
in partnership with state Medicaid, would be beneficial to ensure efficient and effective adoption. 
Participants suggested thateducational outreach for HIPAA business associates and other outside 
entities, such as law enforcement and contractors, would be particularly helpful.Such a 
coordinated effort would increase discussion and understanding of patient confidentiality 
processes and policy across entities working with SUD treatmentorganizations.26As some study 
participants noted, ensuring all stakeholders are “on the same page” is a necessary step in 
clarifying expected external and internal processes for Sec. 3221. 
 
Harmonizing the confidentiality of SUD treatment records with evolving state regulations wasa 
concern for studyparticipants. Regarding the state prescription drug monitoring program 
(PDMP), one participant specifically pointed out: “You know, reporting methadone—it’s never 
been done before, it’s like the sacred rule you know if there’s any substance abuse information, 
that’s private it’s the facts and evidence, it’s like a whole other level on top of CFR 42 and you 
know it’s not written in…it’s not something we’re rushing to do.” 
 



Sec. 3221 promises to streamline the consent and disclosure process for SUD treatment 
records.27,28Study participants feel, however, that unwritten community standards will persist and 
evolve, at times creating community norms that overlay what the law requires. Some 
organizations mention they do not anticipate modifications to theircurrent privacy and disclosure 
processes: “Because we are a comprehensive agency, a lot of things are already in place that we 
don’t need to change, and even though it’s kind of loosening up in our favor, we aren’t 
necessarily going to change anything. We’re just going to rest a little easier, that’s probably the 
best way.” Some organizations maintain that keeping current processes, so long as they are more 
stringent than what the law requires, will be a less costly, less disruptive response that continues 
a high level of patient confidentiality, regardless of theflexibility provided by Sec. 3221: “We’re 
probably going to continue doing what we do. It’s already built into our system, so I don’t see 
that there would be additional cost to bear out from it.” 
 
The survey and informal interview results highlight the complicated environment for SUD 
organizations as they juggle coordination of care, consent, patient rights, and the patchwork of 
existing laws to which Sec. 3221is being added. Over a third cited the complexity of integrating 
Part 2 with Sec. 3221, namely the new relationships with external agencies, organizations, and 
contractors. The informal discussions particularly exposed hardships and ambiguities SUD 
organizations currently experience with Part 2compliance and Sec. 3221’s apparent absence of 
remedies for known thorny issues. Campbell et al. observed that Sec. 3221 follows the pattern of 
earlier amendments to Part 2 by not addressing fundamental stakeholder dilemmas such as the 
tension between confidentiality and integrated care.29In fact, the recent scoping review of the 
Part 2 literature reporteda dearth of research on the impact of Part 2, particularly on patients, 
providers, and other key stakeholders.30The conflict between patient rights, especially 
confidentiality, and coordination of care is well-documented.31-35We are at the beginning of the 
Part 2 andSec. 3221harmonization journey.  
 
Limitations 
 
While the sample of organizations was small, the method of analysis showed theme saturation 
was reached. Nearly all participants who failed to complete the survey stoppedas soon as they 
were asked about their specific role in their organization’s Part 2 compliance.Those not directly 
involved in organizational policymaking regarding legal compliance, including with Sec. 3221, 
did not complete the survey.Most (85 percent) survey participants considered themselves 
knowledgeable or somewhat knowledgeable on the topic.Overall, this study’s response rate fell 
within expected parameters.36 
 
Conclusion 
 
This study took advantage of a rare opportunity to gain some understanding of how SUD 
organizations are approaching regulatory changes that will substantially affect their work but for 
which they do not yet have implementing regulations to guide them. Future studies are needed to 
analyze how organizations are implementing Sec. 3221 and how the process impacts patients and 
other stakeholders. Our findings may serve as a point of reference or a comparison for later 
studies and policymaking, as well as offer some insights for efforts to assist SUD organizations 
in navigating changed law.  



 
The study reveals a spectrum of reactionsby SUD organizations to the changes that will be 
wrought by Sec. 3221and identifies a clear need for impact research engaging patients, providers, 
and other key stakeholders. Though these provisions seek to align standards for confidentiality of 
SUD treatment with HIPAA and general clinical workflows,37 Sec. 3221seems to fall short of 
addressing key needs and concerns of SUD organizations and patients. As of this writing, the 
SUD community still awaits promulgation of the regulations to implement the Sec. 3221 
changes. The new balance between confidentiality and coordination of care for those involved in 
SUD care is unclear and will inevitably develop over time. Future research would do well to 
assess the views of and impact on key stakeholders, and, particularly, patients.  
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A Local Perspective into Electronic Health Record Design, Integration, and 
Implementation of Screening and Referral for Social Determinants of Health 
By Christopher K. Rogers, PhD, MPH; Manisha Parulekar, MD, FACP, AGSF, CMD;Fareeha 
Malik, MPH; andCiara A Torres, PhD 
 
Abstract 
 
The use of the electronic health record (EHR) system to identify and address social determinants 
of health (SDOH) in vulnerable patients is still lacking, and examples for customizing the EHR 
to meet the workflows of clinical and administrative professionals are missing. We custom 
designed and built into the Epic EHR a SDOH screening tool integrated with a community 
resource network management (CRNM) software-as-a-service (SaaS) platform to systematically 
identify and address SDOH in Medicare and Medicaid beneficiaries across multiple clinical care 
settings. We further describe our workflow redesign and EHR implementation process to 
maximize SDOH screening and referral efficiency. The SDOH EHR solution has been 
operationally used over three years by staff to screen 111,486 Medicare and Medicaid 
beneficiaries, identify 7,878 SDOH, and refer 6,103 high-risk beneficiaries to community 
resources.Transforming an EHR into a catalyst software to support SDOH screening and referral 
in a clinical settingis an interdisciplinary process that benefits from various technical, 
administrative, and clinical experts that provide subject matter knowledge into all phases of the 
build. 
 
Keywords: community referral summary, electronic health records, health information 
technology, social determinants of health, social needs 
 
Introduction 
 
Social determinants of health (SDOH)continue to be both undetected and unaddressed despite 
research demonstrating that social, economic, and physical environment factors have an 
estimated relative contribution of 55 percent to health outcomes that include measures of 
mortality and morbidity.1,2Recent healthcare deliverysystem reforms have spurred health policy 
innovations that have placed increasing emphasis on healthcare systems to respond to SDOH and 
improve population health through systematic strategies that improve patient access to social 
resources that may address their unmet social needs. 
 
One such healthcare delivery innovation is the Centers for Medicare & Medicaid Services 
(CMS) Center for Medicare and Medicaid Innovation’s (CMMI) Accountable Health 
Communities (AHC) Model. The goal of the AHC Model is to assess whether systematically 
identifying and addressing SDOH in community-dwelling Medicare and Medicaid beneficiaries 
through building effective social services, medical care, public health, and community-based 
partnerships can improve health outcomes and lower healthcare costs and utilization.3 
Participating clinical delivery sites use the CMS CMMI’s 10-item Health-Related Social Needs 
(HRSNs)Screening Tool, the AHC screening tool, to identify non-medical needs across five 
social risk domains: housing instability, food insecurity, transportation problems, utilities, and 
interpersonal safety.4 
 



Furthermore, there has been a rise in recent research underscoring the importance of 
incorporating SDOH screening and referral in the electronic health record (EHR).5-7 Few studies, 
however, have described their design and implementation approach to integrating an EHR with a 
community resource network management (CRNM) software-as-a-service (SaaS) platform to 
systematically identify and address SDOH in community-dwelling Medicare and Medicaid 
beneficiaries across multiple care settings. In addition, an Institute of Medicine committee8 has 
highlighted the importance of standardization of data collection on SDOH into patient EHRs as a 
critical factor that influences treatment care and improves health outcomes.  
 
The purpose of this paper is to describe the design, integration, and implementation of a 
systematic strategy to identify and screen inpatient, outpatient, and emergency department 
Medicare and Medicaid beneficiaries for SDOH utilizing EHR decisional support clinical 
workflows integrated with a CRNM SaaS platform, and upon patient’s response, to congruently 
refer beneficiaries with identified social needs to social service resources in their community. 
Although this paper is specific to design and integration into Epic EHR (Epic Systems, Verona, 
Wisconsin), the intent behind the design elements can be generalized to the field and other 
EHRs. 
 
Methods 
 
Setting 
 
This prospective study is being implemented at Hackensack University Medical Center 
(HUMC), a suburban research and academic hospital, part of Hackensack Meridian Health 
Networkand the largest provider of inpatient and outpatient services in New Jersey, which 
includes the Hackensack University Medical Group Accountable Care Organization (ACO). We 
utilize an enterprise-wide EHR (Epic Systems) integrated with Healthify (2019), a CRNM SaaS 
platform, to screen and refer Medicare and Medicaid beneficiaries across inpatient, outpatient, 
and emergency department settings since the implementation of the AHC Model at HUMC in 
2018. The description of the available CRNM platforms on the market has been published 
elsewhere.9 Institutional review board approval was obtained before implementation of the AHC 
Model at HUMC. HUMC is one of 28 organizations participating in the AHC Model.10 
 
EHR SDOH Screening and Referral Key Design Elements 
 
In this section, we describe the EHR SDOH screening and referral design,operational elements, 
and related clinical workflow functions in ambulatory, inpatient, and emergency department 
settings (Figure 1). Our EHR design goal was to build on familiar processes by modeling our 
approach after existing clinical workflows. For example, some of our clinics had an established 
falls risk screening workflow similar to what we intended to develop for SDOH screening. 
Therefore, we built upon the existing workflow in the EHR to support the screening process. It is 
important to note that the SDOH screening is administered to all Medicare and Medicaid 
beneficiaries regardless of language, literacy level, or whether the patient has a disability. 
 
Prior to implementation, we undertook several tasks. First, we reviewed the AHC Model data 
system logic to guide the modification and configuration of the EHR and the CRNM SaaS 



platform. While the AHC Model data system logic and the design of the CRNM SaaS platform 
are beyond the scope of this paper, the data system is required to support activities related to 
systematic SDOH screenings, providing social service referrals to beneficiaries with identified 
HRSNs, randomizing high-risk navigation-eligible beneficiaries, and conducting community 
service navigation.  
 
Concurrently we met with stakeholders across all clinical departments conducting SDOH 
screening and referral to identify workflows that could be integrated into their existing 
workflows as to ensure that operations run effectively and efficiently as possible. We focused on 
automation to decrease the human factor in initiating screening, to minimize burden on screening 
staff, and to align with current workflows, thereby making this a standard of care. Stakeholders 
included physician-leaders (e.g., department chairs), administrators, nursingleaders, managers 
and supervisors, and front-line staff (front desk staff, medical assistants, unit clerks, nurses). 
Workflow topics ranged from but not limited to: job tasks and system requirements, key 
processes, EHR applications, implementation barriers, quality improvement plan, and resources 
required. To support pre-implementation workflow meetings, we created flowcharts of key 
processes, mapped proposed workflows, and drafted standard operating procedures. The EHR 
Committee comprisedan information technologist, health information management staff, 
information systems staff, vendors, and trainers, and worked closely with project, clinical, and 
administrative staff to define workflow requirements, business rules, and other processes. During 
the implementation phase, customized support and training materials were distributed to clinical 
departments. Involving people who were affected by the workflow changes strengthened 
acceptability, effectiveness, and efficiency during testing and rollout. Careful monitoring ensued 
to track adherence to workflows, end user satisfaction, and EHR design elements. Refinements 
were made to the workflows and the EHR design throughout testing and implementation to 
ensure clinical staff needs and internal productivity standards were met.  
 
Ambulatory SDOH Screening 
 
The Epic EHR was configured to allow staff at the clinical delivery sites to conduct the SDOH 
screening and referral workflow as part of their routine clinical workflow. The EHR was 
modified in several ways to identify eligible beneficiaries who require SDOH screening. First, 
we modified EpicCare Ambulatory’s Departments Appointments Report (DAR), Multi-Provider 
Schedule (MPS), and Technologist Work List (TWL) to display an “Offer SDOH screening 
/Health Related Social Needs(HRSN)” column to staff that indicates by a “Yes” or “No” if the 
patient meets certain eligibility criteria, namely that the patient is a community-dwelling 
Medicare and/or Medicaid beneficiary and resides in our catchment area (Figure 2). If the “Offer 
HRSN” indicates a “Yes,” staff have been trained to screen the patient for SDOH. Additionally, 
to ensure all Medicare and Medicaid beneficiaries are screened for SDOH, we incorporated into 
the EHR an alert when a patient meets the eligibility criteria. During the registration and check-
in workflows, we added a warning message to the “Confirmation Messages” box on the 
Appointment Review/Confirmation screen to remind the frontdesk receptionist to offer the 
HRSNs screening to the patient (Figure 3). Also, when a medical assistant, sleep technologist, or 
nurse rooms a patient, or a community health worker engages a patient, and the patient’s chart is 
opened, Epic will display a Best Practice Advisory (BPA) to remind these staff to screen the 
patient for HRSNs (Figure 3). Upon identifying an eligible patient, staff administer the 



HRSNsscreening tool in one of three ways, or a combination thereof, depending on the method 
most conducive to the office and patient: 1) self-administered screening where the patient 
completes the HRSNs screening tool themselves by using a tablet or hardcopy version; 2) proxy-
administered screening where the parent, guardian, or caregiver is completing the HRSNs 
screening tool on behalf of the patient by using a tablet or hardcopy version; or 3) interviewer-
administered screening by using a desktop or laptop where the staff member (e.g., medical 
assistant, sleep technologist, nurse, community health worker, frontdesk receptionist) administers 
the HRSNs screening tool by reading the questions aloud to the patient or proxy. Based on the 
user role and/or menu settings,staff can access the HRSNs screening tool on any of the 
following: DAR, MPS, TWL, registration interactive face sheet, or rooming tab, by clicking the 
“CMS-HRSN” activity button found in the menu toolbar of each of these activities. The staff 
member who administers the HRSNs screening tool or an office colleague records the patient’s 
responses in the Epic flowsheet. The Epic flowsheet is reflective of the AHC Screening Tool. 
Screenings completed using a tablet are automatically stored in the patient’s EHR as a flowsheet. 
If the patient screens positive for a SDOH social risk domain, the patient will receive a tailored 
CRS with their After Visit Summary (AVS). Providers can run a quick report within the patient’s 
EHR to see which SDOH the patient screened positive for (Figure 4). 

 
Emergency Department SDOH Screening 
 
In the emergency department (ED), we identified research assistants and unit clerks as the most 
appropriate roles to conduct SDOH screening based on pre-implementation meetings with 
leadership. We modified Epic ASAP’s ED Track Board to display an “Offer HRSN” column to 
staff that indicates by a “Yes” or “No” if the patient meets AHC eligibility criteria (Figure 2). 
Primarily, select research assistants and unit clerks are assigned areas of the ED to screen. Using 
the ED Track Board as a guide to view patients’ requiring screening, if the “Offer HRSN” 
indicates a “Yes” the staff followed up with eligible patients in the ED to offer the screening. 
The staff use EHR carts (“workstations on wheels”) to administer the HRSNs screening tool by 
reading the questions aloud to the patient or proxy. Staff document the patient’s SDOH screening 
results in the Epic flowsheet by clicking the “Yes” button found on the ED Track Board of each 
“Area” tab (Figure 2). We added the HRSNs Screening report to the ED Track Board report 
pane to allow clinicians to see which SDOH the patient screened positive for. If the patient 
screened positive for a SDOH, the discharge nurse will give the patient a tailored CRS with their 
AVS. 

 
Inpatient SDOH Screening 
 
In the inpatient setting, we identified case managers and social workers as the most appropriate 
roles to conduct SDOH screening based on pre-implementation meetings with leadership. We 
modified EpicCare Inpatient’s Clinical Case Management platform to display a BPA (Figure 3) 
upon staff opening the medical record of an eligible patient. This clinical decision support tool 
provides the staff with an alert to screen eligible patients during the hospital stay. Upon receiving 
the BPA, the case manager or social worker will navigate to the “Case Mgmt” activity, select the 
“HRSN Screen” section, then select “New Reading” to open the Epic flowsheet and document 
the patient’s SDOH screening results (Figure 5). Clinicians can run a quick report in the 



patient’s EHR to see identified SDOH. Patients screening positive for a SDOH domain will 
receive a tailored CRS with their discharge instructions. 

 
Other EHR Environments 
 
We also maximized the use of MyChart patient portal to allow patients to complete the SDOH 
screening prior to their appointment. Within the Medicare and Medicaid beneficiaries’ MyChart 
portal, the SDOH screening is available in the Questionnaires section under the Health tab. 
Additionally, the SDOH screening is listed as a To Do task to remind the patient to complete the 
questionnaire. Patients also receive an inbox message within their MyChart portal that alerts 
them to complete the SDOH screening questions. After completing the SDOH screening 
questions in MyChart, the patient’s responses are filed within their EHR until they present to the 
clinic for their appointment. If the patient screens positive for a SDOH, the patient will receive a 
tailored CRS with their AVS. 
 
We added the patient’s SDOH screening results to Epic’s SnapShot tool so healthcare providers 
can see a quick overview of the identified health-related social needs. Incorporating the patient’s 
social needs data into the SnapShot allows clinicians to have a comprehensive, yet quick 
overview of this information in light of other important data for population healthcare planning, 
such as aproblem list, medications, history, and follow-up on unmet social needs. 
 
Results 
 
Figure 6 provides a schematic of the HUMC Epic and CRNM SaaS platform integration 
workflow. Shared dictionaries and rules between Epic EHR and the CRNM SaaS platform make 
it possible for the two software to extract, transform, and load Health Level Seven(HL7)SDOH 
data to create a logic workflow that is triggered whenever a new HL7 message (e.g., patient 
screening) is added to the queue of Epic EHR.The resulting integration workflow is as follows: 
1) systematic screening for SDOH; 2) capture responses in the EHR as flowsheet values; 3) 
securely transmit screening (i.e., flowsheet) values from the EHR to the CRNM SaaS platform as 
HL7 messages; 4) CRNM software’s algorithm reviews screening values for the patient’s 
demographics (i.e., age, gender, and ZIP code) and positive SDOH responses; 5) CRNM SaaS 
platform generates tailored CRS from the CBO repository and in real-time returns the tailored 
CRS (PDF) to the patient’s EHR as HL7 messages; and 6) staff prints the tailored CRS from the 
EHR and gives it to the patient with their discharge summary or AVS. 
 
All Medicare and Medicaid beneficiaries who screen positive for at least one SDOH receive a 
tailored CRS upon discharge or checkout. The tailored CRS lists community service providers 
(CSPs) across community-based organizations in the beneficiary’s ZIP code (or nearest ZIP 
code) that may be able to assist with resolving each one of the SDOHs identified through the 
screening. The CRS includes the name, contact information (i.e., addresses, phone numbers, 
website, and email, as applicable), type of SDOH resource (e.g., housing), and hours of operation 
for each CSP. We also modified Epic’s Chart Review tool to store the CRS so healthcare 
providers can review the CSPs the patient was referred to. Upon the patient being discharged 
from the ED, inpatient, or ambulatory location, Community health workers conduct outreach to 



randomized and navigation eligible high-risk patients in order to coordinate and connect them to 
community resources through community service navigation.  
 
The CRNM SaaS platform has three primary roles: 1) storage of the community resource 
inventory, 2) real-time generation of the CRS, and 3) ability of CHWs to document and track 
whether patients have accessed a CSP via the referral platform and, if not, identify additional 
CSPs that may help with resolving social needs. The community resource inventory includes the 
information for each CSP in the defined geographical region that provides services and supports 
that might be able to assist with resolving at least one of the five core social risk domains.  
 
This custom-built SDOH EHR solution has been in operational use for over three years by 
clinical and administrative staff to screen 111,486 Medicare and Medicaid beneficiaries, identify 
7,878 SDOH, and refer 6,103 beneficiaries to community services to address their identified 
needs.  
 
Discussion 
 
Key elements of our project have been 1) to begin with stakeholder engagement (informatics 
professionals, health information management professionals, organizational and departmental 
leadership, clinicians, front-line staff) to understand preferences about social needs screening and 
referral workflows at the point of care and to gain buy-in; 2) to design the EHR using clinical 
decision support features to enhance decision-making in the SDOH clinical workflows; and 3) to 
automate the multiple steps of the SDOH screening and referral workflow to optimize staff 
engagement and buy-in at all of the clinical delivery sites. 
 
Organizations that collect and store SDOH patient data within their EHR are well suited for 
population health management because they have the data to evaluate and deploy value-based 
models that take actionable steps to achieve health equity and reduce health disparities in 
healthcare. Collating SDOH data with clinical data helps organizations to know where and how 
to invest resources to keep their populations healthier. By building SDOH data into the patient 
data capture process, clinicians have a complete picture of their patients’ needs. This allows 
clinicians to co-create a person-centered care plan that tracks individuals along the care 
continuum, thus improving the likelihood of care plan success.  
 
In addition, collecting and storing SDOH data within the EHR has the advantage of access to an 
engaged user base with whom the screening and referral design elements can be co-created with. 
Including care team members in screening and referral workflow design can optimize usability 
and improve the end user experience. Through this process, clinicians, developers, and other key 
stakeholders communicate openly and share specific usability and safety challenges associated 
with EHR technology.  
 
Depending solely on clinical data to advance value-based care often provides a disparate picture 
of the patient and the determinants of their health. Population health transformation requires 
healthcare organizations to reach across the care continuum to share and integrate SDOH data 
and applications to drive awareness into innovative care models that prevents disease, enhances 
treatment and management care, and improves patient outcomes. Enterprise integration 



encourages key stakeholders involved in the design and implementation process to consider not 
just clinical data, but how SDOH data can be collected throughout the healthcare enterprise, 
including at different points of care within and outside the organization, and all the different data 
standards that facilitate or impede this process. While national data standards for capturing and 
integrating SDOH data across care continuums are in early stages, an EHR that offers full 
integration support coupled with a CRNM SaaS platform using HL7’s Fast Healthcare 
Interoperability Resources (FHIR) standards, ensures the standardization, reuse, and integration 
of the SDOH data across applications throughout the healthcare enterprise is extremely important 
to advancing value-based care.  
 
Conclusion 
 
Addressing SDOH is an essential component of person-centered medical care. EHR SDOH 
screening and referral design and integration is an interdisciplinary process that benefits from 
various technical, administrative, and clinical experts that provide subject matter knowledge in 
the planning, analysis, design, development, implementation, integration and testing, and 
operations and maintenance phases of the project. Including the SDOH screening questions in 
multiple Epic EHR environments ensures comprehensive screening and referral across multiple 
care settings. Incorporating electronic clinical notifications such as BPAs into the EHR to alert 
providers to screen and refer for SDOH has multiple advantages, such as ensuring every patient 
every time is screened for these vital determinants of health. Additionally, we designed the EHR 
so that the personalized CRS automatically prints with the patient’s AVS or discharge summary 
at the point of care.This helps overcome literacy barriers to care by ensuring the patient 
understands how to use the information for the social services resources listed. 
 
Continued monitoring and quality improvement efforts are needed to ensure the EHR design 
supports the SDOH screening and referral workflow of clinical staff members and providers. For 
example, the project staff conducted repeated Plan-Do-Study-Act (PDSA) method cycles in a 
number of provider practices and clinical departments to optimize usability of the SDOH 
customized build EHR, screening and referral workflows, and training procedures.  
 
Institutional support was crucial for garnering together resources and momentum for SDOH 
screening and referral. It has become increasingly clear that optimizing and using EHRs as an 
effective tool to screen and refer for SDOH minimizes burden on screening staff and allows 
access to large data that are needed to map and improve effective population health.  
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Impact of the COVID-19 Pandemic on HIM Professionals in a Rural State 
By Jaime Sand, EdD, RHIA, CCS, CAHIMS 
 
Abstract 
 
The COVID-19 pandemic has greatly disrupted the healthcare industry, impacting health 
information professionals through facility changes, remote work, shifting priorities, and personal 
stressors. This study explores the impacts of these disruptions on health information 
professionals in a rural state. Participants indicated involvement in expanding and new 
responsibilities related to tracing and data collection, the expansion of telehealth services, and 
disaster planning. Their work was impacted by facility closures and suspended services, an 
increase in remote work, increased communications during the pandemic, and the shift to virtual 
continuing education. As with much of society, many participants also experienced worsening 
mental well-being, social wellness, and stress related to a variety of factors. Despite the stress 
and uncertainty, participants also found inspiration in the pandemic, taking time to reprioritize, 
connect with others, and find strength in human resilience. 
 
Keywords: HIM profession, pandemic, remote work, rural, COVID-19 
 
Introduction 
 
The COVID-19 pandemic has created unprecedented disruptions in multiple industries and 
throughout society. This includes the healthcare industry and health information management 
(HIM) professionals. Public health officials rely on data from healthcare organizations for case 
reporting and to inform best practices in addressing the virus and associated complications. HIM 
professionals are essential to capturing and reporting this accurate data. Despite the increased 
demand on the healthcare system, many facilities still had to utilize furloughs and reduce staffing 
due to budget restraints, quarantine restrictions, and other pandemic factors. Those who were 
able to work had to do so with considerable new restrictions, and many were sent to work from 
home. This required changes in workflow and communication strategies, necessitating rapid 
response by health information managers to update policies and procedures. Telehealth expanded 
rapidly to address the continued needs of patients, impacting HIM processes and requiring 
enhanced privacy and security measures. The stress of the pandemic, restrictions, and ongoing 
changes to work situations and environments has impacted employee mental, physical, and social 
well-being, with many healthcare professionals experiencing heightened anxiety, frustration, and 
stress. 
 
Literature Review 
 
Addressing the pandemic has required significant data-driven public health efforts. HIM is 
essential in acquiring and providing this data. HIM professionals have been involved in manual 
and electronic case reporting (eCR) to public health agencies, ensuring the health record system 
capabilities to collect and report accurate data. eCR is the automated generation and transmission 
of care reports from the electronic health record (EHR) and, if available, can save time and 
provide more accurate and complete data.1 This data has also been used for contact tracing, early 
identification, risk scoring, and enhanced understanding of clinical indicators, risk factors, and 



biomarkers.2Organizations adopted additional tools such as electronic check-in, standard 
ordering and documentation, secure messaging, and real-time data analytics to help maintain the 
quality of pre-pandemic care.3Studies have been done using longitudinal EHR data to create 
algorithms and models to analyze prognoses, predict the clinical course, and guide decisions and 
treatment of COVID-19 illnesses.4,5 Some facilities have even established COVID-19 data 
registries based on chart review and data extraction.6 Such data has been essential to 
understanding the virus and pandemic, and informing policymakers and the general public on 
prevention, interventions, and outcomes.7 
 
Despite the need for essential data gathered by health information professionals, many suffered 
furloughs or even loss of employment due to the pandemic. Many facilities were shut down or 
significantly reduced services provided, eliminating any care not directly related to emergencies 
and COVID-19.8Education services and research efforts were suspended with laboratory closures 
and the inability to participate in-person. Many facilities were short-staffed due to both budget 
constraints and loss of employees to illness and quarantine requirements.9HIM managers had to 
manage this negative impact on the budget and staffing while still providing the services needed 
to treat patients, continue the revenue cycle, and meet the reporting requirements of the 
pandemic. This may have included involvement in disaster planning efforts, addressing and 
updating acommunication plan, informational materials, employee sick leave policies and 
procedures, physical safeguard requirements, education and training efforts, and surge capacity 
plans.10 
 

Many HIM managers had to also manage a larger remote workforce. The HIM discipline is not 
new to remote work, with many organizations implementing remote coding, clinical 
documentation improvement, and even release of information prior to the pandemic. However, 
the pandemic quickly made remote work essential, sending home many employees who had not 
opted into telecommuting with little notice. This required rapid expansion of policies related to 
remote work, technical and physical equipment to support secure at-home offices, and expansion 
of HIM services offered remotely.  
 
In addition to many employees being sent home to work, the pandemic impacted work practices 
in other ways. According to DeFilippiset al., the number of meetings and emails increased for 
many employees following lockdown.11 Meetings and emails generally included more attendees 
and recipients, highlighting an increase in both frequency and scope of communication. 
However, on average, meeting length and the total amount of time spent in meetings decreased. 
In addition, many employees adjusted work schedules and sent more emails outside of standard 
working hours. This may have been related to the rapidly changing situation and potentially 
returned to normal levels once organizations had their pandemic plan in place. 
 
Despite the limitations of many facilities during these unprecedented times, the pandemic has 
broadened the use and availability of telehealth across the country as an alternative to provide 
safe and effective care.12In previous years,telemedicine was met with hurdles and some 
resistance, but demand for commercial telemedicine services has increased and vendor traffic 
skyrocketed.13 Telemedicine can provide less expensive care with improved access, particularly 
during times of crisis. It offers a way to provide continuity of care for patients while protecting 
staff and reducing burnout of providers. In 2020, it was supported with expanded flexibility in 



policies, such as allowing patients to be seen through videoconferencing without a qualifying site 
visit and allowing prescription of controlled substances through telemedicine without an in-
person evaluation.14Centers for Medicare & Medicaid Services (CMS) and other payers issued 
multiple waivers and offered payment parity for Medicare.15 
 
In response to this expansion of telehealth services, the Centers for Disease Control and 
Prevention (CDC)has offered guidance related to best practices in telemedicine during the 
pandemic.16 Health information professionals may be involved in developing or implementing 
many of these recommendations, depending on organizational structure. This guidance includes 
identification of encounters appropriate for telemedicine and protocols for triaging and assessing 
patients. These policies, practices, and protocols for using telehealth services must be 
communicated to providers, including those related to appointment scheduling, documentation 
and billing, referral processes, urgent care, ancillary services, and follow-up visits, among others. 
Those involved in telehealth services must continuously monitor federal and state regulations 
and restrictions, temporary mandates and directives, and expiration dates. It is recommended that 
at-risk populations are prioritized, with outreach to patients with limited connectivity. The CDC 
also recommends regular communication with payers to verify coverage of telehealth, 
telemedicine, or nurse advice line services.17Although telemedicine has been relatively 
successful throughout the pandemic, there are still concerns related to privacy and efficacy 
considerations. Regulation of commercial teleservices should address licensing and liability, and 
health information best practices should clarify informed consent and protection of data and 
confidentiality. Medical practice guidelines should consider ethical issues, professional conduct 
and relationships, patient autonomy and safety, cultural diversity, and malpractice and liability.18 
 
These strained effects were felt more significantly at facilities in rural communities. Many of 
these facilities have been and remain under-resourced with issues related to infrastructure, lack 
of equipment, and disparities in workers, training opportunities, and revenue compared to those 
in urban areas.19 The pandemic strained already thin margins, increasing the financial and 
operational burden on rural hospitals that carry significant administrative burden. The trend 
toward remote work and expanded telehealth services may be more difficult for rural facilities 
that lack the infrastructure and technology to support these services, including access to high-
speed internet.20 
 
In addition to hospital and service closures, required changes in HIM workflow processes, and 
expansion of telehealth and remote work, the pandemic has impacted the HIM workforce in a 
variety of other ways. In a study by Sethi et al., health professionals indicated an impact on 
mental, physical, and social well-being.21 Any type of quarantine can incite mass hysteria and 
distress, with many feeling a loss of control.22 As with most of society, there have been feelings 
of anxiety, frustration, and stress among healthcare employees.23 This relates to a variety of 
things, including but not limited to: worrying about the safety and wellness of themselves and 
their families; separation from loved ones; fear of the virus and potential complications; 
insufficient supplies of basic essentials; and dealing with furloughs, pay cuts, and layoffs. Those 
that have to work on-site worry about their vulnerability and exposure, particularly in facilities 
with limited personal protective equipment (PPE) and infrastructure. They may also have to deal 
with uncooperative, stigmatized, and panicked patients.24 Some have found it challenging to stay 



motivated, exhausted from public indifference, misinformation, and non-compliance. Despite 
these challenges, some employees have also reported more time for self and family.25 
 
This study explores the impact of these rapid and unforeseen changes and actions, addressing the 
following questions: 
 

 How were HIM professionals in a rural state involved in facility changes related to 
the pandemic, such as data capture, disaster planning, and the expansion of telehealth 
services? 

 To what extent were HIM professionals in a rural state impacted by facility closures, 
reduced services, and furloughs? 

 How were HIM professionals in a rural state impacted by the expansion of remote 
work? 

 How are HIM professionals in a rural state currently coping with the physical, mental, 
and social stresses of the pandemic? 

 
Methods 
 
The sample population included health informatics and information management professionals in 
Idaho. This is considered a relatively rural state, with a population less than 2million, 27 critical 
access hospitals, and ninerural health clinics.26 Many facilities have HIM professionals that are 
members of the state’s relevant professional associations, including the Idaho Health Information 
Management Association (IdHIMA) and the Healthcare Information and Management Systems 
Society (HIMSS) Idaho Chapter. IdHIMA has over 400 members, and HIMSS Idaho has 
approximately 250 members. These individuals work in a variety of health informatics and 
information management areas throughout many types of organizations. 
 
A survey of open and closed questions was created by the researcher based on the findings of the 
literature review (seeAppendix 1). Questions were written to gather information on the 
participant’s work setting, work, and personal experiences during the pandemic, such as changes 
to work duties and impact on wellness. Upon institutional review board(IRB) and association 
approval, it was distributed by email to members of IdHIMA and HIMSS Idaho. A snowball 
sampling technique was used, asking recipients to distribute the survey to additional co-workers 
in the health information and informatics disciplines. These individuals were targeted to provide 
a broad base of professionals in jobs relevant to health information and informatics to provide 
insight into the impact of the pandemic. 
 
Descriptive analysis was done using Qualtrics software, summarizing results with percentages 
and frequency distributions. Chi-square and t-test analyses were conducted when appropriate to 
compare acute care hospital responses with the other patient settings. The questions related to 
work-related communications, overall rating of organizational response, and the impact of the 
pandemic on health and wellness of participantswere five-point Likert scale questions and 
wereanalyzed using dummy codes 1-5 to obtain means and standard deviations where 
1:Excellent, 2:Good, 3:Average, 2:Poor, 1:Terrible; 1:Much higher, 2:Slightly higher, 3:About 
the same, 4:Slightly lower, 5:Much lower; and 1:Much better, 2:Better, 3:Same, 4:Worse, 



5:Much worse, respectively. Free-text items, such as responses under the “others” and the three 
open-ended questions, were reviewed to identify common, recurrent themes.  
 
Results 
 
The survey was completed by 76 individuals from primarily acute care hospitals (54.1 percent), 
but also critical access hospitals (5.4 percent), physicians’ offices (5.4 percent), insurance 
companies (4.1 percent), long-term care hospitals (4.1 percent), skilled nursing facilities (2.7 
percent), and other types of organizations (24.3 percent) (see Figure 1). Other types of 
organizations included health systems, ambulatory settings, state and federal organizations, 
software companies and other IT vendors, specialty clinics, academic institutions, and consulting 
companies. 
 
Responses were obtained from directors and managers, coding specialists, systems analysts, 
registry specialists, consultants, and educators, as well as a variety of other professionals in 
compliance, health IT, and administration. Specific health information domains included coding 
(33.3 percent), information systems (22.7 percent), management (17.3 percent), and the revenue 
cycle (12 percent), with others in registries and indexes, analytics, and education(see Figure 2). 
 
Expanded and New Responsibilities 
 
Tracing and data collection.As outlined in the literature review, the COVID-19 pandemic has 
necessitated intensive tracing and data collection to track cases and patient outcomes, and 
organizations have relied on a variety of individuals to assist. Just over a quarter (30.9 percent) 
of participants indicated they were involved in these efforts in some way (see Table 1). There 
was no significant difference in involvement of these efforts between those in acute care 
hospitals and other settings, 2(1, N = 68)=0.18, p=0.6714. Of those involved, several 
participated in data collection for clinical indicators and risk factors (38.1 percent) and case 
reporting, early identification, and registry development and/or data collection (28.6 percent). 
Just a few were involved in risk scoring, contact tracing, and tool development. Those involved 
in other activities (38.1 percent) listed duties related to case identification through coding and 
coding audits, management of the COVID-19 attestation desk, data collection for employees and 
visitors, inpatient outcomes tracing, and screening. Fortunately, the majority of respondents 
indicated that the additional case reporting requirements did not increase burden on their 
department, although 15indicated it did. There was no significant difference in this response 
between those in acute care hospitals and other settings, 2(1, N = 38) = 0.85, p=0.3568. Some of 
these responses may have come from the 17.2 percent who indicated that their EHR did not 
already have the capabilities required for eCR. Of those who did utilize eCR, most (61.1 percent) 
indicated that it helped them improve reporting efforts. There was no significant difference in 
whether or not the EHR had eCR capabilities between those in acute care hospitals and other 
settings, 2(2, N = 62) = 3.06, p=0.2170. Most participants also felt that the contact tracing and 
case reporting requirements did not cause privacy and security concerns for their organizations 
(72.7 percent). Those that indicated concerns addressed them by increasing oversight and 
limiting access as necessary. 
 



Expansion of telehealth services. Participants were asked if their facility expanded telehealth 
services during the pandemic, with 84.6 percent indicating they did. Those who indicated that 
telehealth services were not expanded were from a physical therapy or specialty clinic, or an 
organization that did not provide direct patient care. Half of the participants of the 
surveyindicated they were directly involved in tasks related to this expansion (see Table 2). 
There was no significant difference in involvement of these efforts between those in acute care 
hospitals and other settings, 2(1, N = 68) = 2.514, p=0.1128. Participantsassisted with physician 
and provider training (50 percent), ensuring compliance with privacy practices (44.1 percent), 
creating and updating policies and procedures for telemedicine (38.2 percent), communicating 
with payers to verify coverage (17.6 percent), regulation and restriction monitoring (14.7 
percent), identifying and prioritizing patients by risk (8.8 percent), and only one was involved in 
patient outreach. Other duties included tool development for remote patient monitoring, volume 
monitoring, setting up telehealth billing, monitoring for fraud and abuse, and coding of telehealth 
visits. 
 
Disaster planning. Participants were also asked about their involvement in assisting their 
organization with disaster planning efforts related specifically to COVID-19, with 44.1 percent 
indicating that they did participate in at least one task category (see Table 3). There was no 
significant difference in involvement of these efforts between those in acute care hospitals and 
other settings, 2(1, N = 68) = 3.06, p=0.0800. Participants were involved in committees (56.7 
percent), the communications plan (50 percent), education and training (50 percent), 
recommending and/or implementing physical safeguard requirements and installation (26.7 
percent), updating employee sick leave policies and procedures (23.3 percent), and surge 
capacity planning (20 percent). Overall, the majority of participants indicated confidence in their 
organization’s response to the pandemic (M = 1.59, SD = 0.74), with 54.3 percent rating their 
facility as excellent and 34.3 percent as good. There was no significant difference in these ratings 
between those in acute care hospitals and other settings, t(68) = 1.59, p = 0.12.Qualitative 
responses indicated frequent and effective communication, early implementation of policies and 
procedures, fiscal responsibility, and employee support as reasons for a high rating. The few who 
responded negatively criticized an overreaction without consideration of consequences or a lack 
of reaction at all, difficulty in getting employees to return to on-site work, extensive furloughs, 
and lack of monitoring noncompliance with safety protocols. 
 
Other Work-Related Impacts 
 
Facility closures and suspended services. The pandemic has significantly disrupted facilities, 
with many having to reduce or eliminate services either temporarily or permanently, and some 
expanding other types of services. According to respondents, 37.2 percent reported that their 
facility had to suspend elective surgeries due to COVID-19, and 33.1 percent had to suspend 
non-urgent surgeries. Outpatient services were suspended slightly less at 17.6 percent, just 2 
percent suspended laboratory services, and only a few suspended research activities. Other 
suspended services included travel, community outreach, in-person meetings and conferences, 
annual exams, live education lessons, and on-site implementation of system upgrades. A few 
even indicated that all services were suspended. 
 



Increase in remote work. As mentioned above, the pandemic resulted in significant work 
disruptions, with furloughs, a dramatic increase in remote work, and an increase in relevant 
communications. Fortunately, only 10 of the respondents indicated that they were furloughed due 
to the COVID-19 pandemic. Five respondents were furloughed for one to three months, three for 
more than three months, and the remaining two for less than a month. The percentage of 
respondents working remotely was significantly higher. Forty-four percent of respondents began 
working from home due to the pandemic, and 41.3 percent were already working from home. Of 
those who were already working remotely, 67.8 percent have done so for three to 10 years, 22.6 
percent for more than 10 years, and 9.7 percent for less than three years. The majority of 
participants (75.8 percent) felt that they were able to effectively achieve their work duties from 
home. The remaining participants felt they were somewhat effective (19.7 percent) or not 
effective (4.6 percent). Just 12.2 percent did not work remotely, but several of those participants 
still managed remote employees. 
 
Increased communications. Participants indicated that work-related communications, including 
number and length of emails and meetings, increased during the pandemic with 38.8 percent 
indicating it was much higher and 28.4 percent that it was slightly higher (M = 1.94, SD = 0.87). 
Some indicated it was about the same (31.3 percent) and just one participant that it was slightly 
lower.There was no significant difference in these responses between those in acute care 
hospitals and other settings, t(62) = 0.94, p = 0.35. 
 
Virtual continuing education. The pandemic also caused many live events and conferences to 
be canceled. Most of the participants (76.8 percent) participated in virtual education events to 
obtain continuing education units. 
 
Impact on Health and Wellness 
 
In addition to disruptions in the workplace, studies have highlighted a variety of other, personal 
impacts of COVID-19 and quarantine restrictions. Ultimately, these may impact the ability of an 
employee to meet the demands of their job. Participants were asked about the impact of the 
pandemic on their anxiety, general mental well-being, physical wellness, social wellness, and 
stress. The responses averaged between about the same and somewhat worse (see Table 4). 
Social wellness (3.67), stress (3.55), and anxiety (3.48) had the highest averages, but general 
mental well-being (3.35) and physical wellness (3.24) were not far behind. The standard 
deviations indicate relatively high variations amongst participants. 
 
Negative feelings were associated with a variety of reasons. Many were concerned about loved 
ones catching the virus (66.2 percent) and/or being separated from them (58.8 percent), and 26.5 
percent indicated the loss of a loved one. Many were also concerned about their own health, 
potentially catching the virus and suffering complications (57.4 percent). Participants were also 
concerned for patients who were facing potential death without their own loved ones (42.6 
percent), co-workers who were involved in direct patient care (35.3 percent), and disgruntled and 
noncompliant patients (27.9 percent). Furloughs and pay cuts (30.9 percent) also caused negative 
feelings, as well as fear of insufficient basic supplies at home (29.4 percent). Many were also 
concerned about misinformation about the virus and CDC recommendations (58.8 percent) and 
some worried about limited PPE at work (11.8 percent). Other negatives listed by 



participantsincluded political unrest, an increase in work hours, school closures, and forced 
masking and lockdowns. (See Table 5.) 
 
Despite the disruption and unease created by the pandemic, participants did denote some 
positives experienced due to the changes necessitated by COVID-19. Qualitative responses 
showed that many recognized it as a time to create more balance mentally, physically, and 
spiritually by taking the opportunity to reprioritize. Many participants mentioned more time with 
their children and other family members, and some noted more time for home projects, personal 
hobbies like reading and gardening, and for personal health and fitness.Participants felt that some 
of this came from the reduced commute time of remote work and reduced work-related travel, 
which also helped them save money and reduced their carbon footprint.Several participants 
mentioned that money was also saved by not eating out and reducing shopping. Participants were 
inspired to reach out to family, friends, and acquaintances that they had not spoken to in a 
significant amount of time, and were reminded of what to appreciate in life. Some felt 
recognition for the human ability to adapt, appreciating our strength and resilience. A few 
participants also mentioned feeling more educated on surface contamination and an appreciation 
for the heightened cleaning procedures in public spaces. 
 
Discussion 
 
Despite what may have felt as temporary solutions to unprecedented times, many believe the 
significant changes to the workplace implemented due to the pandemic will continue. According 
to a survey of industry leaders by Kuofie and Muhammad, the majority definitely or somewhat 
think that the practices performed during the COVID-19 period will become the new normal, and 
just over half indicated that the health industry will continue to maintain the same practices 
beyond the pandemic.27 In addition to hearing from industry leaders, it is important to consider 
the impact the pandemic has already had on health information management and what these 
changes mean for the future.The results of this survey provide insight into that impact on a 
sample of health information professionals in a rural state, demonstrating similar experiences 
across settings and domains. 
 
The COVID-19 pandemic has emphasized the need for better informatics infrastructure, 
interoperability, and ethical guidelines.28 AHIMA has highlighted critical areas of focus to 
improve the readiness of disease surveillance systems and system preparedness for global public 
health events. These include accurate patient identification, protections for consumer privacy, 
and comprehensive data collection for public health.29 Without a nationwide patient 
identification strategy, the data collected and analyzed during public health events such as a 
pandemic maybe be incomplete or incorrect, which can impact contact tracing and large-scale 
immunization programs as has been experienced with COVID-19.  
 
As we move forward, we can reflect on the pandemic to learn from the experience and continue 
to explore ethical, legal, and social issues related to health information technology and disease 
surveillance.30 Fortunately, as indicated by survey participants, most facilities felt equipped to 
address privacy and security concerns related to contact tracing and case reporting by increasing 
oversight and limiting access. Expansion and new forms of communication and technology in 
healthcare, including consumer-facing applications and products, highlight the importance of 



established privacy, confidentiality, and ethical principles beyond HIPAA-covered 
entities.31Consent processes must include protection from potential consequences of technology, 
and expansion of telehealth services across jurisdictional boundaries requires evaluation of 
regulations and policies related to areas like licensing, credentialing, and liability. As indicated 
by the survey, many facilities are expanding these services and relying on HIM professionals to 
help with training, compliance, and communication.The pandemic may have been the push 
needed to expand telehealth services permanently, but further consideration of access and quality 
are needed. Telehealth efforts should include access for all populations, including patients that 
are cognitively impaired, elderly, disabled, illiterate, or living in areas with little to no internet 
access.32 Health information professionals will need to continue to be involved in such efforts, 
including in areas highlighted in the survey such as training, compliance, and regulation. As the 
industry stabilizes after the height of the pandemic, telehealth best practices should be 
continuously evaluated while assessing the impact on the patient record and care outcomes. 
Additional resources may need to be allocated to telehealth efforts to ensure proper 
documentation, reimbursement, and compliance. 
 
The pandemic has again brought health disparities to the forefront, reinstating the need for 
standardized data collection of elements related to the social determinants of health (SDOH) to 
better allocate resources and prevention efforts.33 Once comprehensive standardized data 
collection is established, facilities and public health organizations can analyze the data to gain 
valuable insights into patients and populations.34 As indicated by survey responses, tracing and 
data collection may continue to be tasks performed by health information professionals in 
various organizations. Facilities may consider cross-training employees or dedicating an 
individual position to these tasks, depending on the time commitment. It is also recommended 
that facilities without eCR functions evaluate this need with their EHR vendor, particularly if the 
task is burdensome. Health information professionals remain the experts in data governance and 
are essential to improving the data infrastructure at the national and global levels to be better 
prepared for the next global incident. 
 
The pandemic created significant strain on the healthcare system, causing many facilities to 
reduce or eliminate services such as elective and non-urgent surgeries. Fortunately, this is not an 
impact that is anticipated to be long-term for most facilities, although it may have long-term 
financial impact on those in rural communities. Managing these reduced services and disaster 
planning efforts were temporary consequences of the pandemic, but both experiences can help 
better prepare facilities in the future. It is important that health information professionals remain 
engaged in these planning efforts and that facilities take note of the practices that instilled 
confidence in their employees. These include, as indicated by survey participants, a solid 
communication plan, clear policies and procedures, fiscal responsibility and transparency, and 
strong employee relations. 
 
As organizations evaluate the continuation or expansion of remote work, it is important to 
consider best practices. This includes policies and procedures related to expectations and 
requirements. While the pandemic mandated some employees work remotely, in less restrictive 
times this should be evaluated on an individual basissince, as indicated by the survey, not 
everyone feels effective at home. Employees and employers should consider the fit of flexible 
work arrangements with the organization, position, and person as remote work may not be suited 



to everyone. Particular challenges potential in remote work identified during the pandemic 
included procrastination, ineffective communication, disruption of the work-life balance, and 
social isolation.35 Work and communication expectations should be clarified in policy and 
monitored regularly. Large virtual meetings or email blasts can be used to share important 
information to all relevant individuals, ensuring inclusivity in communications. This may include 
information on new policies or plans, work that has been accomplished, increasing 
accountability, and/or alignment of priorities. Meeting length should be a consideration, 
however, as employees may find it challenging to stay engaged in long meetings.36Remote 
employees should be encouraged to create a routine within their working hours, designate a 
space to work, and avoid excessive multitasking.37 Virtual and occasional in-office meetings and 
social events can provide space for connection between remote employees, strengthening the 
team environment. 
 
As indicated by the results of the survey, employees are feeling burdens of the pandemic beyond 
the rapid changes in working conditions. Unfortunately, these may continue for a time after the 
pandemic ends. Disaster models predict continued stress, exhaustion, and burnout. This can 
increase the risk of depression, anxiety, sleep disturbances, and even substance abuse, 
particularly for employees who have poor coping strategies such as self-blame or avoidance.38As 
noted in this survey, many HIM employees are already feeling worsened mentalwell-being, 
social and physical wellness, anxiety, and stress. This can impact employee work, causing 
reduced productivity or increased absences.39While some stressors related to the early days of the 
pandemic with higher uncertainty and more extreme isolation are becoming less relevant, those 
related to moral distress, personal safety, economic uncertainty, and a sense of powerlessness 
still linger.40However, organizations can take action to support employees through training and 
resources.41If feasible, organizations should consider offering access to counseling services and 
training in effective emotional coping methods. This could include webinars on such topics as 
resilience, stress management, and the work-life balance.42Facilities can designate further 
resources to create a wellness response team, resource hub, and dedicated space for employees 
who need respite.43Mitigating these external pressures and concerns can help improve employee 
morale and productivity. 
 
Despite the unprecedented stress, health information professionals can also choose to recognize 
some positives that have emerged from the pandemic, such as more time with family, reduced 
commute time, a chance to reprioritize life, and appreciation of the resilience of the human spirit. 
The actions and consequences of the pandemic can fuel the advocacy for improved infrastructure 
and the heightened need for interoperability. It has brought data to the forefront, including the 
need for better documentation of the SDOH and accurate patient identification. Facilities and 
employees are better prepared for emergencies and disasters, remote work, and telehealth. The 
importance of employee wellness and support has been highlighted, allocating resources in this 
area. Health information professionals have more access to virtual continuing education credits 
and training programs, expanding the opportunity for advancement and improvement of new 
skills. As these improvements are realized, HIM professionals will be ready to step into new 
roles in data analytics, research and development, compliance, information governance, project 
management, and process improvement.44 
 



These findings are limited to the respondents of a researcher-created survey in a rural state, 
primarily targeted at members of HIM professional associations. Further studies should expand 
the population of interest to other HIM professionals and those in more urban areas. The survey 
was distributed approximately 16months into the pandemic and practices continue to change in 
response to the variants and other factors. The continued uncertainty may have impacted 
participant responses, heightening the perception of temporary and fluctuating solutionsthat 
could feel erratic or unstable. Follow-up studies could further investigate the long-term effects of 
the pandemic on HIM practice and the health and well-being of healthcare professionals.Post-
pandemic, research in this area can focus on the permanent impact and significance on the future 
of HIM. 
 
Conclusion 
 
The needs and guidelines of the pandemic have impacted many health information professionals, 
including disruptions in both the workplace and personal lives. This survey provides a snapshot 
of those impacts on HIM professionals in a rural state where resources and infrastructure can be 
limited. This included expanding or changing roles in areas such as data collection, case 
reporting, and most widely, telehealth. HIM managers should consider if and how these demands 
will continue after the pandemic and how that impacts current job descriptions, workflows, 
policies and procedures, and needed EHR functions. HIM professionals should continue to be 
involved in disaster preparedness efforts, reinforcing transparency and inclusion in facility 
operations, and encouraging frequent communication, early implementation, budgetary 
responsibility, and employee support.In addition to creating new tasks and priorities, the 
pandemic clearly impacted ongoing work practices. The long-term impact of the temporary 
closures and service suspensions on facilities remains to be seen, but health information 
managers can use the lessons learned during the pandemic to improve transparency and 
confidence in employees through fair and rational policies and practice. Health information 
managers can also continue to improve and expand remote work options, a trend that is 
anticipated to stay at higher levels after the pandemic. The pandemic also pushed many 
professional associations to expand virtual continuing education opportunities, improving the 
expansion of this modality in the future.The long-term impact of the pandemic and shutdown on 
the physical and mental wellness of healthcare professionals and society in general also remains 
to be seen. As the pandemic transitions to an endemic, hopefully levels of anxiety and stress will 
reduce to improve overall wellness. HIM professionals should advocate for employee wellness 
support at facilities, including education and training and other support services. Despite the 
many disruptions and stressors of the pandemic, experiencing a global life altering event can 
reignite the passion for our relationships, our profession, and our resilience. 
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Human Factors in Electronic Health Records Cybersecurity Breach: An Exploratory 
Analysis 
By Liu Hua Yeo, MS, and James Banfield, PhD 

Abstract 

The healthcare sector continues to be the industry suffering one of the highest costs of a data 
security breach. Healthcare lags behind other industries in cybersecurity preparedness despite 
advances in cybersecurity technologies. Technical safeguards to protect electronic health records 
must be combined with human behavioral interventions to promote a robust cybersecurity plan. 
Using data from the United States Department of Health and Human Services, we conducted an 
exploratory analysis of past data breaches in healthcare organizations from January 2015 to 
December 2020 to explore the extent to which human elements played a role in data security 
incidents. We found that a vast majority of health records were compromised due to poor human 
security. The mean number of records affected by a breach due to unintentional insider threats is 
more than twice that of breaches caused by malicious intent such as external cyberattacks and 
theft. Our findings also indicate that, on average, more patient records are compromised from 
falling for a phishing scam than any other reason. We argue that proper cybersecurity 
contingency plans in healthcare must include human behavioral interventions that go beyond 
technical controls. 

Keywords: cybersecurity, healthcare breaches, human factors, insider threats 

Introduction 

The digitization of medical records has changed the landscape of healthcare systems worldwide. 
With the advent of the information age, paper-based healthcare records were gradually and 
systematically converted into digitized electronic health records (EHRs). In the last two decades, 
the push toward resource sharing in technology is revolutionizing the healthcare sector by 
providing an efficient way of sharing patient records between healthcare professionals. 
Compared to paper-based records, EHRs require less manpower, time, and physical storage. 
Caregivers and providers use EHRs to access care-related activities and provide evidence-based 
decision support and quality care.1 However, the ease of access to EHRs is accompanied by 
rising cybersecurity threats and challenges. 

In the annual “Cost of Data Breach” report conducted by the Ponemon Institute, the 2020 study 
noted that each compromised record cost an average of $146 to the healthcare organization 
(HCO). That figure increases to $150 per compromised record where personal health information 
(PHI) was involved. According to the report, healthcare continues to be the industry suffering the 
highest cost of a data breach at $7.13 million when factoring in other costs such as incident 
response, lost business, and notification costs. Eighty percent of the breached organizations 
participating in the study reported that PHI was involved. The cost of healthcare breaches is 
expected to increase during the COVID-19 pandemic, as 76 percent of HCOs in the survey 
predicted that implementing an incident response strategy will be made much more difficult by 
the ubiquity of remote work during the pandemic.2 Most healthcare executives lack overall 
information security, employee security awareness, and incident response strategies.3 Breaches 
related to EHR can significantly affect HCOs, such as the accidental release of PHI to 



disruptions in clinical care.4-6 Disruptions and delays in patient care can result in patient death, 
and the impact on patient safety is likely to be underreported.7 

Federal compliance laws such as Health Insurance Portability and Accountability Act (HIPAA) 
and the Health Information Technology for Economic and Clinical Health (HITECH) Act were 
enacted to require the adoption of electronic medical records and protect privacy and data 
security of PHI.8As required by section 13402 (e) (4) of the HITECH Act, The United States 
Department of Health and Human Services (HHS) Office for Civil Rights (OCR) must post a list 
of breaches of unsecured protected health information affecting 500 or more individuals. The 
HIPAA Security Rule requires healthcare organizations and covered entities protect electronic 
personal health information from cybersecurity threats.9 It also imposes administrative, technical, 
and physical standards for safeguards that organizations must implement. These entities must 
implement data security safeguards to protect PHI, such as medical records and insurance 
information. This paper presents an exploratory analysis of past EHR breaches in the United 
States from 2015to 2020. By exploring the factors that led to violations, executives and decision-
makers in HCOs can apply lessons from these breaches in securing their organizations.  

Research Question 
 
We investigated the extent to which the lack of proper human security enabled data breaches in 
HCOs. Our research questions were thus:  

1. To what extent did the lack of human security result in data security breaches in 
healthcare records?  

2. On average, how does the lack of human security affect the number of records breached 
in a cybersecurity incident in healthcare? 

We hypothesized that data breaches in healthcare caused by unintentional human factors, such as 
carelessness, negligence, and falling victim to phishing and ransomware, outnumber those 
caused by malicious intent. The following sections discuss our observational study results and 
help research determine solutions for incorporating human security into organizational policies. 
We argue that any security framework must emphasize securing the human in HCOs.  

Classification Method 
 
We conducted an exploratory study on the factors that play a role in EHR-related cybersecurity 
breaches. HCOs are required by law to notify the OCR after a breach compromising EHRs and 
PHIs. The OCR publishes details of these reported breaches beginning October 2009 and makes 
the dataset publicly available.10 It includes reports from HCOs that have suffered breaches that 
compromised 500 or more EHRs. Since the law requires HCOs to notify HHS in the event of a 
violation, we believe that this nationwide sample is sufficiently representative of the population 
of EHR-related breaches in healthcare, with some limitations. Our analysis used a methodology 
based on the Joanna Briggs Institute (JBI) approach, which provides an evidence-based process 
for qualitative research.11 We modified a similar method by Walker-Roberts et al.12 in our 
classification process. Figure 1 shows a graphical representation of the flow process, which 
describes how we identified and screened each entry in our dataset for inclusion in the 
exploratory analysis. Our criteria for inclusions were that entries: 



 Included valid and clear descriptions of the breach incident. 
 Occurred between January 1, 2015, and December 31, 2020, inclusive 
 Constituted a breach as defined under HIPAA. Entries alleging violations by entities not 

covered under HIPAA, or those determined by OCR to have not violated any HIPAA 
rules, were excluded. 

We limited our analysis of the OCR dataset to the years spanning January 2015 to December 
2020; after removing incomplete records and other entries that do not constitute a breach of PHI, 
the resulting set of data contained 1,485 security incidents. The data was then analyzed to 
determine the type of the cybersecurity breach. Entries were categorized based on the presence 
or absence of malicious intent. In 15 cases, we could not establish those criteria based on the 
incident descriptions provided in the original dataset. These cases were noted with an 
“Insufficient information” designation. Once the type of breach has been identified, we further 
classified each entry into the primary source or cause of the breach for analysis. Table 1 
describes in detail our classification methods for each entry. 

Results and Discussion 
 
We studied 1,485 breach events occurring between January 2015 and December 2020, affecting 
141,252,797 medical records. Of that number, 73.1 percent of all affected records resulted from 
breaches caused by unintentional factors, while 26.7 percent were caused by malicious factors. 
Figure 2 shows the resulting classification of thesources of EHR breaches in HCOs and their 
frequency of occurrence in the United States from January 2015 to December 2020. We found 
the most frequent reason for a cyber breach in HCOs is the result of carelessness and negligence 
(382 incidents), followed by theft (222 incidents), and falling victim to a phishing scam (221 
incidents). Similarly, Table 2 shows the total number of records affected by each breach 
categories based off our classification method. 
 

Carelessness/Negligence 

Existing literature on insider threats generally assumes that individuals who commit 
cybersecurity transgressions do so due to an ulterior motive that is typically accompanied by 
malicious intent or the desire to enrich themselves for financial or personal gain.13 However, our 
dataset analysis revealed that 382 incidents, or 26 percent of all human factor-based breaches, 
were due to an insider’s carelessness, negligence, or apathy. In each of these cases, no malicious 
intent was visible in that there was no intent to access patient data, but a data breach occurred. 
Employees or business associates may partake in risky cybersecurity behaviors due to a highrisk 
tolerance or the desire to be efficient or helpful.14 In some cases, employees may inadvertently 
circumvent established policies because they view those policies as cumbersome or unrelated to 
patient outcomes.15 This paper does not intend to define a framework for what constitutes an 
insider threat but rather to show that carelessness and negligence stemming from risky behaviors, 
lack of awareness, and apathy are essential domains of human security.  

Of the 382 incidents stemming from carelessness or negligence, 212 (55.5 percent) were 
incidents whereby an employee or business associate erroneously mailed or emailed PHI to the 
wrong recipients. Some were caused by misalignment in the printing process or information 



mismatched with patient data. In other cases, PHI may have been mailed to the correct recipients 
but done so in a manner that unintentionally exposed the PHI in transit. 

Misplaced hard drives or documents containing PHI lost in the mail or transit were described in 
71 incidents. In most of these cases, the covered entities never recovered the lost records. 
According to the dataset, some of these losses were attributed to carelessness on behalf of an 
employee. We note that we did not include cases where external individuals deliberately stole 
PHI during a burglary; these entries were classified under the “Theft” source of breach category 
due to the clear presence of malicious intent. These cases are therefore distinguished from 
incidents where PHI was lost due to negligence or carelessness. In a further 59 incidents, PHI 
was unintentionally and improperly exposed by individuals who uploaded the data onto publicly 
accessible websites or databases without taking security steps such as encrypting or sanitizing 
the data beforehand. 

These accidental transgressions led to tangible consequences for both the offending employee(s) 
and the organization. According to the HHS dataset, consequences included penalties ranging 
from reprimand and retraining of the individual(s) to the suspension or termination of 
employment, depending on the severity and impact of the risky behavior. In addition, under 
HIPAA, organizations face substantial fines for noncompliance with the HIPAA Privacy Rule. In 
a February 2022 update, the OCR noted that since the compliance date of the Privacy Rule in 
April 2003, it has imposed civil penalties totaling $131 million to organizations for non-
compliance.16 

Phishing/Ransomware 

Falling victim to a phishing scam made up most of the number of EHRs affected in our dataset. 
There were 221 incidents directly attributed to phishing scams, and 119 reported breaches were 
related to ransomware. Together, they make up 40.7 percent of all non-malicious events in our 
chosen time range. Our analysis combined phishing and ransomware incidents because a 
cybersecurity victim’s vector to produce that outcome is similar. Phishing, which is the act of 
tricking a user into disclosing confidential information17 through a legitimate-looking email or 
link, is the vehicle that delivers the ransomware payload.18 

In a phishing attack, one compromised credential can lead to multiple subsequent attacks, as we 
saw in Anthem Inc. in 2015,19 whereby a targeted spear-phishing campaign opened the door to 
further parts of its network. During the attack, 78,800,000 affected records were attributed to 
Anthem’s breach incident as corroborated by the OCR dataset. Anthem had disclosed that it had 
suffered a data breach that affected almost 80 million customers.20,21Anthem discovered that the 
attackers had managed to obtain several employees’ credentials, possibly through a phishing 
attack in their investigation. Once the attackers had obtained the credentials, they ran several data 
queries between December 2014 and January 2015. The database credentials would then be 
trivial to access using the stolen credentials.22 Eventually, the attackers could access Anthem’s 
enterprise data warehouse containing personally identifiable information (PII) and stole almost 
80 million unique user records.23 

Although the Anthem incident may seem like a statistical outlier, we argue that, on the contrary, 
it further underscores the gravity of falling victim to a phishing attack. One phishing incident led 
to the most significant cybersecurity breach in the healthcare industry. Victims of phishing, 
ransomware, and other social engineering attacks become a new vector or vehicle to launch more 



in-depth and large-scale attacks.24 Once in the system, the attackers ran queries and worked from 
there to gain higher-level access. The Anthem administrator who found the breach noticed that 
his password was used to run queries that he did not initiate.25 The ability for an administrator’s 
password to be used in this manner points to a possible flaw in Anthem’s data management 
policy; actions executed by elevated privilege accounts should always be accompanied by some 
form of additional verification or authentication beyond a simple password requirement. While it 
cannot be said definitively that the presence of an additional authentication factor would have 
prevented the breach, it would have been an extra layer of defense against the attack. 

Malicious Insider 

Malicious insiders refer to individuals with knowledge or access to internal systems or networks, 
who then commit cybersecurity crimes with the express intent of enriching themselves for 
financial, personal, or other gains.26,27 As we noted earlier in this paper, the allure of economic 
gains from PHI on the black market may drive individuals to commit cybercrime. However, 
malicious insiders may have motives other than profit, such as disgruntled employees attempting 
to exact revenge for a perceived wrong or a sense of entitlement. Cybersecurity controls typically 
are designed to thwart external attacks, and there are few, if any, technical controls that 
specifically defend against internal threats.28 Insiders have a crucial advantage: They are 
generally knowledgeable about systems and processes in the organization and may have varying 
administrative access levels that external actors do not.  

To illustrate this, we found that in our analysis of the OCR dataset, there were 217 incidents of 
malicious insiders, affecting a total of 55,199,447 records. In as many as 170 of these cases, 
employee(s) of the HCO accessed PHI without a legitimate business need.  

Other Sources of Breach 

Under the “Unintentional” type category, the source of a breach in a total of 32 incidents was 
something other than the abovementioned categories. Since there were relatively few of these, 
we combined and classified these entries as “Other” in our analysis. In three incidents, the 
breaches were caused by employees falling for a social engineering attack. Social engineering, 
which is an umbrella term that includes phishing and ransomware, describes a process whereby 
an attacker uses social interaction to deceive and obtain sensitive information from a victim.29-31 
For instance, an attacker may pose as an authorized individual and trick a user into divulging 
credentials to an internal network. In the OCR dataset, due to the prevalence of healthcare breach 
incidents caused by falling victim to phishing or ransomware attacks, we distinguished these 
categories from the more broadly applicable social engineering category. Ten incidents in the 
“Other” category stemmed from a lack of a business associate agreement between a covered 
entity and its business associate. Under the HIPAA Rules, a business associate agreement must 
be executed to ensure that any business entity that establishes a relationship with a covered HCO 
will commit to safeguarding PHI. Other incidents include breaches due to miscellaneous policy 
violations (eight occurrences), unintentional physical exposure of PHI (five occurrences), easily 
guessed passwords (four), and natural disasters (two). 

Across all incidents, the OCR dataset shows that from 2015 to 2020, the mean number of records 
affected by unintentional factors is 123,446, more than twice that of the mean caused by 
malicious factors. Figure 3 shows the mean number of records affected when considering the 
type of breach. A closer look at the subfactors shows that phishing and cyberattacks led to the 



highest mean number of records affected at 421,038 and 153,644 records. Figure 4 breaks those 
categories down further into its subcategories based off our classification method and shows the 
mean number of records affected by each subcategory. 

Conclusion 
 
As healthcare services evolve in technology and coverage, they aim to provide a variety of 
treatments in order to accommodate diverse patient demographics. This was especially 
noticeable with the influx of patients impacted by the COVID-19 global pandemic. Due to the 
volatile and unpredictable nature of the virus, healthcare providers were forced to find alternative 
means of treatment in order to adequately provide necessary services to their patients. This 
included an increase of services, which entailed the usage of tools such as technology through 
cloud-based data inference, surveys, COVID-19 screening symptom checklists, and virtual 
appointment services. Such alternative means of seeking treatment were designed to minimize 
risk of exposure to patients, healthcare providers, and workers. With the increase in telehealth 
services, many healthcare workers began to perform remote work during the pandemic.32 The 
Federal Bureau of Investigation (FBI) have reported that cyberattacks have increased almost 400 
percent by the first few months of the pandemic.33  In addition, the rise of telehealth means that 
many remote employees are now using their personal computers and home networks to perform 
their jobs. HCOs with essential workers working on-site are also grappling with the necessity of 
“bring your own device” (BYOD) policies to maintain patient care and outcome pre-pandemic. 
Working remotely means that HCOs have to deal with significant amounts of data being sent 
over the network off-premises in remote locations. In addition to expanding the attack surface for 
cyber criminals to take advantage of,34,35 these developments and decentralized resources also 
increase the risk of accidental exposure of PHI as telehealth signals a necessary paradigm shift in 
providing patient care. 

Data breaches in healthcare are incredibly lucrative as pathways to identity theft on the black 
market. According to Verizon’s latest data breach report, published in May 2021, 85 percent of 
all breaches involved a human element, and during the COVID-19 global pandemic, phishing 
continued to be one of the most commonly employed methods in a data security incident across 
all industries. The report also indicated that ransomware has jumped to third place in terms of the 
most frequently occurring source of breaches. Similarly, the Healthcare Information and 
Management Systems Society (HIMSS) released a survey report stating that phishing is the most 
common attack vector in healthcare.36 This finding is consistent with our discovery with the 
OCR dataset. We showed that, on average, more EHRs are compromised to a phishing scam 
(mean of 421,938 records affected) than any other reason. We also noted that in the time range of 
our analysis, carelessness, negligence, and phishing were the most frequently occurring sources 
of EHR breaches. 

The discourse on data breaches and EHR exposure has changed from “if” to “when” an HCO 
will experience a data breach. Based on our observational study of the OCR dataset, threats 
involving human elements continue to be significant risk factors for EHR breaches. An 
organization’s ability to train and impart information awareness to its employees’ behaviors is 
paramount in the fight against cybersecurity attacks on HCOs. A survey conducted in Germany 
by PricewaterhouseCoopers (PwC) revealed that a staggering 87 percent of participants believe 
that better education for medical staff is crucial to an HCO’s cybersecurity hygiene.37 Phishing 



as a security incident is not new, yet the fact that it remains one of the most common occurrences 
of data breaches suggests that it may not be taken as seriously as it should be. Organizational 
data security policies may not receive widespread compliance in an HCO because employees 
may not perceive the risk of poor cybersecurity hygiene. An effective information awareness and 
training program must do more than simply transfer knowledge about proper behavior in 
cybersecurity. Incorporating behavioral science into training programs to change deeply rooted 
online habits is crucial in combating human-influenced breaches such as carelessness and 
phishing.38-40 Technical safeguards should not be the only avenue to accomplish this goal; rather, 
it needs to be bolstered by the cyber vigilance of human elements.41 There is no one holy grail of 
countermeasures sufficient to prevent human risks that lead to cyberattacks. Each HCO must 
conduct its own risk assessment that accounts for resource constraints and the feasibility of such 
methods.42 

Our analysis of the data breaches in healthcare as reported to HHS has identified several 
contributing factors. As we have observed, many of the cases we analyzed involved 
unintentional insider threats, and these cases lead to significant loss and exposure of EHR. This 
analysis was informative in specifying directions for future research and areas to focus on in 
mitigating cyber-attacks. 
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High-Level Statement 
 
The ability to inventory institutional data assets, design research studies, and to share and 
analyze data has proven challenging for healthcare systems that are focused on delivery of care. 
Here, the use of data commons is described as a low-cost and low-staff approach to data 
utilization to facilitate quality improvement and research in such cases. 
 
Abstract 
 
Finding, accessing, sharing, and analyzing patient data from a clinical setting for collaborative 
research has continually proven to be a challenge in healthcare organizations.The human and 
technological architecture required to perform these services exist at the largest academic 
institutions but are usually under-funded.At smaller, less academically focused healthcare 
organizations across the United States, where the majority of care is delivered, they are generally 
absent.Here we propose a solution called the Learning Healthcare System Data Commons where 
cost is usage-based and the most basic elements are designed to be extensible, allowing it to 
evolve with the changing landscape of healthcare.Herein we also discuss our reference 
implementation of this platform tailored specifically for operational sustainability and 
governance using the data generated in a hospital setting for research, quality, and educational 
purposes. 
 
Introduction 
 
Information management professionals within healthcare organizations navigate a high degree of 
complexity for each project and for each data source used for research and quality improvement 
services.1Data and data policy must be governed tightly, consistently, and transparently to meet 
the expectations of patients and to comply with the high ethical and legal standards in the 
healthcare industry.2Even prior to the pandemic, access and sharing of patient data has been of 
paramount importance to assess current status of medical knowledge, as well as to accelerate 
clinical research related to diagnosis, prognosis, and therapeutic intervention in the context of 
cancer care; complex, or rare disease; and in the face of rapidly changing technologies for 
telehealth, surveillance, engagement, and intervention.3,4 
 
The COVID-19 pandemic has highlighted the need for unified and harmonized data sets. Early in 
the pandemic, an urgent need to evaluate outcomes related to COVID-19, efficacy of treatments, 
risks for severe disease, and health equity differences was identified. The diversity of patients’ 
current health and medical history relative to various viral strains presents issues for all medical 
research institutions both in the capacity to access data in real time and the costs to maintain such 
flexible, agile analytics environments. The need to search, access, analyze, and share medically 
related data of patients in a manner that isreliable and secure has required separate teams to 
architect and manage data flow and to manage data governance. Additionally, interfaces that are 



accessible to experienced careproviders/researchers are needed to integrate and contextualize 
results to the larger community. 
 
Here we present the Learning Healthcare System Data Commons (LHSDC), a cloud-based 
orchestration environment and governance framework that meets the highest standards for 
security, cost efficiency, and platform extensibility, enabling scalable access to a FAIR5 
computing environment (data are findable, accessible, interoperable, and reusable). This platform 
is open source, pay-as-you-go, and cost efficient, making it interoperable across an ecosystem of 
National Institutes of Health (NIH)-supported commons-based data enclaves and supportive of 
big data initiatives within academic or public-private partnerships. The LHSDC attempts to 
realize the re-usability and easyupkeep of data-as-a-service made possible with a data commons.6 
 
Methods  
 
The Gen3 Platform: A Scalable Open-Source Platform for Data Storage and Governance 
 
The Gen3 platform (https://gen3.org/), an open source data commons framework, is cloud-native 
and makes central control of data access and data use possible. It generates a FAIR 
environment.7 The Gen3 platform is currently used in different ways by different research 
communities.For example, some Gen3 commons are focused on data types, such as the 
BloodPAC Data Commons for liquid biopsy data and the National Institute of Biomedical 
Imaging and Bioengineering Medical Imaging and Data Resource Center 
(MIDRC)(https://data.midrc.org/), while others are focused on specific diseases, such the 
Pandemic Response Commons,which is currently focused on COVID-19 
(https://pandemicresponsecommons.org/).There are examples of life science industry adoption, 
as this framework also serves public-private partnerships. The LHSDC differentiates itself from 
previous work in two important ways: 1) It is the first data commons in general, and Gen3 data 
commons in particular, designed to facilitate quality improvement and research for a healthcare 
provider. 2) It is also the first Gen3 implementation on the Microsoft Azure platform and was 
developed in collaboration with Microsoft. 
 
Data volumes per site can range by orders of magnitude depending on the number of patients 
seen in practice as well as the nature of the data being investigated.A small practice can see 
hundreds of patients, but the largest hospital systems have seen millions of patients in aggregate. 
The overall data storage burden is not determined by patient count alone, but rather what data 
files are included. Typical data may include image files and genomic data in addition to medical 
records, and so even individual files can be “large.” This creates specific challenges in how to 
house the data in a manner that is readily accessible and to “focus” the data to deliver meaning at 
manageable storage volumes.8 The Gen3 commons framework linksout to data objects for 
storing images, genomic data, wearable data, and other large files,in whatever commodity 
storage is most convenient (e.g., Azure Blob storage, Amazon Web Services (AWS) Simple 
Storage Service (S3) buckets). A Gen3-hosted Postgres database houses structured data and 
metadata, which consumes orders of magnitude less storage than the externalized rawdata and 
makes it findable through a graph data model. Facets of the metadata are exposed for interactive 
exploration using an Elasticsearch index (pre-populated as configured). All metadata is 
granularly accessible, monitored, and governed through application programming interface 



(API)-based calls in the Jupyter Notebook.The centralization of the infrastructure of these 
resources means that the whole environment can be managed by a small team or even one 
individual. Additionally, the analytic team can be greatly streamlined, as they can reuse data 
sources, methods, and code. 
 
Implementation 
 
Data Assets, and Assets Loaded (Counts of Files by Type) 
 
Rush University, operating as a major medical hospital in a diverse major city, is home to diverse 
troves of multimodal (i.e., wholly different information categories: medical images, genomic 
sequences, and clinical records) diagnostic and medical treatment outcomes data assets. 
Historically, much of this data has been stored in on-premises data centers. More recently, data 
has been stored in external data centers and in the cloud. 
 
Rush Research Analytics provides access to clinical data records from the electronic health 
record (EHR). Medical images from CT/PET/MR, etc., are available for research (via a picture 
archiving and communication system (PACS) serverin midst of migration to Flywheel). 
Biospecimens at Rush are extensive. For example, in the last two years, tens of thousands of 
COVID-19 sputum samples and thousands of cancer biopsy specimens have been collected. 
Together with its next-gen sequencing partner Tempus, Rush owns tens of thousands of 
diagnostic sequences. Internet of Things (IoT) streaming data is being collected from multiple 
sensors involved in patient care. Rush collects and analyzes data related to social determinants of 
health, an active area of ongoing research funded by the Robert Wood Johnson Foundation. 
 
The data assets described above are all related to individual patients, which can be de-identified 
carefully following contemporary best practices for personal health information definition and 
removal. Importantly, the assets are stored and managed separately and, thus far, there has been 
no coordinated effort to bring together a holistic view of care and outcomes with an eye toward 
better care with efficient use of resources. However, this cohesion is possible at Rush and similar 
medical centers, facilitated by efforts like theLHSDC. 
 
Deployed Components and Improvements Advanced by this Implementation 
 
The LHSDC is the first deployment of the Gen3 framework in the Microsoft Azure Cloud. Gen3 
microservices were forked from open-source versions available from University of Chicago’s  
Center for Translational Data Science (github.com/uc-cdis), and they were modified to include 
support for Azure-specific resources. This includes support for Azure Active Directory for user 
authentication and authorization (analogous to AWS Identity and Access Management (IAM)), 
and also support for Azure Blob storage (analogous to AWS S3). We strengthened the security of 
communication between services and the backend database by introducing support for secure 
sockets layer (SSL) with Postgres. These improvements have been merged back into the 
main/master branches of the open repositories for the Gen3 components (specifically, indexd, 
sheepdog, tube, and fence).(Visit gen3.org and github codebase (https://github.com/uc-
cdis/gen3.org) for detailed information on these microservices and the roles they play in a Gen3 
data commons.) 



 
We introduce a novel deployment paradigm that utilizes Terraform (infrastructure as code 
language and framework by HashiCorp, https://www.terraform.io/) and/or Azure DevOps 
pipelines to stampout instances of the commons. To orchestrate the configuration of Gen3 
components (aka microservices), a high-level-definition (HLD) is supplied (in yaml) that defines 
which services to deploy, which tagged version to use, and where to find that build. The specific 
build can be a custom version, as was the case during development of the LHSDC before 
improvements/updates for Azure listed above were publicly available. These custom images 
were built by a pipelineafter testing and were stored in Azure Container Registry, where they 
could be referenced by an HLD configuration. Now that the microservices with the updates are 
public, the images in a configuration can be references to tagged public builds 
(quay.io/organization/cdis). Open-source publication of HLD orchestrations and Terraform 
scripts for Azure deployments, to be made available among Gen3 resources (github.com/cdis), 
are forthcoming. Our specific realization of the HLD concept for continuous deployments is 
based on the genera-use freeware offered by Microsoft as “bedrock” 
(https://github.com/microsoft/bedrock). 
 
Results 
 
Data Governance and Cybersecurity 
 
There are numerous opportunities to perform research and collaborate within or across an 
organization; however, prior to the data commons implementation, each new project requires its 
own new data preparations and its own new governance. Data can be pulled from the electronic 
health record into a clinical data warehouse, processed to remove any identifying information, 
and potentially combined with other data resources and prepared for research investigation. 
These activities currently operate on a per-project manner with the data decentralized and put 
into the hands of investigators at the earliest stage.The current procedures for sharing prepared 
research data can vary widely from project to project. Access to files for a research team is 
managed ad-hoc, with users granted credentials to view to files in shared directories (e.g.,Google 
Drive, Dropbox, Box) or with users sent email attachments. Though these various modes of 
sharing can be accomplished securely, the lack of centralized and uniform control over the 
sharing procedure prevents meaningful audits and provides opportunity for access leakage or 
data leakage. The data can be copied, and the copies and user list is not tracked. This creates a 
problem for data governance, as usage and compliance are largely self-reported.Because of the 
transition to cloud computing, all of this can be done in an environment that is accessible to 
researchers but controlled centrally.With highly centralized data sharing, research analytics can 
become a self-service enterprise, with authorized scientists logging in to view and work with 
already available data. The data will have already been approved by institution review board 
(IRB)/governance entities. The oversight of the resources will be operated by a small team of 
data software developers whose operational practices are monitored and approved by 
institutional cybersecurity and treated very much like any other website (albeit one with sensitive 
data). 
 
Governance pre-approval of data for centralization in a general purpose (or narrow focus) 
database is a growth and maintenance process, with small but regular updates to be made. This is 



in contrast to the current state of data request processes, where decentralized data requests are 
considered in isolation from each other in a case-by-case manner. Even if there exist 
redundancies or overlap, the cases each require separate and end-to-end judgements without 
coordination around a unifying dataagenda and without exploiting efficiencies of a once-for-all 
approach for shared needs. The use of the cloud also enables centrally managed authentication 
and authorization, which eliminates the need for additional outlets or copies of data. This results 
in an overall more closed and, therefore, more secure, system. This data flow is depicted in 
Figure 1A, from research concept to centralized sharing. 
 
Data Sharing and Cohort Discovery 
 
Commonly, biomedical research is a multi-institutional enterprise. Data use and data sharing 
agreements can be slow to take full shape and take time to gain full support and buy-in. 
Following the establishment of such agreements among parties, there remains the challenge of 
data harmonization, which can often take time and require debate and eventual endorsement by 
all. With multimodal aggregated data from multiple sources, and adhering to diverse standards, it 
can be tedious to arrive at a point where research analytics can finally begin (Figure 1B). 
 
With centralized data aggregation and sharing across institutions from the start, as has been the 
case for recent COVID-19-related databases, it is possible to provide a single shared resource 
with a single set of standards and interrelationships among data in a data model. The data model 
can be managed as open-source code and versioned as it evolves. The debate and buy-in over 
this standard presentation of the data in this data model is integral to its very existence as code in 
a shared repository (e.g.,github) where users can create branched/forked versions with special 
features that can evolve on their own or be merged back into the main (or master) branch once 
consensus is reached and the model is tested by the community of interested and authorized 
developers. 
 
Streamlined Logistics and Pay-As-You-Go Economics 
 
Currently, research projects can begin with IRB approval of the proposed undertaking. This is 
followed by a formal data request, which is queued for data extraction (and de-
identification).Once the research analytics team is engaged on a request, data is identified and 
accessed, and an ETL (extract, transfer, load) operation is performed. The resulting records are 
presented in a usable research database. This process is often iterative; once analysis begins in 
earnest, non-obvious deficiencies in the original request may be revealed. Scientists connect their 
database with a provisioned and reserved virtual machine where allowed site licensed software is 
installed and/or custom code is developed, tested and refined, and executed. Again, this is 
iterative, and the data request or even the IRB may need updates as the research matures toward 
conclusions.9 
 
The above process takes weeks to months before actual science can begin (Figure 1B). The 
back-and-forth communication between researchers and analytics and the IRB is typically 
accomplished over email and scheduled meetings, which can be slow. The data extraction results 
in a static and single-use database that is typically highly specific and not readily re-usable or 



applicable to other projects. The provisioned virtual machine(s) are reserved and cost money 
even when idle. 
 
In contrast, with the LHSDC, general purpose (de-identified) multimodal data can be presented 
in a general purpose data model to a general audience of scientists, exploration can begin right 
away for those with access. The IRB approval to serve this data to the intended audience can be 
earned early, once and for all, and approved by any other comprehensive research data 
governance body. A sufficiently large and general purpose multimodal dataset will not suffer 
from incompleteness or deficiencies for preliminary exploration. Any need for more specialized, 
PHI-containing, or otherwise excluded information will reveal itself upon preliminary 
exploration, and not after rounds of iteration from (request, acquisition, analysis, repeat). The 
general purpose database can be explored where it sits, in the cloud and utilizing cloud-native 
processing power with preinstalled software and off-the-shelf analytics (e.g.,JupyterNotebook). 
This compute resource can be a shared cluster, provisioned when needed with pay-as-you-go 
billing, with low or no cost when idle, available anytime from any web browser on any platform 
(Figure 1C). 
 
Rush University Reference Implementation 
 
At Rush University, to improve the auditability, sustainability, and efficiency of research 
informatics, we have developed a reference implementation for data storage and access using 
Gen3.Our implementation consists of a three-tiered model for data governance and operations: 1) 
a data governance committee, 2) a research informatics core, 3) a Gen3 learning healthcare 
system data commons.We have observed an increase in projects that have come to our 
organization through both academic and commercial channels. A data governance committee 
was developed to have a diverse and representative team review each project with respect to 
legal, ethical, and practical aspects and to ensure documentation and consistency of the projects 
approved, the parameters by which the projects are defined, and, where applicable, the standards 
to which the project and involved parties will be held.10,11Once projects are defined, documented, 
and ready for operationalization, our internal team, defined as the research informatics core, will 
either provide access to data sets already contained in the data commons or load data into the 
data commons and provide access to the newly loaded data. These data can be as diverse as 
medical history data derived from our electronic health records combined with raw and 
processed files related to genomics or imaging.Multimodal data has long been a Holy Grail for 
precision medicine analytics, but the diversity of data elements can present problems for housing 
data in traditional databases. The Gen3 data commons framework is an ideal intermediary for 
multimodal data. Essentially, it holds data in a data lake, has a searchable index of metadata for 
each data point, and holds each data element using interoperable data formats where possible and 
where there exists some degree of consensus for what the interoperable format can and should 
be. In the Rush pilot, we have included EHR patient data, genomics files, pathology files, PACS 
image files, and biorepository data in our initial instantiation (Figure 2A). We have plans to 
incorporate IOT hub reporting and clinical trial management system (CTMS) integration over 
time and as usage becomes more widespread. 
 
One example of the power of this approach is the development and use of a common data model 
for clinical data.A common trope is the phrase “if you have seen one instance of Epic, you have 



seen one instance of Epic,” which alludes to the significant customizations for each institution 
using EHRs.12This can be largely resolved by the use of a common data model like OMOP 
(Observational Medical Outcomes Partnership), PCORI (Patient-Centered Outcomes Research 
Institute), I2B2 (Informatics for Integrating Biology & the Bedside), and others.13We have 
selected Fast Healthcare Interoperability Resources (FHIR) as the basis for our EHR data due its 
relatively low level of loss and its ability to be converted to other data models such as OMOP or 
PCORI with minimal loss of resolution.FHIR presents numerous advantages in that it is a 
required resource for many hospital organizations and that it can be accessed through a pull 
mechanism across organizations. In addition to the standard Gen3 components, which include a 
userinterface or website frontend, a flexible data model (as code) with graphical representation, 
faceted search cohort discovery (rapid Elasticsearch), a SQL command window, and workspaces 
that allows for custom analytics using custom code (Python, R, etc.), the LHSDC introduces new 
features. The workspaces feature has been enhanced by using operating through the Azure 
Machine Learning Studio to load in data available to the user and perform complex analyses by 
harnessing an expandable cluster of computers and baked-in resources. This workspace 
implementation allows for compute resource expenditure on a per-user basis that can be 
important for controlling and recouping (or directly charging) for operating costs. Data 
exploration and analysis interfaces are shown in Figure 2B. 
 
The LHSDC project has developed a data model that makes use of standard naming from 
HL7.org to facilitate data sharing outward via the FHIR API. The exploration tabs for faceted 
search in Gen3 is customizable, and we have designed tabs with features and plots tailored to an 
idea of usertypes (e.g., researchers interested in genomicsversus those interested in social 
determinants of health) get separate specific tabs that surface data of expected high relevance. A 
periodic or event-based automatic data loading feature has been developed which facilitates the 
incorporation of summarized (or directly streamed) data from IoT devices. 
 
Conclusion  
 
Using the principles of the Learning Healthcare System Data Commons framework to support 
research in quality improvement, clinical and translational investigation and training and 
educationally focused activities, here we present an open source technology reference 
architecture based on the infrastructure-as-a-service cloud computing, which greatly reduces 
inefficiencies in operational costs and greatly increases findability, accessibility, interoperability, 
and reusability of data and code. This Learning Healthcare System Commons solved an unmet 
need, made clear during the COVID-19 pandemic, for rapid, self-service access to health data 
sets for our researchers, with appropriate governance over use. Rush University Medical Center 
served as an ideal laboratory for the trial of this platform, as it has multiple types of healthcare 
data and multiple stakeholders across its academic mission, but also values efficiencies to 
broaden access to data. Figure 2C illustrates the expansion of this model from this reference 
(pilot) to outside institutions, and integration into existing data ecosystems (i.e., commons of 
commons). 
 
Organizational digital transformation around research data in healthcare is an inevitability.14 The 
data used in clinical decision-making is increasingly heterogeneous, ranging from electronic 
medical records that can be flat image files; structured and unstructured fields; notes; medical 



image files, including high resolution flat images of tissue pathology or three dimensional 
radiological images; biorepository specimens; genomics files at various stages of processing and 
annotation; and other ancillary data from Internet of Things devices or status updates from 
clinical trial management systems. Accessing the sheer scale and heterogeneity of data became a 
clear issue over the past two years, as the COVID-19 pandemic has presented many clinically 
complex situations where urgency for data-driven insights were clear and the need to aggregate 
and share data responsibly was paramount. Here we present an open source technology reference 
Gen3 architecture based on the infrastructure-as-a-service cloud computing to execute a “data 
first” strategy through a holistic technology-enabled approach to data planning, governance, and 
usage. 
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Abstract 

Introduction 

The coronavirus 2019 pandemic (COVID-19) has resulted in major changes in lifestyle practices 
and healthcare delivery. The goal of this study was to examine changes in practice and service 
outcomes in a telehealth program before and after the federal and private telehealth policy 
expansion during the COVID-19 pandemic. These findings are particularly useful to understand 
what may be needed to overcome telehealth challenges in future disasters. 

Methods 

We conducted a cross-sectional analysis of virtual visits through a statewide telehealth center 
embedded in a large academic healthcare system. Primary outcomes of this study were changes 
in telehealth visits pre- and post-policy expansions among at-riskpopulations. 

Results 

A total of 2,132 telehealth visits were conducted: 1,530(71.8 percent) patients were female, 
1,561(73.2 percent) were between the ages 18-50, 1,576(74 percent) were uninsured, and 
1,225(57.5 percent) were from rural regions. The average number of telehealth visits per day 
increased from 14 to 33 visits post-expansion. A significant change in patient characteristicswas 
found among senior, uninsured, and rural patients after the telehealth expansion. 

There was an 11 percent decrease in telehealth visits from very high vulnerability regions post-
expansion compared to pre-expansion. There was a 15 percent decrease in visits resulting in 
prescription post-expansion (p-value<0.01). 

Conclusions 

COVID-19 policy expansions expanded telehealth utilization among at-riskpopulations such as 
senior, uninsured, and rural patients while decompressing hospitals and emergency rooms and 
maintaining positive patient experiences. Further regulations are needed around virtual visits 
unintended consequences, software certification, and guidelines for workforce training. 

Keywords: Telehealth, Population, Changes, Outcomes, COVID-19 

Introduction 

The coronavirus 2019 pandemic (COVID-19) introduced major changes in lifestyle practices, 
and healthcare delivery aimed to minimize the movement and interaction of individuals.1,2To 
“flatten the curve” of COVID-19 cases during the initial phases of the pandemic, the Centers for 
Disease Control and Prevention (CDC) promoted social distancing through community-based 
interventions such as working remotely, school dismissals, and the cancellation of large-
gatherings.3As a result, in March 2020,major North Carolina healthcare systems reduced 
operations at outpatient clinics by cancelling non-emergent surgical procedures.4 These changes 
disrupted the usual ways in which patients seek care.   



Studies reported a substantial increase in new telehealth programspost-pandemic.5-9Our 
earlyCOVID-19investigation showed that confirmed COVID-19 case counts were significantly 
higher in areas with high population density and areas with a major airport.10Additionally, 
patients’ gender and geographic location are strong predictors to the choice of telehealth 
communication medium.11,12However, there is lack of knowledge regarding existing telehealth 
programs and the changes introduced to existing telehealth programs in North Carolina because 
of the telehealth waivers and the shutdown of healthcare systems. 

On March 6, 2020, the US government announced two important regulatory changes related to 
telehealth to combat COVID-19.13 First, the Department of Health and Human Services (HHS) 
and the Centers for Medicare & Medicaid Services (CMS) waived telehealth reimbursement 
restrictions and privacy protections, allowing coverage for telephone and video encounters on 
consumer platforms.14 Second, licensed providers are now permitted to prescribe controlled 
substances to patients they have not met before, an option that limited the spread of telehealth in 
the past. Private payers have also waived telehealth restrictions to further encourage individuals 
to use telehealth.15 

Telehealth and the digital divide led major concerns on widening the health disparity gap.16,17The 
coverage of audio-only telephone visits by CMS and private insurers18,19is particularly important 
to vulnerable populations such as seniors and rural patients who may not have internet 
accessibility and can only rely on their phone to seek care. Historically, studies have reported 
that telemedicine visits yield higher fill rates of prescription when compared to in-person 
visits.20,21It is unclear if there were changes in telehealth use and prescription rates post-CMS 
telehealth expansion compared to pre-expansion.  

The Centers for Disease Control and Prevention (CDC) established a Social Vulnerability Index 
(SVI) to measure the vulnerability of communities across the US.22Therefore, comparing the 
changesobserved in telehealth use post-CMS policy expansionsto baseline (i.e., pre-telehealth 
expansions)can provide new insights to policymakers that can help bridge current health 
disparities.  

Emerging viewpoint articles have provided preliminary insights on the importance of telehealth 
as a new healthcare modality.23-25 However, to our knowledge, no studies have evaluated the 
impact of these telehealth policy changes on an existing virtual care practice in North Carolina. 
In this study, we characterized telehealth practice changein one large healthcare system before 
and after the CMStelehealth expansion, which was instated on March 6, 2020. 

Objective 

The goal of this study was to examine practice changes measured as utilization, patient 
characteristics, and service outcomes in a telehealthpractice before and after the federal and 
private telehealth policy expansion on March 6, 2020,during the COVID-19 pandemic. These 
findings are particularly useful to policymakers and organizations to understand what may be 
needed to overcome telehealth challenges in future disasters. 

Materials and Methods 

We conducted a cross-sectional analysis of telehealth visits at a major telehealth center 
embedded in a large academic healthcare system that comprises 11 hospitals and 350 outpatient 
clinics in the Southeast. During the initial phase of COVID-19 (March through April 2020), in-



person visits at the medical center were canceled except for emergency 
conditions.26Consequently, patients with existing in-person visit appointments during March 
through April were asked to choose between an alternative telehealth visit or to wait for an in-
person visit later.Starting the end of April, the healthcare system gradually resumed in-person 
visits. The study period in which we collected telehealth data was between January 21 and April 
19, 2020. We concluded the study in April, which is before the resumption of in-person visits, to 
reduce the effect of confounding factors when healthcare systems reopened and some telehealth 
policies began to change. In this study, we defined at risk populations as patients who are over 
65 years, uninsured, or living in a rural region. 

The telehealth center was launched in 2018 as a virtual urgent care centeroffering 24/7 on-
demand access to physicians via video or telephone, thereby providing expanded access to rural 
and underserved populations as we reported previously.27 All providers at the center were 
externally contracted board-certified physicians, not internally employed by the health system 
and generally not the patient’s primary care physician. Virtual care providers were licensed to 
treat or consult on a wide range of medical conditions including fevers, respiratory infections, 
and rashes. Encounters for behavioral health conditions were not eligible for virtual visits.   

Providers were able to send a prescription to the patient’s pharmacy of choice, if clinically 
indicated, but no laboratory or imaging tests can be ordered. Virtual providers could provide a 
copy of the encounter documentation and visit notes to the institution’s electronic health record, 
which were visible to the patient and the primary care physician. Patients were charged a fixed 
fee of $49 USD for the virtual encounter and have the option to submit this charge to their 
insurance company for reimbursement.  

Data Sources 

We collected de-identified patient- and visit-level data for all telehealth visits at the virtual care 
center from January 21, 2020, the date of the first COVID-19 case in the US, through April 19, 
2020. All data were extracted electronically from the telehealth system. We compared visit 
trends before and after the federal telehealth expansion on March 6, 2020. Several major private 
insurers waived telehealth restrictions on the same day or closely after the federal 
expansions.28,29In this study, we defined pre-telehealth expansion to be between January 21 and 
March 5, 2020; and post-telehealth to be between March 6 and April 19, 2020. 

Patient-level data were self-reported and included demographics, insurance status, and chief 
complaint. We categorized patients’ location as rural or urban using the US Census population 
estimates of rural classification (less than 50,000 people) and urban classification (more than 
50,000 people).30 

Visit-level data included total time, wait time, visit duration, visit diagnosis, visit modality 
(telephone vs. video), and whether the visit resulted in a prescription medication sent to a 
pharmacy (yes/no). Total time was measured as the combination of patient wait time and visit 
duration. Wait time was defined as the timespan from when a telehealth visit is requested by the 
patient until the start time of the visit. The visit duration was defined as the time from start to end 
of the visit. 

Outcomes 



Primary outcomes of this study were patient characteristics(measured by subgroup analysis 
ofsex, age, insurance coverage, and location)and practice change(measured by the volume of 
visits, wait times, visit duration, communication medium, and prescription rates).  

Data Analysis  

We performed descriptive analysis including subgroup analysis for all telehealth visits during the 
study period as well as pre/post analysis to evaluate visit trends before and after the federal 
telehealth expansion (pre-expansion cohort: 44 days, January 21 through March 5; post-
expansion cohort: 44 days, March 6 through April 19). We calculated relative changes for the 
pre/post analysis and performed chi-square testing for statistical significance where appropriate. 
All data were extracted and analyzed in Microsoft Excel and R statistical programming software.  

To understand the telehealth use of patients based on their location, we used ArcGIS® to map 
ZIP code-level populations as reported in the 2010 US Census Bureau data with telehealth visits 
by ZIP Code Tabulation Areas (ZCTA). We used the 2018 CDC SVI to assess the patient’s 
neighborhood vulnerability by ZCTA. The CDC SVI score ranges from 0 (lowest vulnerability) 
to 1 (highest vulnerability). We then mapped the CDC SVI data and visit counts from the 
telehealth program on the North Carolina map to better understand the change in patients’ 
neighborhood vulnerability pre- and post-expansions. We excluded 58 pre-expansion visits and 
51 post-expansion visits from our geospatial analysis because these visits were from out of state 
addresses. 

Results 

A total of 2,132 patients visited the telehealth center during the study period, with an average of 
21 visits per day. Among all visits, 1,530 (71.8 percent) patients were female, 1,561 (73.2 
percent) were between the ages 18-50, 1,576 (74 percent) were uninsured, and 1,225 (57.5 
percent) were from rural regions (Table 1). A total of 1,453 (68 percent) visits occurred in the 44 
days following the federal telehealth expansion.  

Patient Demographics 

Pre-expansion, the average number of telehealth encounters was 14.4 visits per day; after 
expansion, the number increased to 33 visits per day, a 229 percent increase (Table 1). The 
change in demand, as measured by proportion of virtual visits, represented heterogeneity across 
different subpopulations: demand significantly increased 5.6 percent among males (p-
value=0.002) and 6.2 percent among young adults (age 18-34) (p-value<0.001) but significantly 
decreased by 4.9 percent among females and 5.8 percent among pediatric patients (age < 17).  

Uninsured patients accounted for a greater proportion of virtual visits after the federal telehealth 
expansion (1163/1453; 80 percent) as compared to before (414/679; 61 percent), a statistically 
significant increase (p < 0.001).  

Patients living in rural areas accounted for the larger proportion of virtual patients before 
(415/679; 61.1 percent) and after (810/1453; 55.8 percent) the telehealth expansion. 
Nevertheless, the portion of patients residing in urban areas increased following the telehealth 
expansion (643/1453; 44.3 percent) as compared to before (264/679; 38.9 percent), a statistically 
significant increase (p=0.001). 



Telehealth utilization increased substantially post-telehealth expansion, as expected. Pre-
telehealth expansion, patients represented 190 (17 percent) unique ZIP codes compared to 265 
(24 percent) unique ZIP codes.Figure 1Ashows the difference in telehealth visits pre and post 
telehealth policy expansions. The increase in telehealth visits post-expansion occurred in major 
North Carolina cities such as Raleigh-Durham, Charlotte, Asheville, and Wilmington (shown in 
red and orange).While a decrease in telehealth visits post-expansion occurred in scattered rural 
North Carolina regions (shown in blue and green).Figure 1B mapped the CDC SVI score to the 
North Carolina map such that the different shades of red indicated North Carolina areas of high 
vulnerability, and yellow and orange colors represented low vulnerability regions. 

Post-telehealth expansion, the volume of telehealth visits originating from regions with very high 
vulnerability decreased 11 percent (29 percent to 17 percent) to pre-telehealthexpansion (Table 
2). In North Carolina, 247 (31 percent) ZIP codes are categorized as high vulnerability followed 
by 234 (29 percent) categorized as very high vulnerability. Pre-expansion, 236 (38 percent) 
telehealth visits originated from low vulnerability areas compared to 633 (45 percent) after the 
expansion.  

Practice Change 

The average total time (SD) (including wait time and visit duration) for a virtual visit increased 
from 21.7 (16.8) pre-expansion to 75.5 (129.8) minutes post-expansion. In response, we 
increased the number of providers from 14 pre-expansion to 32 post-expansion. The number of 
providers and the average virtual visit total time peaked following the telehealth policy 
expansion, but total time subsequently decreased to 13 minutes, while the number of providers 
leveled off around 32 providers per day (Figure 2).   

Pre-telehealth expansion, the average wait time (SD) was 15.4(6.9) minutes and the average visit 
duration was 6.3(0.9) minutes. Post-telehealth expansion, the average (SD) wait time was 
67.2(128.7) minutes and the average visit duration was 7.6(5) minutes (Figure 3). Peak wait 
times following the telehealth expansion reached 349 minutes.  

Post-telehealth expansion, the proportion of patients choosing a telephone visit decreased 
(581/679, 85.6 percent vs. 1,148/1,453, 79 percent) while the proportion of patients requesting 
video visits increased (98/679, 14.4 percent vs. 305/1453, 21 percent) following the federal 
telehealth expansion, a statistically significant change (p<0.01) (Table 1).  

Following the policy change, a smaller proportion of virtual visits resulted in a prescription 
medication (962/1,453, 66.2 percent) as compared to before the telehealth expansion (531/679, 
82 percent) (Table 1). This difference reached statistical significance (p<0.01).  

The distribution of visit diagnoses was similar for virtual visits occurring before and after the 
federal telehealth expansion. In both cases, the most common diagnoses included: flu, sinusitis, 
bronchitis, and urinary tract infection. Pre-expansion, three of the top diagnosis (flu, bronchitis, 
cough) can be labeled as possible COVID-19 cases that may require testing, while post-
expansion, there were four of the top five diagnosis (flu, upper respiratory infection, bronchitis, 
cough) with possible COVID-19 cases.  

Discussion 



In this cross-sectional study, we evaluated telehealth visits at a major virtual care center during 
the COVID-19 crisis and observed a significant 225 percent increase in the demand for virtual 
visits such that the daily volume of virtual visits spiked by 157 percent on March 9, 2020, only 
three days after the policy expansion bill was passed, as would be expected. This was associated 
with an increase in wait times of two or more hours from a baseline of ~15 minutes, although 
visit duration remained essentially the same. The increase in demand and wait times suggest the 
need for rapid increase in human capacity to deliver telehealth during the initial response to a 
disaster, which the policy for expanding telehealth coverage could support over time. 

We found significant rise in uninsured patients after the policy expansions, which was 
unexpected. Although we do not have a definitive explanation for this phenomenon, a possible 
explanation may be that uninsured patients resided in regions with limited access to healthcare 
and the availability of telehealth during the pandemic allowed them to proactively seek care. 
Another possibility is that some of the patients in the uninsured category were previous 
telehealth users who lost their jobs due to economic conditions resulting from the pandemic and 
lost insurance coverage as a result.31 Similarly, the decrease in telehealth visits from patients 
living in highly vulnerable regions is unknown. A possible explanation could be that patients in 
those highly vulnerable populations chose to use a different telehealth program given the 
availability of new programs during that time period. 

The number of virtual visits with patients over 65 years of age tripled post the policy expansions. 
Similarly, more males and young adults steered toward virtual care for their health needs. This 
increase in usage from patients over 65 years was expected given heightened concerns about risk 
of worse outcomes from COVID-19. Regarding young adults, it is possible that comfort with 
technology was a driver of increased virtual visits. However, it is not immediately clear why the 
proportion of male patients increased given that female patients have been reportedly the 
dominant users of telehealth.32 

This study shows that despite the surge in virtual visits at our center following the federal 
telehealth expansion, a substantial smaller proportion of virtual visits resulted in a medication 
being prescribed. This is encouraging because it suggests that reassurance can be an important 
component of care delivered virtually and that telemedicine does not necessarily lead to 
“overmedication” as compared to traditional in-person care. However, not receiving medication 
as expected by the patient was a reason provided by some patients for their negative ratings of 
virtual care visits, indicating there may be some patients who need additional reassurance.    

As the number of virtual visits increased by 229 percent and wait times reaching 350 minutes, 
we had to substantially double the number of tele-doctors by a factor of two to meet the 
increasing demand from patients. This expansion in workforce showed effectiveness when the 
wait times reduced to average levels pre-telehealth expansion and patient rating improved. The 
nature of on-demand telehealth services creates a challenge to determine the suitable staffing to 
meet patient needs. Particularly, the widespread of COVID-19 coupled with the telehealth policy 
expansion introduced an unprecedented upsurge in patient demand for telehealth. The ability to 
predict staffing needs is valuable; however, our experience with substantial fluctuation in 
staffing presents a new telehealth challenge to match between staffing capacity and patient 
needs. 

Training advanced practice providers (APP) and physician assistants (PA) as potential telehealth 
workforce is one strategy to meet the growing demand.33 Another suggestion is to train current 



medical and nursing students to serve as scribes during the telehealth visit to assist with 
documentation and/or triage. The use of medical scribes can cut physician EHR time and boost 
productivity and satisfaction; therefore, expanding the use of medical scribes to telehealth use 
possibly will have similar effect.34 

Following the federal telehealth expansion on March 6, our data demonstrated a substantial 
increase in the uptake of virtual care visits among urban patientsand among the number of virtual 
visits occurring by video. We found that telehealth visits from more vulnerable regions 
substantially decreased post the expansion. A possible explanation for the significant increase in 
patients from urban areas, who may have easier access to in-person care facilities, could be 
shelter-in-place orders, increased public awareness regarding group gatherings, and greater 
concerns about COVID-19 risk among those living in areas with higher population density. The 
increase in urban patients also may be linked to availability of broadband internet speed to 
support video calls. These findings suggest that telehealth policy expansions may worsen health 
disparities and further widen the digital divide within our communities.  

Limitations 

This study had several limitations. This study was conducted at a single, online telehealth center 
at a large academic health system. It is important to recognize that the increase in virtual care 
visit volume may not be fully attributable to the policy changes, as more patients might have 
opted for virtual visits regardless of the policy change due to the shutdown of in-person visits.  
However, the timing of the policy change and the immediate increased demand clearly coincide, 
and the expanded coverage is promising for handling the capacity demands required with the 
increased demand. One confounding factor to the study design is the cancellation of in-person 
visits, which limited our ability to compare virtual vs. in-person visits. A confounding factor to 
our findings may be the digital bias of telehealth patients, which may not be generalizable to 
individuals with limited digital knowledge or equipment. Although we used the COVID-19 
symptoms defined by WHO in our predictive model, those symptoms are non-specific and 
overlap with those of flu; therefore, the model may identify some cases as COVID-19 that 
instead should be classified as a different illness. Also, due to lack of data, the non-linear 
behavior of number of COVID-19 infections over time was not taken into account in our 
predictive model, which may simplify the problem.   

Policy Implications 

Building virtual care capacity remains a work in progress in order to bridge patient expectations 
with virtual care capabilities.6 More efforts are needed to adapt and implement virtual care best-
practices.35 The success of virtual care heavily relies on well-trained workforce, ergonomically 
designed physical space, reliable IT infrastructure, and high-speed internet. Lessons learned from 
the electronic health records adoption era may be valuable to inform virtual care bestpractices 
and policymaking. 

The policy expansion presented an opportunity for provide care to a broader audience, especially 
among at-risk populations. We envision that the widespread adoption of telehealth will require 
additional regulatory measures additional to the established licensure, credentialing, and data 
privacy and security policies. Currently, there are no health IT certifications for telehealth 
platforms unlike electronic health record systems that undergo rigorous certification process 
through the Office of the National Coordinator.36 Additionally, due to the sudden shift to 



telehealth, there is a lack in education and training on telehealth bestpractices, a key element to 
high-quality care. Some providers are self-learning how to care for patients in a virtual space; 
however, we believe that formal specialty-based telehealth training guidelines are essential for 
providers with no or limited telehealth experience. Finally, we envision that policymakers will 
need to further regulate unintended consequences of virtual visits.  
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Abstract 

With the enactment of the Health Information Technology for Economic and Clinical Health 
(HITECH) Act in 2009, hospitals and physician practices across the country converted from a 
system of paper recordkeeping to fully integrated electronic health records (EHR).1,2With 
financial incentives in hand, there was a rush to market to acquire and implement these 
systems.Fast-forward 10 years, and it is apparent that the EHR space has significantly evolved in 
technology, processes, and policies.3These changes should make organizations examine their 
EHR and organizational models and consider if they are using the best EHR to meet 
theirorganizational needs for the next 20 years. 

The National Institutes of Health (NIH)Clinical Center (CC) implemented its EHR in 2004 and, 
recognizing all of the new participants, technologies, and the advancement of clinical research 
needs since then, made the decision to embark on a comprehensive business case analysis to 
evaluate the best solution to meet the CC’s and NIH’s needs over the next 20 years.The goal was 
to answer this question: “Given the evolution of the EHR market, is the CC on the best platform 
to meet its needs now and in the future?” 

Keywords:Electronic Health Record, EHR, Business Case 

Background 

The NIH CC is a biomedical research hospital and the delivery setting for NIH intramural 
clinical research protocols.The hospital contains 200 inpatient beds, 93 day hospital stations, 15 
outpatient care clinics, and more than 1,600 research laboratories.Patients are admitted to the 
NIH CC for the sole purpose of clinical research as prescribed in a clinical research protocol.The 
CC supports approximately 1,500 active protocols.The CC admits patients from all over the 
world for clinical trials and natural history studies. 

To support patient care and research, the NIH relies on the Clinical Research Information System 
(CRIS), first deployed in 2004. It is based on the EHR solution Allscripts’ Sunrise Clinical 
Manager, previouslyowned by Eclipsys. Of note, the CC is the only federal organization that has 
been certified Stage 7 using the Healthcare Information and Management Systems Society’s 
(HIMSS) Adoption Model for Analytics Maturity (AMAM). This certification is for both 
inpatient (as of 2015) and outpatient (as of 2018) environments, a designation achieved by only 
approximately 6.4 percentof hospitals nationwide as of fourth quarter 2017.4 As an EHR system, 
CRIS meets the core requirements to support patient care, but it has also been highly customized 
over the years to link patient medical information to clinical research protocols and meet several 
other NIH research-specific requirements. These customizations are a result of the different 
patient care and clinical research workflow requirements associated with the diverse needs of the 
NIH Institutes and Centers (ICs) and IC investigators.Much has changed since CRIS’s 
implementation.The EHR market has changed substantially in terms of interoperability, 
expectations for safety, and technology, including artificial intelligence and machine learning, 
data and predictive analytics, virtual health, and connected applications. Given CRIS’s age, 



 

uniqueness, end-user challenges, and advancements in the EHR market, the CC conducted this 
business case analysis. 

How to Approach Such an Analysis? 

The CC took a very deliberate approach to conduct itsbusiness case analysis, which included 
three major components:market research, best practice reviews of other federal facilities and 
academic medical centers (AMCs), and identification of current functionality and gaps.The 
information obtained from these activities was used to arrive at recommendations for the optimal 
path forward. 

Market Research 

A thorough evaluation should be conducted of both emerging technology and currently available 
EHR systems.Research shows that clinical information system and EHR vendors are beginning 
to develop capabilities to prepare and capitalize on future market trends. Disruptive trends such 
as intelligence, Internet of Medical Things (IoMT), and data analytics are reshaping the 
healthcare industry.5,6These technologies support increased clinical decision support, 
pharmacogenomics, precision medicine, and quality care and patient safety, as well as patient 
engagement, telehealth, and telemedicine.All of these market trends mentioned are focused on 
improving the experience for both patients and providers. The EHR of the future will serve not 
only as a repository of healthcare data but also as a hub for healthcare data management, 
exchange, advanced analysis, care coordination, patient and provider communication, and data 
for healthcare and population health research.7 

For a clinical research hospital such as the CC, a major movement toward virtual care and 
remote patient monitoring provides capabilities that could be especially transformative, since 
study participants live all over the world. Cloud-based technology will also be increasingly 
important as the NIH Intramural Research Program (IRP) scales up with genomics data, artificial 
intelligence (AI), and voice recognition.  

The market research conducted was structured to provide an overview of viable commercial off-
the-shelf (COTS)EHR products in the marketplace that could meet the CC’s unique needs and 
provide the best support for theclinical research mission over the next 10 years. The market 
research process is shown below: 

1. Conduct a market scan to identify all viable COTS EHR products.  
2. Utilize industry reports such as KLAS, Gartner, financial statements, recent news, and 

publications to summarize EHR features, market share, financial conditions, and clients. 
3. Leveraged internal materials from leading AMC’s EHR selection and implementation 

engagements, and conducted hours of internal interviews with SMEs to identify pros and 
cons of each product. 

4. Develop a summary report of each EHR’s functionality, market share, financial 
condition, and top 10 clients, which includes an analysis of pros or cons for each EHR 
vendor reviewed. 

The market research narrowed the field to three systems capable of meeting the needs of a 
complex hospital environment.Each of the three presented differing areas of focus:AMCs; the 
EHR solution for federal facilities (US Department of Defense (DoD) and the US Department of 



 

Veterans Affairs (VA));and one oriented more toward private practice, international markets, and 
acute care. 

Healthcare organizations should regularly evaluate and compare their five to 10 year roadmaps 
to ensure that their selected vendor appropriately addresses emerging and future health IT trends. 

Currently, each of the three EHR platform vendors are differentiated by factors illustrated in 
Figure 1. Vendor A is the market leader within both the acute care and ambulatory markets. 
Vendors A and B have comparable market shares. However, Vendor A is the leading vendor 
among AMCs, with several surveyed AMCs highlighting its innovative partnership approach and 
on-time delivery. Vendor A relies on its fully integrated, homegrown platform, offering an 
integrated lookandfeel, while Vendors B and C rely on partnerships and acquisitions to provide 
and support a full suite of EHR platform functionality. According to reaction data from 2018,8 
Vendor A is the leader in EHR physician satisfaction (overall satisfaction for each vendor is 45 
percent for Vendor A, 22 percent for Vendor B, and 16 percent for Vendor C).  

To develop an initial understanding of each platform’s roadmap, the NIH CC held meetings with 
all three platform vendors at the annual HIMSS conference on February 12, 2019.Dedicated time 
for these candid conversations was invaluable for gaining insights into each platform’s current 
core functionality, future planned capabilities, and ability to support clinical research, including 
near- and long-term roadmaps. Discussions indicated that all EHR vendors provide the basic 
functionality required, with some unique differentiators, such as the ability to support genomics 
and precision medicine, degree of data aggregation and analytical tools, and visions of the future 
of healthcare as it relates to health information technology. 

Learning FromOthers 

When conducting research,there is no substitute for reaching out to similar institutions to learn 
from their EHR journeys.9The NIH CC conducted site visits with multiple AMCs and federal 
facilities.For each of the selected sites, the CC brought a small team that included those working 
in the fields ofinformatics andhealth information management, as well as nurses, physicians, 
pharmacists, and consultants with EHR expertise. 

Each site visit was structured as follows: 

 An overview of the NIH CC (for context). 
 A demonstration of the site’s EHR. 
 The site’s EHR journey that led to the system utilized. 
 Specifics regarding clinical research functionality (as applicable). 

During these visits, inputs were obtained for benefits and challenges of existing EHR systems, 
lessons learned implementing their system, best practices employed for process flows, 
customizations developed (both scope of customizations required for a functionality void and 
unique requirements of the site), research functionality and applications in use, change 
management models, and the rationale and criteria used inselecting EHR vendors.Each site had 
prioritized needs that guided their selection.Some of the primary drivers and insights gained are 
includedin Table 1: Site Visit Key Insights. 

In sum, the decision criteria to rank EHR vendors varies for each organization. Among 
consistently considered criteria are the alignments for: vendors, function, innovation, and 
support; the ability to support research (either now or in the future); revenue 



 

management;and,finally,the vendor’s ability to serve as a partner. Surprisingly, cost was not a 
major driver. While each site viewed their EHR selection as a critical capital investment,their 
priority was choosing mission-based support to serve as a backbone in providing high quality 
and safe patient care. 

Knowing What You Need—Now and Then 

Research is key to any success.It is also essential when determining theneed for a new 
EHR.10Two crucial research tasks already discussed are market research and site visits.The third 
leg of the stool is aninternal assessment:What functionality is currently available,and what will 
be of critical importance in the future?Conducting this internal assessment at the NIH CC 
required three audiences for critical input: the Department of Clinical Research Informatics 
(DCRI, the overarching CC IT department), NIH stakeholders, and NIH leadership. 

The DCRI is led by the CC chief information officer and is responsible forclinical informatics, 
infrastructure and technical operations, user support, IT security, privacy, and project and 
portfolio management.The DCRI is also responsible for the EHR.They are the subject matter 
experts for all development, configuration, testing, change management, training, etc.Boards 
overseeing the DCRI include the Architecture Review Board, Technical Review Board, and 
Change Management Review Board. These boards supervise any changes made to the system, 
including patches and upgrades.As such, this was the group critical to identifying the current 
system environment (all modules and/or interfaces), core system functionality provided, and 
maintenance required.The DCRI compiled a minimum mandatory capabilities matrix that clearly 
delineated critical capabilities (such as documentation, order entry, patient management, etc.) 
and their associated mandatory requirements.The matrix was used to align with current EHR 
systems identified in market research to validate DCRI’s ability to meet the minimum mandatory 
requirements.Over the last decade, the DCRI has employed a CRIS users group, nursing 
leadership forum, medical executive committee, and clinical staff surveys to keep abreast ofthe 
evolving needs and future technologies desired by the NIH.The user group was also utilized in 
the analysis of future state needs. 

Stakeholders 

An EHR transition is not confined to technical teams. A transition takes networks of clinical 
subject matter experts to assess and endorse the clinical content that will live within the 
EHR.11Any healthcare organization has many different stakeholders with varying requirements, 
needs, and expectations of the EHR, its functionality, and data.12The NIH stakeholders include: 
the CC Clinical Department staff;NIH Institute Licensed Independent Practitioners (LIPs) and 
clinical personnel (research teams,fellows, and informaticists); and IT and customer 
support.These staff were interviewed in six focus group sessions.In these sessions, several 
questions were posed, including:What do you like about CRIS?What do you not like about 
CRIS?What would you like to have incorporated into an EHR in the future?The answers to these 
and additional questions were documented, consolidated, and grouped into themes. 

The NIH leadership includedthe CC executive team (CEO, COO, CFO, CMO, CNO, and CIO), 
NIH Institute clinical directors, and key senior level physicians that are prominent CRIS 
users.The NIH leadership participated in individual interviews with two senior leaders of the 
project team.They engaged in candid discussions designed to elicit essential EHR needs, now 
and in the future. 



 

These stakeholder feedback sessions with CC and IC staff led to some valuable insights about 
CRIS, thecurrent EHR:  

 CRIS is a great option for a clinically focused research medical center, and it meets the 
majority of CC functional needs, but there is room for improvement. 

 The lack of a cross-organizational governance structure for clinical processes across 
protocols impairs knowledge exchange between the CC and the ICs. The existing 
framework should be optimized to reduce inefficiencies and safety concerns. 

 Clinicians recognize that harmonization of clinical workflows is needed to improve 
business processes and that a training enforcement mechanism is needed to ensure proper 
levels of knowledge.  

Further, the information gathered from all three of these stakeholder groups informed the 
development of a comprehensive needs and gaps assessment.The market research for each of the 
identified vendors was then appended to this assessment to evaluate the fit and/or gap for each 
component.A formal report was produced from the above information, as well as information 
gleaned from the meetings with each of the vendors at the HIMSS conference, which included 
system demonstrations, strategic five- to 10-year vendor priorities, and research support. 

Arriving at an Answer 

The culmination of the analysis conducted was documented in the abovementioned formal 
report.The report included an executive summary, detailed analysis of the components discussed 
above (background, market research, best practices reviews, current state, needs/gaps 
assessment) and recommendations. 

Recommendations 

1. Maintain and upgrade the current CRIS platform and improve key processes to ensure 
full system functionality and deploy important new functions.  

a. Develop a strategic plan that aligns with the overall CC strategic plan.  
b. Implement system governance for CRIS and other relevant NIH systems that need 

to be reformed, including the elimination of duplicate systems to improve 
accountability, clinical documentation, and patient safety.  

c. Implement a revised training model to ensure that people know how to use basic 
and future functionality associated with CRIS. 

2. Start the procurement process now for a new EHR platform or undertake a significant 
modernization effort within three to six years. The procurement process would likely take 
two years, and implementation another two to four years. 

The analysis and recommendations for improving the existing CRIS platform and implementing 
a new EHR system in the future was socialized across the major governing bodies within the 
NIH:the Medical Executive Committee, Clinical Center Governing Board, and the CC Research 
Hospital Board.All of these groups embraced the results and concurred with the 
recommendations. 

The NIH CC is now actively working on both recommendations.The DCRI continues to provide 
new functionality in CRIS to improve patient safety and patient care with enhancements in 
telehealth, plans of care, and medication reconciliation. This also includes a major Allscripts 
upgrade.Additionally, the DCRI will soon embark on an updated strategic plan and enhanced 
data governance, starting first with a data cataloging tool. 



 

The NIH CC has also started work on the development of a procurement strategy and associated 
procurement documents, with the goal of issuing a solicitation in the next 12 months. 
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