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Abstract 

 

Blockchain technology has been gaining significant traction in the healthcare industry in the past few 

years. The value proposition of using blockchain technology is to augment interoperability among 

healthcare organizations. However, the disruptive technology comes with costly drawbacks. The aim of 

this paper is to explore the benefits and threats of blockchain technology as a disruptive innovation in 

the healthcare sector. Current blockchain applications were reviewed through studies conducted to 

identify uses and potential challenges of blockchain technology based on its current implementations. 

This literature review highlights gaps in research and the need for further blockchain studies, 

particularly in the healthcare domain. 
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Introduction 

 

One of the challenges encountered by the healthcare industry is the inability to safely manage and 

retrieve personal health information (PHI) in a timely manner. Effective management and retrieval of 

patient data would enable healthcare providers to capture a holistic picture of a patient’s health, improve 

patient-physician interaction, and achieve better use of healthcare-related data1. Interoperability has 

enormous potential to transform the health sector through the development of affordable cures and 

cutting-edge treatments for numerous diseases but depends upon smooth, effective data exchange, and 

distribution across all the well-known network participants and health professionals2. Privacy and 

security threats are common challenges faced by the healthcare industry. The rise in cybersecurity 

attacks and security breaches of healthcare records has stimulated the pressing need of healthcare 

organizations to invest in advancing security technologies3. As a disruptive innovation, blockchain 

technology is paving the way for new potential of solving serious data privacy, security, and integrity 

issues in healthcare and facilitating the paradigm shift of patient-centric interoperability, while enabling 

decentralization and transparency of stored information4. The global pandemic has revealed a lack of 

interoperability in the current healthcare system and the need for accurate clinical data that can be 

widely distributed to healthcare providers in an efficient and secure manner5. 

 

Blockchain is seen as a key breakthrough that will likely have a considerable influence on a myriad of 

different industries such as healthcare, supply chain management, and business. A peer-to-peer network 

called blockchain was initially proposed by Satoshi in 2008 and then commercialized in 2009 when 

Bitcoin emerged as its first use case 46. Kassab et al reported that in 2016, “healthcoin” was developed 

by Diego Espinosa and Nick Gogerty as the first platform based on blockchain to manage and reward 

Type-2 diabetes prevention39. Users submit their biomarkers into the blockchain. If the biomarker is an 

improvement, the system rewards the patient with digital tokens: healthcoin that can be applied toward 

government tax breaks and/or discounts on multiple fitness brands6. Future technology may open the 

door to significant opportunities, ranging from research and economics to interactions between patients 

and physicians 7. Blockchain technology conflates complexity, novelty, and diversity, which has posed 

challenges in gauging the value proposition of incorporating the technology47. Due to its complexity, 

blockchain may be used for managing business processes or as a workflow system8.  
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Several research studies have been conducted on the benefits and challenges of blockchain technology in 

the healthcare industry. However, some of the potential applications have not yet deployed9. The 

objective of this literature review is to explore the research studies that have been conducted on 

applications of blockchain technology as a disruptive innovation in healthcare industry10, addressing 

current and potential uses, benefits, and threats of the technology based on the historical research 

studies. Several researchers suggested studying the outcomes of leveraging blockchain technology in the 

context of improving security of health records, meeting social determinant of health needs, and 

improving health outcomes11,12, 3, 4. Based on this context, the previously available scholarship on 

blockchain were analyzed through a systematic review as an assessment tool. The findings convey key 

insights on the current state of research investigation on blockchain, including benefits and implications 

as a disruptive innovation in healthcare industry 13. The study also highlights the gaps in research and 

the need for further blockchain research in healthcare domain. 

 

This paper was framed to guide future researchers and decision-makers on the current knowledge of 

benefits, drawbacks, and gaps in blockchain research landscape. The findings were conveyed to 

proactively identify key challenges pertaining to blockchain adoption and application in the healthcare 

domain to support improvement opportunities and tackle challenges at their initial stages. This paper 

was framed to explore the theoretical lens of disruptive innovation theory and innovation diffusion 

theory. The study was organized to begin with a background of blockchain technology, then explore its 

key uses and potential benefits within a healthcare context based on the research studies and addressing 

possible threats discussed by literature from an organizational, social, and technological level. Finally, 

this review provides recommendations to guide future research, bridge the gaps identified in literature, 

and further examine the prototypes implemented in the healthcare sector.  

 

Literature Review 

 

Blockchain is considered a relatively recent invention that first appeared in 2008 and provided the 

technical foundation for the birth of the cryptocurrency known as "bitcoin." In general, blockchain may 

be thought of as a method of network organization that combines distributed ledgers and databases. In 

this design, records are updated or maintained by a certain authority but are dispersed over all computers 

connected to the network so that no one node has the power to change the data that is being stored. For 

the handling of sensitive data, such as health information or financial transactions, this specific 

component might be useful14. The healthcare industry, one of the biggest in the world, frequently must 

deal with a complicated network of interrelated stakeholders that are subject to a variety of rules and 

have their patient data dispersed across numerous databases. Blockchain technology can help healthcare 

professionals in this difficult situation address the present inefficiencies in the sector15.  

 

Healthcare data management systems encounter issues including data transparency, traceability, 

immutability, audit, data provenance, flexible access, trust, privacy, and security. By overcoming these 

obstacles and bringing about significant advances, blockchain technology can completely transform 

healthcare data administration, blockchain establishes confidence in health data by enabling the tracking 

of changes from their source to their present form. Current projects and recent case studies show how 

useful blockchain technology is for a range of healthcare applications. However, there are issues that 

need to be resolved for blockchain to be successfully adopted in the healthcare industry. Overcoming 

these difficulties and further investigating the possibilities of blockchain in healthcare data management 

should be the main goals of future research8. 

 

Several review articles on blockchain technology's use in industries including banking, the internet of 

things (IoT), the energy sector, government, and privacy and security are now available in the open 

literature. A broad thorough critical assessment of the most recent research on blockchain-based 
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healthcare applications is not addressed, despite a few review papers discussing the uses of blockchain 

technology in healthcare. For instance, most of the studies give a brief overview of blockchain-based 

healthcare applications. Despite being the first to provide a high-level overview of new blockchain-

based healthcare applications, the study largely focuses on the practical applications and advantages of 

this technology16. 

 

Blockchain technology can change the topology of a healthcare network such that data are added in a 

decentralized fashion. Blockchain improves data security, confidentiality, and interoperability while 

allowing patients to integrate themselves into an ecosystem17. Bibliometric analyses of blockchain 

technology in the healthcare sector are few. In this regard, there is a growing body of literature 

examining and debating the potential and current applications of blockchain in healthcare. To our 

knowledge, however, none of these studies examine the potential environmental and health effects of 

this industry’s potential use of blockchain. This lack of attention should be addressed because, in theory, 

any technical improvements to the healthcare sector should be made in a way that does not hurt either 

the environment or people's health. This study addresses blockchain technology and healthcare studies 

to bridge the gap. It also discusses potential directions for future research with the right depth and 

breadth in pertinent areas. 

 

Theory 

 

Disruptive innovation theory has analyzed and addressed growth driven by innovation18. The theory was 

originally initiated by Clayton Christensen et al. in 1995 and has pervaded the clinical healthcare dialect 

over the past years. Increased adoption of blockchain technology in the healthcare domain will lead to a 

disruptive shift in the foundation of the healthcare system13. Despite the growing use of the concept in 

literature, there are gaps in comprehending disruptive innovations in a healthcare context as there is no 

objective definition in healthcare literature19. In addition, there is no published literature that compares 

perceived healthcare disruptive innovations. Therefore, key innovations in the sector remain in silos, 

which limits our ability to identify disruption. 

 

Innovation diffusion theory states that characteristics of innovation affect how organizations gather 

knowledge, which consequently affects the decision to adopt or reject the innovation. These 

characteristics are: (1) relative advantage; (2) compatibility; (3) complexity; (4) trialability; and (5) 

observability20. Haleem and Hartley3, 20 have noted that lack of blockchain understanding is a barrier to 

technology diffusion. Given the relatively early stage of blockchain development, most healthcare 

organizations often rely on consultants when adopting modern technology 2. Additional barriers to 

diffusion success are switching costs and the network effect10. 

 

Methodology 

 

Systematic reviews are an effective way of evaluating and interpreting research relevant to a particular 

research question, topic area, or phenomenon of interest based on previous research outcomes21. 

Systematic reviews are common in the medical field and healthcare domain. Nonetheless, there are 

many research studies addressing blockchain technology applications in healthcare4, 13, 22, 23. For 

example,24 conducted a systematic review of the adoption of blockchain platforms in healthcare and how 

they improved the industry outcomes. 

 

To compile data and insights on blockchain in healthcare research, meta-analysis was conducted and 

identified studies were included in the review using a list of relevant terms through the search of several 

electronic databases including PubMed, MEDLINE, Scopus, EBSCO, and IEEE Xplore, and other 

databases for research including ScienceDirect, and Google Scholar. By choosing the mentioned 



4 

 

databases, the intention was to focus on peer-reviewed articles that have been published in healthcare 

journals. The database was searched to determine whether a publication contained at least one of the 

keywords or search terms in the title, abstract, or keywords. In total, 1,830 articles were identified. The 

Boolean operator was utilized with a combination of “AND/OR” of search terms. The following search 

string was used: blockchain AND (healthcare OR medical) AND (challenge, threat, OR benefit OR uses 

OR 1application). Following this process, 37 articles were determined to be relevant to the study. 

Subsequently, a backward reference-list checking was conducted to identify other relevant literature5. As 

a result, 10 more articles were identified. In total, 47 articles were identified to be relevant to this 

literature review.  

 

To narrow down the literature selection process to the relevant articles, all publications that are fully 

available in English language and published between 2016 and 2022 were included. Duplicate articles, 

book chapters, and papers that discussed blockchain from a technical and engineering perspective were 

excluded. Based on figure 1, 33 articles were identified in the final population for analysis as relevant 

literature. EndNote software was utilized for duplicate removal and final screening. To ensure reliability, 

the search process was comprehensively documented to identify studies, assess relevance, and 

synthesize the structure of the paper. The goal was to find research articles focused on blockchain 

applications, benefits, and threats in healthcare domain. This literature will answer the following 

research questions: How has blockchain been defined in literature? What are the potential blockchain 

applications in healthcare domain? What are the blockchain benefits in healthcare literature? What are 

the possible threats of blockchain technology in the healthcare industry? For the purposes of the review, 

blockchain research was categorized into three categories: 1) Applications in healthcare industry, 2) 

Benefits of blockchain, and 3) Threats of the technology.  
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Fig.1. PRISMA for Identification and Inclusion Process of Systematic Review 

 

Background 

  

Most of the scholars describe blockchain using their properties13, 48 defined blockchain as a 

decentralized transparent ledger with transaction records. Blockchain technology is characterized as “an 

open, distributed network that may record transactions between two individuals rapidly and in a verified 

and conspicuous way.” Blockchain is described by several authors as a digitized decentralized ledger to 

allow recordkeeping of all peer-to-peer transactions without the need for a centralized authority19. 

Blockchain was also described as “a distributed ledger system, which maintains all transactions synced 

across users”25. Researchers highlighted that information that has already been used in a transaction 

cannot be altered or deleted, and users can openly and transparently audit any transactions. The 

technology protects data from manipulation and alteration. The studies addressed that blockchain offers 

tremendous efficiency and affordable solutions in the healthcare industry. The essential technology 

characteristics include decentralization, traceability, immutability, and provenance26. 

 

Since 2016, the demand for blockchain technology has increased globally, and several large technology 

firms, such as IBM, Intel, and Microsoft, are heavily invested in blockchain technology development. 

The World Economic Forum estimates that, by 2025, 10 percent of the global gross domestic product 

will be stored on blockchain technology27. The marketplace for blockchain technology was estimated to 

be worth around $339.5 million globally in 2017, and it is expected to increase to $2.3 billion by 2021. 

By 2030, blockchain is anticipated to provide $3.1 trillion in economic value. According to International 

Data Corporation (IDC), worldwide spending on blockchain will increase from about $1.5-$2.9 billion 

in 2018- 2019 and rise?? to $11.7 billion in 202210. For the anticipated period of 2017–2022, the 

anticipated annual compound growth rate is 73.2 percent49. The US healthcare industry is the world’s 

largest and absorbs more than $1.7 trillion per year28. Today, the average annual cost of healthcare per 

person in America is $10,739, which is more than residents of any other country28. Abdel-Basset5, noted 

that blockchain technology can be used to manage pandemics by considering different data sources, 

which can be statistically analyzed to extract essential features and patterns for healthcare professionals 

and the government.  

 

Although understanding blockchain technology might be challenging, the fundamental ideas behind it 

are rather straightforward. Blockchain is a database of a group of data that is electronically stored on a 

computer network50. In an examination of academic literature where blockchain applications have been 

applied to diverse topics, it can transform the traditional industry with its features, which include 

decentralization, anonymity, persistency, and auditability29. The studies reviewed have covered several 

instances of blockchain technology being used in healthcare, as well as the issues and potential fixes. 

The design decisions and compromises made by the researchers were addressed in the many situations 

where this innovative technology was used11. The Office of the National Coordinator for Health 

Information Technology (ONC) has described several features critical to the development of an 

interoperable health system, which are addressed by blockchain9. The research studies have covered a 

wide range of settings for using this technology, including blockchain-based applications across many 

different sectors11. Then the researchers describe some aspects of blockchain technology for medical 

record management, insurance claim process, biomedical research, and health data ledgers30. There is a 

consensus among researchers that, with blockchain technology, patient data will be truly owned and 

controlled by the right owner of the data, which is the patient31. The healthcare industry is a suitable 

candidate for the use of blockchain technology since it may address critical concerns including 

computerized claim verification and global health management23. With the assistance of this technology, 
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patients may maintain their personal information and choose with whom it will be shared, overcoming 

the present problems with data ownership and exchange. Despite the general belief that the benefits of 

adopting blockchain-based technology may be exaggerated, a new study suggests that enterprises will 

still make significant investments in this area in the future2.  

 

It might be argued by researchers that this system has not yet lived up to expectations, a reality that may 

be explained by the widespread deployment of blockchain, particularly in relation to governmental 

restrictions and other difficulties19. Another key barrier to the widespread adoption of blockchain is that 

both general and specialized users such as patients or doctors are unaware of how it operates, its 

technological aspects, or its benefits for processing data1. The researchers proposed that it could take 

some time for this technology to build all anticipated and expected stages of transformational change in 

business, mostly due to implementation obstacles in the manner of organizational and social issues such 

as security concerns and governance8,19,24. This may also be made worse by widespread 

misunderstandings about how blockchain technology is used in government policies and regulations. By 

removing these obstacles, recent research aims to assist blockchain clear changes and expedite its 

spread32. 

 

The papers reviewed described many blockchain uses and potential issues often at the conceptual level. 

However, empirical studies are limited as blockchain research remains early-stage and immature, 

particularly in healthcare5,11,27. Blockchain technology is a prominent example of disruptive innovation. 

However, poor identification can lead to poor understanding of the technical features and potential of an 

innovation and the possible barriers to adoption and ways to overcome them33. 

 

Healthcare Industry Challenges  

Some of the numerous concerns hospitals and other healthcare organizations deal with daily include 

patient data access, medication storage logs, and medical records. Patient care, information security, and 

privacy must all be balanced in the healthcare sector. Major challenges the healthcare sector faces 

include putting the patient first, privacy and access, accuracy of medical data, pricing, management of 

supply chains and prescription records. Even if the conventional technique of storing data through a 

centralized database can be damaging, as indicated in research, it can also be susceptible to hacking or 

even a single failure point13.  

 

The fact that all the servers temporarily go offline while the changes are being made to the databases 

used to store medical data is another problem with a traditional database. Given that healthcare is a 24/7 

industry, this little gap might prove to be quite deadly23. Another concern with medical records is the 

cost associated with transferring records among different entities. The lack of availability of test results 

can be dangerous in terms of delayed treatment. Also, sending data via email is considered a security 

risk. A system integrating patient consent and access to authorized individuals would improve efficiency 

and save on financial costs9. Blockchain technology is being promoted as the “solution” to issues in a 

variety of healthcare issues34. By doing a thorough literature review and responding to the research 

questions posed in the research, this study attempts to discover blockchain technology capabilities in the 

healthcare sector. The potential of blockchain technology has extended to the healthcare sector, enabling 

a change in the way the present system and its utilization of technology currently operate.  

 

The study seeks to emphasize the potential paths for blockchain research in healthcare, as well as to 

emphasize the possible uses of the platform. According to literature, blockchain technology is currently 

being researched in the field of healthcare, where it is mostly employed for network access, data 

exchange, and record management23. Additionally, it demonstrates that many studies lack 

implementation or prototype information. The authors of literature reviewed reached the conclusion that 

blockchain application-based research is expanding and growing at an exponential rate5. The research 
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has also demonstrated that the exponential growth of blockchain technology initiatives in the healthcare 

industry are projected to have a major influence. A systematic study method was conducted, employing 

a well-planned monitoring strategy to look for pertinent papers. Several studies have put out various 

scenarios for the application of blockchain in healthcare systems. The assessment also identifies benefits 

as well as shortcomings and potential future research topics. To further comprehend, define, and assess 

the usefulness of blockchain in healthcare, additional study is still required9. 

 

Main Features of Blockchain Technology 

 

The four key characteristics of blockchain were identified by research studies and serve as the 

foundation upon that it has expanded. Technology’s four distinguishing characteristics are: 

decentralization, immutability, transparency, and provenance8. Healthcare systems have used centralized 

systems up to the advent of blockchain to fulfill data exchange requirements. A centralized institution is 

employed to hold all the information in a central network, and only that entity and the user may 

communicate with each other. Even though centralized systems have indeed been in use for a long time, 

there are certain restrictions associated with this kind of network. Since the data is kept in a single main 

place and by a single organization, this turns into a red flag for would-be cybercriminals or hackers and 

even represents a lone source of potential failure36,37.  

 

Blockchain offers a decentralized network as an alternative option to a centralized one, removing the 

necessity for a single centralized power to rule over the network22,23, discussed the idea of immutability, 

which states that once data or information has been generated it should not be changed. When a 

blockchain record has been created, it cannot be changed once it has joined the network9. This is a 

crucial aspect of the blockchain that may be used to stop a lot of unethical or questionable behavior in 

any sector41. Blockchain transparency is a term that is frequently misunderstood. With the use of 

sophisticated encryption, a person's identity is concealed and just their upgradable is shown8. The 

provenance feature of the blockchain implies that any additions to the blockchain are visible to all the 

patient’s network members39. 

 

Blockchain Applications in Healthcare  

  

Blockchain is a relatively emerging and developing technology that offers creative uses in the healthcare 

industry. The development of affordable cures and cutting-edge treatments for numerous diseases 

depends on smooth, effective data exchange and distribution across all the well-known network 

participants and health professionals. In the upcoming years, this will hasten the expansion of the 

healthcare sector. The studies reviewed highlighted that Ethereum and Hyperledger fabric seem to be the 

most used platforms/frameworks in this domain12. The studies unveiled blockchain technology prospects 

in the supply chain highlighting the benefits for the healthcare business. This is among the primary areas 

that the digital revolution enhances and innovates since it immediately affects living quality. Blockchain 

technology is also growing in popularity in the healthcare industry. It presents several significant and 

spectacular opportunities, ranging from research and economics to interactions between patients and 

physicians7. The most significant research explored and organized according to several use cases in this 

domain, include electronic health records (EHRs), remote monitoring of patients, pharmaceutical 

distribution network, and healthcare insurance claims8,10,24.  

 

1.Electronic Health Records 

 

The administration of health data, which might be enhanced by the capacity to integrate disparate 

systems and enhance the precision of EHRs, should be given priority in the effort to change healthcare. 

While the phrases electronic patient records (EPRs) and electronic health records (EHRs) are sometimes 
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used interchangeably, they have different meanings. EMRs, or electronic medical records, are a more 

recent name for the paper charts kept by clinicians in their offices. The medical and treatment histories 

of patients in a single practice are recorded in an EMR. EHRs, on the other hand, put a greater emphasis 

on a patient’s overall health, going beyond the usual clinical data gathered at the doctor’s office and 

taking a more comprehensive approach to a patient's care. 

 

According to the studies reviewed, blockchain helps manage EHRs. To handle authorization and data 

exchange across healthcare entities, Ekblaw et al. described MedRec, an EHR-related solution that 

suggests a decentralized method. The MedRec platform provides patients with information and 

understanding about who may access their medical records. FHIR Chain (Fast Health Interoperability 

Records and Blockchain) is another program that incorporates EHRs36. It is a medical record 

management-focused, blockchain-based platform for exchanging clinical data that is developed using 

bitcoin, and patients can get solutions from FHIR Chain. Nonetheless, Xia et al. introduced Medshare, 

an ethereum program for systems that experience a lack of communication for information sharing 

among cloud computing owing to the negative risks towards disclosing the content of personal data 

information. When exchanging medical data in cloud archives, Medshare offers data monitoring, and 

governance among large data organizations. MedBlock and BlockHIE are two further EMR apps built 

on the blockchain. MedBlock offers a method for searching records.  

 

The suggested method keeps track of the addresses of health records blocks that are organized by health 

professionals. Each patient assessment has a link to the relevant blockchain record. Jiang et al. proposal 

for BlockHIE presents a blockchain-based healthcare system34. BlockHIE blends off-chain retention, in 

which data is kept in database systems of external institutions, with on-chain validation to continue 

taking advantage of current databases. Another blockchain-based healthcare platform addressed in the 

literature is called Ancile, which employs smart contracts to ensure data security, confidentiality, access 

management, and EMR compatibility45. 

 

2. Remote Patient Monitoring 

 

Remote patient surveillance refers to the gathering of medical data using smart phones, wireless body 

sensor sensors devices, and Internet of Things (IoT) devices to be able to monitor various patients’ 

conditions30. Blockchain technology is crucial for the storage, exchange, and retrieval of remotely 

gathered health data. It offers a solution in this setting where information is sent from mobile devices to 

a blockchain-based application on Hyperledger2, 23. By providing real-time patient monitoring 

applications, ethereum platform contracts may allow automated interventions in a safe setting51,12. Other 

literature suggested ways highlight the enormous potential of the IoT in various fields, particularly how 

it is being widely utilized in e-health. Io Health, a data-flow architecture that integrates the IoT with 

blockchain and may be used for accessing, storing, and managing e-health data, is a suggestion made in 

this area36. 

 

3. Pharmaceutical Supply Chain 

 

The pharmaceutical sector is another recognized use case for blockchain as patients may suffer severe 

effects if they get fake or subpar medicine. According to a study by the World Health Organization 

(WHO), over 100,000 people die in Africa due to improper dosing from counterfeited drugs obtained 

from untrusted vendors4 and research has determined that blockchain technology has the power to solve 

this issue. Drug counterfeit has also been tackled by the researchers, who suggest a safe, irreversible, 

and verifiable supply chain for pharmaceuticals built on blockchain-based technology to prevent it19,34. 

In relation to drug regulating issues, drug standardization difficulties were addressed. Researchers?? 

have drawn attention to the challenges in identifying fake medications and suggested a blockchain-based 
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approach to do so. Even though the suggested approach is only implemented in a small number of 

articles, several intriguing studies have addressed problems with the pharmaceutical supply chain4. 

 

4. Health Insurance Claims 

 

One area of healthcare that can profit from blockchain's absoluteness, openness, and traceability of 

stored data on it is healthcare insurance claims. Blockchain technology has promising solutions to 

handle health insurance claims. However, there are few prototypes and applications of these systems9. 

MIStore, a cryptocurrency health coverage system that offers the medical coverage data that is well-

secured and maintained, was located34,35. 

 

Benefits of Blockchain in Healthcare Sector    

  

The blockchain technology enables medical professionals to embrace the notion of a public database that 

can be used to develop shareable, customized healthcare plans for their patients. As a result, this may 

readily assist in the facilitation and creation of personalized health plans that classify the patients based 

on their shared genetic data, age, and gender. Researchers have identified and divided blockchain 

benefits into individual benefits, organization-related benefits, and government benefits. Since users 

may only establish their identities once in the blockchain network, and the recorded identification traits 

are encrypted and kept in every blockchain server, users will not need to re-register their identities for 

accessibility in the foreseeable future. 

  

Additionally, several researchers have highlighted the benefits of blockchain technology and how they 

addressed existing challenges in healthcare applications12,19,42. For example, ChengYing et al., 2018, 

explored the benefits of blockchain to link patients' EHRs across different healthcare services. 

 

Patient-level Benefits 

 

The literature on blockchain technology offers proof that the technology can get around some of the 

problems with the current healthcare system. The advantages of blockchain technology allow for 

efficient maintenance and interchange of health records. The decentralization of patient information 

creates a single point of truth for connectivity and efficiency2. Data reconciliation among all parties 

engaged in the transaction is made unnecessary by leveraging blockchain, which improves cost 

effectiveness10. Only authorized people are granted access to sensitive and important patient data and 

protected health records, and a lifelong and continuous health status record may be created using 

blockchain technology38.  

 

Patient data in the current healthcare information systems is frequently corrupted, prone to data 

breaches, or at elevated risk of failing. Data security is hence the main advantage of blockchain 

technology. According to a survey on the present status of EHRs with a sample size of 8,774, almost 40 

percent of physicians view connectivity and EHR design as the main causes of their dissatisfaction32. It 

is challenging to transfer, retrieve, and analyze data due to the restricted data exchange and absence of 

compatibility among healthcare storage solutions. Berryhill et al.43 noted that better compatibility is 

made possible by blockchain technology. 

 

Organization-level Benefits 

 

In terms of organizational advantages, blockchains have the capacity to offer safe patient data sharing 

across healthcare organizations. The group of authorized healthcare organizations taking part in the 

private network would be able share and access the information stored in the blockchain in a safe and 
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trustworthy fashion3. Other studies emphasized the need of using blockchains to streamline the 

management of clinical trials because the study involves extremely sensitive patient-related data27. 

 

Government Benefits 

 

Blockchain technology has enabled the government to offer new public healthcare designs, assist in 

addressing fraud and waste, reduce the cost and sophistication of different health activities, and identify 

misuse and fraud activities31. It is thought that establishing a public blockchain will save costs, speed up 

learning, reduce risk, boost technology acceptance, and have an impact on regulations28. Another 

advantage of blockchain applications is successful care surveillance, especially for extremely ill patients 

since this technology can help physicians perform appropriate medical treatments. To do this, patients' 

wearable technology, including smart watches, cell phones, and smart glasses, must be linked to the 

public blockchain of the healthcare provider4. In this section of the literature, the blockchain benefits 

that are most explored and addressed by previous studies were highlighted. 

  

1.Securing Patient Data 

 

Protecting patient information is one of the most important aspects of the healthcare industry. Falsifying 

patient records might contribute to difficulty for hospitals and physicians to diagnose and treat their 

patient's illness or issue. According to research studies, more than 176 million medical data records were 

compromised between 2009 and 2017. The data was hacked by cybercriminals, who then exploited it 

unethically35. Health data may be gathered using blockchain without having to move it all to a single 

place or centralized database. In the current EHR system, healthcare professionals hold the records, 

while patients have the right to access their own health records. Improved security and data integrity are 

made possible by the dissemination of health records and the data integrity of the data13. Data integrity is 

essential to healthcare since the current healthcare system has problems providing patients with accurate 

or sufficient information. Blockchain reduces the likelihood that unauthorized users would be able to 

extract health information29. 

 

2. Medical Drugs Supply Chain Management 

 

 Medications or pharmaceuticals are created in laboratories and pharmaceutical firms all over the world. 

According to each country's needs, these medications are further distributed across the world. What 

happens if the medications are tampered with while being transported across the nation? As a result, the 

importers and exporters must have access to a transparent, tamper-proof healthcare supply chain. 

Blockchain minimizes this issue because of its transparency, decentralization, and tamper-proof 

properties3. Each carrying point for the medicine will be added to the blockchain after a distributed 

ledger has been established, making the whole transportation process visible37. 

 

3. Single Longitudinal Patient Records 

 

Every medical chart will be added to the blockchain ledger since it is made up of a chain of blocks 

called a blockchain. Examining the pre-compiled records would allow healthcare providers to have a 

broader picture of patients’ medical conditions. Additionally, it will assist in mastering patient indices, 

streamlining data meticulously, and avoiding expensive errors29. 

 

4. Supply chain optimization 

 

Authenticating the origin of medical supplies to assure the legitimacy of medications is a problem facing 

the healthcare industry. Supplies may be tracked from manufacture to every step of the supply chain 
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with the use of blockchain technology. This makes it possible to acquire items transparently and visibly. 

This may assist businesses in implementing artificial intelligence (AI) and improving demand 

forecasting and supply optimization, while also boosting consumer confidence44. 

 

5. Drug Traceability 

 

The most trustworthy, dependable, and safe way to trace every medicine back to its source is via 

blockchain. There will be a hash value associated with every data block including drug-related 

information. By using this hash code, the data is protected against manipulation. All parties with 

permission to see the blockchain can see the events. By scanning the QR code and pulling up all the 

essential details, such as the manufacturer's information, the legitimacy of the acquired drugs will be 

seamlessly verified44. 

 

6. Updated medical supply chain management 

 

Blockchain is ideally suited for organizing and tracking the flow of medicine supply because of its 

security, dependability, and decentralized storage. Technology improves patient safety through building 

a reliable supplier network. In a single unchangeable record that's also securely held, blockchain unifies 

all the operations including manufacturing, packaging, marketing, shipping, and warehousing 

information. Blockchains adopt GS1 (open global standard for tracking healthcare products)27. 

 

7. Improved electronic health record systems 

 

Systems for keeping track of patient's health information digitally are known as electronic health records 

(EHRs). By connecting EHRs and distributing property of the records across all stakeholders, 

blockchain overcomes issues with availability, compatibility, and verification19. 

 

8. Improved recruitment for clinical trials and Research 

 

A cryptocurrency blockchain that replicates the hiring process has been developed by researchers to 

safeguard study participants' anonymity while enabling access to study results for all academics4. Data 

integrity and provenance are critical characteristics in clinical trials. Blockchain network can 

transparently show the data from the origin to the final clinical report27. Technology allows researchers 

to access vast amounts of unprocessed data that might lead to important medical advancements without 

jeopardizing patient confidentiality38. 

 

Threats of Blockchain Technology in Healthcare 

 

Blockchain technology has a myriad of benefits, however, there are also considerable risks associated 

with the technology. Risks in this research were divided into three categories: organizational; societal; 

and technological threats. Scaling problems, authorization and security problems, and excessive power 

and energy usage were all recognized by researchers as the common three technical dangers32. The most 

important technical risk to blockchain advanced technologies is scalability. Since there is no limitation 

on the number of people who join the network, the scaling issue has evolved into a major worry for 

blockchain-based applications. Additionally, issues occur when utilizing wearable technology to track 

blockchain networks since the amount of data provided by these sensors grows exponentially40. 

Researchers have claimed that private permissioned blockchain deployment brings the most benefits for 

health care applications, however, it is usually combined with security risks30. Private permissioned 

blockchains are most prone to a 51 percent attack37. Additionally, blockchain is vulnerable to cyber-

attacks in which the attackers can seize control of the network. If the attackers disrupt or even reverse 
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transactions that have been validated inside the network, a disaster may result. Additionally, this 

evaluation identified high energy use as a hazard since it pertains to the usage of public blockchains and 

is a mining method that causes a lot of energy consumption. This issue got worse when more people 

joined the public blockchain and more payments were being processed every second.  

 

The absence of legal authority-issued blockchain technology rules was another major societal danger 

highlighted. Meanwhile, interoperability problems, shortage of technical expertise for integrating 

pharmacological suppliers, setup expenses, and transaction costs were the main sources of 

organizational risks. Interoperability was seen as one of the main obstacles to blockchain technology 

acceptance in the healthcare industry due to lack of trust among healthcare organizations and a shortage 

of information technology (IT) personnel qualified to use blockchain technology. Employing blockchain 

technology without the necessary technical knowledge and capacity might have fatal results8. The 

included research revealed eight challenges to blockchain technology, which were categorized as 

organizational, societal, or technical/technological concerns. Studies discovered two different forms of 

social dangers, three distinct types of organizational threats, and three distinct types of technological 

threats. The following section provides more information on the risks explored by researchers5. 

 

1. Technical or technological threats 

 

The scalability problem with blockchain technology was due to the network's constrained processing 

capacity for transactions. Additionally, according to two studies, the exchange between trading volume 

and the amount of processing power needed to handle those transactions is the major limitation of 

scalability. Authorization and security were issues and constraints associated with blockchain 

technology. According to several studies, distributed ledger technology is vulnerable to assaults. Other 

research studies identified significant issues, particularly with blockchain networks, including high 

consumption of energy and sluggish processing speed brought by a significant increase in network 

users31,39,40. 

 

2. Social threats 

 

According to research studies, the societal acceptability of blockchain technology was a key obstacle to 

implementation. Scholars revealed that it is challenging for the legal authorities to grant access due to 

the decentralization of medical data and the withdrawal of a trusted third-party emphasizing privacy as a 

valid concern. Literature reviews also emphasized the absence of governance norms and standards as a 

barrier to blockchain adoption in the healthcare industry30.  

 

3. Organizational threats 

 

According to research studies, compatibility is one of the main problems with blockchain adoption in the 

healthcare sector from an organizational standpoint. Studies described interoperability issues as lack of 

confidence among parties and absence of transparent standards, which make it difficult for healthcare 

organizations to communicate full patient data. The upkeep of an interconnected supply chain for 

pharmaceuticals for the networks that lack the necessary technical knowledge to manage the system was 

another issue noted by research. In addition, the initial cost of installation is rather significant for 

blockchain, even though it can save costs in the long term46. 

 

Some solutions have been proposed to address the highlighted challenges. For example, as a 

countermeasure to the challenge of scalability, given the large volume of clinical data involved, the 

trend is to store the actual healthcare data on the cloud and store only the pointers of the data on 

blockchain, along with their fingerprints22. A considerable number of papers were found on the 
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implementation of blockchain-based EMR applications in which different strategies were considered to 

tackle these challenges. Yet, some publications propose different workarounds to improve the security 

and privacy challenges of blockchain11,23,42. 

 

Blockchain as an Opportunity to Approach Medicine in a Novel Way 

  

Blockchain is a potential solution for health data security because of its eternity, autonomy, and total 

openness36. Patients’ identity and medical information will continue to be retained in confidence using 

blockchain if the system is secure. By eliminating inefficient instrumentation, this ground-breaking 

solution will simplify the challenging billing procedure40. Blockchain technology may usher in a new 

framework for the exchange of health data by improving the efficiency, dependability, and security of 

EHRs as a decentralized ledger that stores important transactional data11. By allowing the safe transfer 

of patient medical records, controlling the medication supply chain, and enabling the regular and 

accurate of patient records, ledger technology assists healthcare scientists in deciphering genetic code. 

Medical files protection, diverse genomes management, electronic information management, 

interoperability, digitized tracking, and issue outbreak are a few of the outstanding and technologically 

derived aspects used to create and implement blockchain technology3. 

 

Chen et al. 201923noted that blockchain-based digital structures would ensure that unauthorized changes 

to the logistical data are avoided. They foster confidence and inhibit those who are interested in 

obtaining drugs from handling information, funds, and medicine in an unauthorized manner. The use of 

technology can significantly enhance patients' conditions while keeping costs low. In multi-level 

authentication, it removes all hurdles and difficulties. Patients, physicians, and other healthcare 

professionals may all quickly and securely exchange the same information because of the technology's 

decentralized nature. Medical entities are constantly experimenting, researching, and learning about 

blockchain technology particularly for health records solutions. By adopting medications, enhancing 

payment alternatives, and decentralizing patient health history information, technology has established 

itself as an indispensable innovation in healthcare. The medical industry is heavily dependent on 

blockchain in addition to advanced technologies like machine learning and AI. There are several 

legitimate ways that blockchains are transforming the healthcare sector. A single blockchain system 

stores all the data, protecting it from loss and change. Leveraging this approach, physicians may simply 

get all the information required to make an accurate diagnosis and suggestions. A substantial 

organization with blockchain database that is encrypted may get protected from hazards and attacks 

from the outside world. Such rescue, assaults, and other issues, including computer malfunction or 

hardware breakdown, will have minimal impact on healthcare organizations appropriately deploying a 

blockchain network10. 

 

The research studies highlighted the technology’s potential to fundamentally transform the current 

segmentation in which patients sign fresh consents for every consultation, clinical procedure, and 

medical test23,43. It has the potential to become a crucial component of healthcare consent management 

that promotes information sharing. A blockchain-based supply chain system ensures security, reliability, 

and promptness of pharmaceuticals delivery. The presence of this technology solves issues that cannot 

be addressed by current conventional methods32. Reliability, protection, and data interchange among 

many systems are necessary for great healthcare42. 

 

Discussion 

 

The research has been describing blockchain technology as a disruptive innovation. 

However, blockchain research is an emerging field in healthcare, which indicates that it is mostly used 

for data sharing, health records, and access control along with other areas such as supply chain 
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management or drug prescription management. Some scholars addressed other applications including 

the interchange of clinical testing dataset and the potential for uncovering advantages for test subjects. 

Technology has the potential to become a crucial component of healthcare consent management that 

promotes information sharing. However, much potential for blockchain is still unexploited.  

A blockchain-based supply chain system ensures the security, reliability, and promptness of the delivery 

of pharmaceuticals. It enables the manufacturer to keep the correct formulation mixture in accordance 

with medical standards. Medical devices can charge for patient information, confirm that the designated 

patient is receiving the therapy, and communicate operational data with authorities in an anonymized 

manner5.  

 

Recent years have seen notable advancements in medical research and enhanced medical treatments. 

Reliability, protection, and data interchange among many systems are necessary for a great healthcare 

system. Research proposed to use blockchain for building a personal health record system to bridge the 

gap between patient and organization34. Blockchain has the potential to support health records and 

transfer the ownership of the medical records to the patients. The use of blockchain technology in the 

healthcare industry is exciting. It is recommended that challenges encountered in implementing 

blockchain solutions should be explored in these applications. Furthermore, none of the reviewed studies 

described how the blockchain application was compliant with healthcare regulations, which is another 

area that needs to be more explored on an extended level. Also, blockchain is prone to cyber-attacks 

along with interoperability issues and lack of technical skills for integrating systems. In addition, high 

energy consumption was highlighted in this review as a threat since it relates to public blockchain use, 

which consumes a great amount of energy. 

 

Limitation and Future Direction 

 

The studies in this review describe many blockchain potential uses, benefits, and issues, often at the 

conceptual level. Despite the growing use of the concept in literature, there are gaps in comprehending it 

on empirical and theoretical levels due to the limited number of studies. However, the current and 

proposed studies are growing exponentially. Disruptive innovation is a term that has diffused into the 

healthcare industry, but there is widespread ambiguity in the use of the term19. Data driven studies on 

outcomes of specific blockchain solutions in the healthcare industry are highly recommended to pave the 

way for future applications. Like any emerging technology, it will introduce innovation, benefits, and 

risks into society. Future research is suggested to include blockchain’s instrumental role in population 

health management and how to mitigate risks associated with utilizing the technology. Expanding 

healthcare research from the administrative and strategic perspectives of blockchain adoption and its 

economic impact on healthcare organizations will fill some gaps in the research landscape.  

 

There is currently extremely limited research on certain applications and prototypes of blockchain 

solutions that would open unlimited opportunities for future research to delve into. There is also further 

research needed to expand on the value of blockchain uses in healthcare through developing proof of 

concepts to deepen researchers’ understanding of the technology in relation to healthcare system 

strategic needs. Future research is recommended around blockchain scalability and risk of specific 

blockchain cybersecurity attacks that can halt the entire system and jeopardize users’ information. 

Frizzo-Baker10 discussed the argument that only 20 percent of the barriers to blockchain adoption and 

success are technological, while the other 80 percent are related to organizational practices. Conducting 

research on organizational strategies and practices in the adoption and implementation of innovative 

technologies in healthcare was proposed. 

 

Conclusion 
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The purpose of this systematic review was to examine the current state and research topics of blockchain 

technology in healthcare, along with the applications and key benefits and challenges associated with 

this technology. The findings show that in the past few years blockchain has gained traction to be 

implemented in the healthcare sector with a potential to improve the authenticity and transparency of 

healthcare data, while highlighting the major challenges uncovered in this review. Blockchain’s 

decentralization, immutability, and transparency features have enabled better management of patient 

health records and supply chain management. However, many healthcare organizations remain hesitant 

to adopt blockchain technology due to threats such as security, interoperability issues, and lack of 

technical skills related to blockchain technology.  

 

The studies reviewed suggest that we are still at the beginning of the road toward the full utilization of 

blockchain technology in the healthcare sector. It was proposed that research be conducted on each of 

digital platforms discussed in the literature to identify use cases of blockchain technology and to assess 

its feasibility. However, doubts remain regarding the value of blockchain technology in relation to the 

technical experiences of users. The goal is to empower patients with the ownership of their medical data 

accessing and sharing. The proper utilization of blockchain can increase interoperability while 

maintaining privacy and security of data. Increased interoperability would be beneficial for health 

outcomes. However, more research still needs to be conducted to better understand and evaluate the 

utility of blockchain technology in healthcare. Furthermore, this paper contributes to the research on 

blockchain technology by highlighting current studies and identifying potential research gaps that could 

positively impact the industry if properly addressed.  
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Abstract 

Sepsis has continued to climb the charts as one of the most frequent principal diagnoses for 

hospitalizations in the US and one of the most expensive conditions to treat in the nation’s 

hospitals. It is unsurprising that it warrants additional scrutiny by payers and also remains one of 

the most frequently denied diagnoses. Challenges arise in sepsis billing due to the variety of 

definitions of the condition and changing clinical indicators impacting documentation and 

coding. This article reviews the literature related to the diagnosis, documentation, coding, and 

billing of sepsis since the more widespread implementation of the Sepsis-3 definition in 2017 to 

outline the challenges and recommendations discussed by industry leaders. Addressing accurate 

sepsis diagnosis and reimbursement relies on clear organizational policies, accurate and helpful 

tools, education and training, and consistent denial management. 
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Introduction 

 

Sepsis has been recognized as a leading cause of death and significant financial burden with 

incidence increasing annually, with some claiming that it may still be underrecognized and 

underreported.1 This may be due, in part, to the lack of a universal clinical definition, challenges 

in coding sepsis, and regular denials of sepsis on claims.2 The clinical criteria remain 

complicated and ambiguous, without clear biological, imaging, or laboratory features to uniquely 

identify a septic patient.3 Septicemia or severe sepsis with a major complication, Medicare 

Severity Diagnosis Related Group (MS-DRG) 871, was the most frequently billed MS-DRG in 

FY 2019, leading many payers to scrutinize sepsis-related claims, reviewing them both 

prepayment and post-payment.4 There are increasing clinical validation denials due to misaligned 

sepsis criteria between providers and payers, a lack of clinical indicators and/or documentation, 

and the additional focus on these types of claims. Denials are expensive and resource-intensive, 

and inaccurate coding of sepsis in claims data may negatively impact funding and accurate 

epidemiological representation.5 

 

A Rising Problem 

 

It is clear that the challenge of diagnosing, treating, and billing sepsis are not going away, as the 

number of sepsis-related admissions and claims continue to rise. Table 1 shows the number of 

discharges and associated average charges and payments from Medicare inpatient hospitals in 

2020, both nationally and within the highest and lowest states. This highlights the increasing 

number of discharges and the wide range in average submitted charge. 

 

The Healthcare Cost and Utilization Project (HCUP) has further highlighted the burden of 

sepsis-related admissions and claims amongst all payers. Septicemia was the most frequent 

principal diagnosis for hospitalizations in the United States in 2018 with 2,218,800 stays 



representing eight percent of nonmaternal, nonneonatal inpatient stays.6 This number more than 

doubled in seven years, with just over one million discharges indicated in 2011.7 Sepsis also 

remained the most expensive condition treated in U.S. hospitals, costing $41.5 billion in 

aggregate and averaging $18,700 per stay.8 This was up from $38.2 billion (8.8 percent of 

national costs) in 2017, $23.6 billion (6.2 percent) in 2013, and $20.3 billion (5.2 percent) in 

2011.9,10,11 Cost was highest in the West and lower in the Midwest and South.12  

 

Part of this cost may be associated with the high use of the intensive care unit (ICU) for patients 

diagnosed with sepsis. In 2011, HCUP indicated that MS-DRG 871 was among the most 

common conditions with the highest proportion of ICU utilization in 29 states at 59 percent. 

Those without a major complication or comorbidity, MS-DRG 872, were at 27.5 percent.13 A 

2012 statistical brief from HCUP that highlighted super-utilizers, those individuals who consume 

a large share of health care resources, indicated that septicemia was amongst the 10 most 

common principal diagnoses for these patients across all payers.14 It was also among the top 10 

conditions with discharges to post acute care (PAC) in 2013, with MS-DRGs 870-872 

accounting for 441,400 discharges to PAC (39.4 percent) with the most going to skilled nursing 

facilities (53.5 percent).15 Septicemia also accounts for a large portion of readmissions. In 2014, 

septicemia ranked among the top 20 diagnoses with the highest 7-day (6.7 percent) and 30-day 

(18.5 percent) readmission rates.16 This was confirmed again in 2018 when hospital stays for 

septicemia had the highest number of 30-day all-cause readmissions at 314,600 (accounting for 

8.3 percent of all readmissions).17  

 

In addition to high cost, septicemia is of particular concern for certain vulnerable populations. 

According to the 2018 HCUP data, rural areas had the highest rate of stays for septicemia but 

decreased mean length of stay and cost per stay.18 A 2014 study showed that septicemia was 

more than 10 times higher among those aged 75+ years than those aged 18 to 44 years, making it 

the most common diagnosis among that age group (7.6 percent).19 It was also found that among 

patients readmitted within 30 days of an index stay for septicemia, uninsured patients were more 

likely than patients with insurance to return within 7 days.20 In 2018, average readmission costs 

were highest amongst the self-pay/no charge patients and those with Medicaid accounting for 8.6 

percent and 9.6 percent of the aggregate, respectively.21,22 As this data shows, sepsis continues to 

be a prevalent and problematic condition with high costs. It is no surprise that it has warranted 

increased scrutiny by payers and thus, higher denial rates. It is important that facilities address 

the diagnosis, documentation, and coding of sepsis to ensure quality patient care and accurate 

reimbursement. 

 

Scope and Objectives 

 

The scope of this article is twofold: to provide a comprehensive review of the current challenges 

related to sepsis documentation, coding, and billing and to provide recommendations on how to 

address these challenges. A search was conducted of peer-reviewed articles published since 2017 

related to the diagnosis and billing of sepsis using EBSCOhost database and Google Scholar.  

 

The search was limited to this time period to highlight the challenges since the Sepsis-3 

definitions were announced and had begun adoption amongst providers and payers. Search terms 

were used to identify sources that addressed sepsis definitions, coding sepsis, clinical 



documentation integrity (CDI) guidelines concerning sepsis, sepsis query recommendations, and 

sepsis-related claims denial management. Of the more than 200 articles reviewed, the content of 

nearly 100 specifically referenced the diagnostic and billing challenges of sepsis and associated 

recommendations. The research team recognizes that much of the expertise in this area is not 

evident in peer-reviewed journals. Thus, the search was expanded to professional journals and 

publications, as well as associated blogs and Q&A forums moderated by coding and CDI 

experts. This included the Journal of AHIMA, ICD-10 Monitor, Coding Clinic, Centers for 

Medicare & Medicaid Services (CMS) data tables, and Association of Clinical Documentation 

Integrity Specialists (ACDIS) publications and forums, among others. After screening the 

sources that met the criteria of the search, 95 sources were thoroughly evaluated for inclusion in 

this article. In total, 51 were used to synthesize the challenges of coding and billing for sepsis 

and recommendations to reduce sepsis-related claims denials. 

 

The Challenges 

 

Definitions and Clinical Indicators 
 

According to the Third International Consensus Definitions for Sepsis and Septic Shock (Sepsis-

3), sepsis is “life-threatening organ dysfunction caused by a dysregulated host response to 

infection.”23 This organ dysfunction and dysregulated host response is what differentiates sepsis 

from other infections.24 However, this definition still raises some confusion and controversy.25 

This may be due to the changing definitions of sepsis since 1992 when the Definitions for Sepsis 

and Organ Failure and Guidelines for the Use of Innovative Therapies in Sepsis first identified 

what is now referred to as Sepsis-1, based primarily around systemic inflammatory response 

syndrome (SIRS) with infection. This committee also introduced the concept of a continuum of 

severity, establishing a model of sepsis, severe sepsis, and septic shock. Septic shock is defined 

as “a subset of sepsis in which underlying circulatory and cellular metabolism abnormalities are 

profound enough to substantially increase mortality.”26 The definition was again revised in 2003, 

expanding the list of findings that may be seen in septic patients and defining sepsis “as the 

presence of infection and a wide list of general, inflammatory, perfusion, and hemodynamic 

parameters.”27 These changing definitions shifted the diagnosis of sepsis from being based on 

SIRS with defined vital signs and laboratory values suggestive of infection to being based on 

organ dysfunction.28 

 

The Sepsis-3 definition relies on the measures of organ dysfunction, which can be based on a 

Sequential Organ Failure Assessment (SOFA) score of two points or more. The SOFA score is a 

mortality prediction score to grade the severity of organ dysfunction in the presence of infection. 

It is assumed a normal, healthy patient has a baseline SOFA score of zero.29 This scoring model 

was developed and validated in an ICU setting; when used outside of the ICU it may 

underestimate organ dysfunction and sepsis.30 Duke et al. found that “the SOFA score had high 

specificity but poor sensitivity for clinical sepsis,” stating that “clinical reliance on the SOFA 

score may delay recognition and treatment of patients during early stages of sepsis.”31 One 

challenge is that there are variable thresholds for defining organ dysfunction. As Rhee et al. 

states, “For example, there are multiple definitions for acute kidney injury, which differ from 

thresholds used in the SOFA score and other ICU-based organ dysfunction scores.”32  

 



Furthermore, this definition relies on some knowledge of baseline functioning that may not be 

known.33 Patients may also be evaluated using the quick SOFA (qSOFA) score, but it has also 

been studied with mixed results. Arberry et al. found that qSOFA led to an overestimate of 

sepsis, recommending the use of both qSOFA and SOFA to clearly identify organ dysfunction.34 

In a study by Anand et al., of the 271,500 patients who had a positive qSOFA score on 

admission, only one in six had sepsis pointing to low sensitivity for identifying sepsis.35 Salomao 

et al. found that the qSOFA lacked sensitivity when compared to the previous SIRS criteria and 

Evans et al., (2021) recommends “against using qSOFA compared with SIRS, NEWS, or MEWS 

as a single screening tool for sepsis or septic shock.”36,37 Singer et al. clarifies that “neither 

qSOFA nor SOFA is intended to be a stand-alone definition of sepsis.”38 Similarly, SIRS is 

meant as a screening test.39 The qSOFA should be used as the screening protocol within the first 

hour and then SOFA criteria becomes more credible with findings of organ dysfunction as the 

patient stay progresses.40  

 

In addition to the challenges related to defining and measuring organ dysfunction, the adoption 

of different sepsis definitions by various entities has added to the confusion. Some professional 

groups have declined to endorse the new Sepsis-3 standards, including The American College of 

Emergency Physicians, Infectious Diseases Society of America, and Latin American Sepsis 

Institute. CMS has shown preference for Sepsis-2 definitions for review and payment and Sepsis-

1 measurement criteria over Sepsis-3.41 However, many other third-party payers have adopted 

Sepsis-3 criteria and recovery audit contractors (RACs) have begun moving towards Sepsis-3. In 

a member survey conducted by ACDIS (2020), 65 percent indicated that their facility uses 

Sepsis-2 criteria and only 15 percent use Sepsis-3 criteria. Physicians are not bound to a 

particular sepsis definition or set of criteria, and many hospitals are either still using Sepsis-2 

criteria or unsure which one to use. This can lead to conflicting evaluations of claims and 

ultimately result in denials.42 

 

Regardless of the definition or clinical criteria, a sepsis diagnosis is dependent upon the patient 

story and physician judgment, and can be subjective.43,44 Patients present with ailments that may 

or may not be infectious and organ dysfunction that may or may not be due to infection, and a 

septic patient may or may not have a positive blood culture and bacteremia may or may not 

cause sepsis.45,46 The uncertainties in the diagnosis, scoring models, and clinical presentation can 

lead to unclear documentation that may negatively impact coding and ultimately lead to a denial. 

The physician’s documentation must make a clear connection between the abnormal clinical 

findings that support organ dysfunction and the diagnosis of sepsis.47 

 

Coding and CDI 
 

Coding sepsis can often be as challenging as diagnosing it, with CMS guidelines keeping the 

“SIRS plus infection plus organ dysfunction” definition that does not clearly align with the new 

clinical definition of sepsis.48 The AHA Coding Clinic Fourth Quarter 2017 states “a code is 

assigned when the provider documents sepsis and an associated acute organ dysfunction,” but 

this not always explicitly clear in physician documentation practice.49 The listed conditions that 

are identified as representing acute organ dysfunction is not exhaustive and if the documentation 

is unclear it warrants a query.50 When sepsis is coded, it is most commonly (72 percent of the 

time) code A41.9, Unspecific Sepsis.51  

 



Additional challenges can arise when coding viral sepsis as ICD-10-CM does not provide a 

specific viral sepsis code, but rather directs A41.89, Other specified sepsis, as the best option.52 

According to a random sample of 2021 fee-for-service claims through the Comprehensive Error 

Rate Testing (CERT) dataset, incorrect coding was indicated for 9.8 percent of MS-DRG 870 

claims, 5.9 percent of MS-DRG 871 claims, and 8.5 percent of MS-DRG 872 claims.53 

Additional claim errors were noted for no documentation. This leads to an increased number of 

queries and possible underreporting. In a study done by Arberry et al., it was found that although 

59 percent of the charts audited had evidence of sepsis at admission and 52 percent had sepsis 

documented somewhere in the notes, sepsis was much less likely to be documented on the 

discharge summaries (10 percent) or coded (17 percent).54 Another study, by Wilhelms et al., 

concluded “that 55 percent of critically ill patients with severe sepsis were discharged from 

hospital without ICD codes that are widely used to identify sepsis.”55 Similar studies have shown 

how poorly sepsis is coded in administrative data.56  

 

Sepsis raises challenges for CDI professionals as well. According to a 2019 survey by ACDIS, 

sepsis was the top queried diagnosis for clinical validation.57 Clinical validation is a process by 

which documentation is evaluated to ensure that the medical record demonstrates enough clinical 

support for all documented diagnoses as mandated by the False Claims Act.58 A clinical 

validation query request should be sent whenever there is a lack of clinical support for sepsis 

within the documentation. Options for specifying sepsis as “ruled in” or “ruled out” should be 

included in the query choices, in addition to the clinical indicators which support the diagnosis of 

sepsis during the current encounter.  

 

Quality documentation ensures that anyone reading the medical record after discharge should 

come to the same conclusion as the providers in regards to the diagnosis of sepsis. Some 

speculate that the diagnosis of sepsis may be overused by the providers because the result of not 

treating a case of potential sepsis could be fatal for the patient. “Therefore, anyone who submits 

a clinical validation query for sepsis should consider the option of prophylactic or empiric 

treatment as a valid choice for those cases with little to no clinical support in the medical 

record.”59 A note from the ACDIS editor in 2019 also indicated that sepsis remained a top search 

term for the organization’s website, highlighting the challenges and uncertainty that come with 

its documentation.60  

 

Denials and Payment Reviews 
 

Despite these findings of potential underreporting, MS-DRGs 871 and 872 remain increasingly 

frequently billed DRGs leading to enhanced scrutiny by payers and challenges in compliance and 

reimbursement.61 These uncertainties make sepsis a regularly and controversially denied 

diagnosis.62 In a September 2022 Q&A forum, ACDIS indicated that nearly 70 percent of 

respondents to interviews of CDI professionals reported that sepsis was one of their top denied 

diagnoses.63 Most denials are due to a lack of documentation or clear clinical indicators; even 

when coded based on a definite physician diagnosis, missing clinical indicators can lead to a 

denial.64,65 This may be due, in part, to payers capitalizing on the gaps between Sepsis-2 and 

Sepsis-3 clinical criteria.66  

 

It is important that those involved in the revenue cycle check insurance contracts for clear 

definitions and requirements. The record may not show evidence of impaired homeostasis as 



evidenced by altered mental status from baseline, hyperglycemia, hypotension, oliguria, 

coagulopathy, thrombocytopenia, ileus, acute hepatic failure, elevated lactate and capillary 

mottling, or acute respiratory distress syndrome, among others.67 The payer may indicate “there 

is no evidence that the patient’s symptoms were due to any localized infection” or may 

acknowledge the condition as documented, but not “think this was a valid diagnosis.”68 The 

record may lack laboratory findings that support SOFA indicators or clinical evidence of SOFA 

criteria. Denials have included reasonings such as “no mention of toxic in appearance” or “no 

positive blood culture.” The treatment plan is also considered and may result in a denial if it does 

not reflect the greater levels of monitoring and intervention required to treat sepsis.69 Continued 

issues in the documentation and coding of sepsis will only lead to increased denials and audits.70 

 

Recommendations 

 

In order to accurately diagnosis and bill for sepsis, facilities must identify their sepsis issues and 

their impact on the facility. This includes identifying the prevalence of sepsis and sepsis-related 

issues (such as denials) in their patient population by considering community demographics, 

their payer mix, claims and quality reporting data, and benchmarks. Costs can be identified 

through various reports and payer contracts, and current medical definitions should be clarified. 

Once the problem has been clarified, there are strategies to improve sepsis diagnosis, 

documentation, coding, and billing. A consistent, system-wide approach should be used utilizing 

a sepsis team that may include medicine and nursing, laboratory and pharmacy, billing and 

admitting, coding, CDI, and quality assurance.71  

 

Policies and Tools 
 

Facilities need to clarify which sepsis definitions and criteria are being used to ensure 

consistency between providers.72 Even if it is decided to use different criteria than the payer, 

having clear definitions and documentation guidelines can support an argument for denial by 

highlighting standardized internal criteria.73,74 Institutional definitions provide consistency and 

clarity for providers, coders, and CDI staff in documentation, education, clinical validation, and 

the query process.75 Including a works cited with facility definitions helps verify that the criteria 

is from the industry, not just an individual facility.76  

 

A consensus statement should define sepsis and severe sepsis, and provide guidance regarding 

documentation of “early sepsis” or “meets sepsis criteria.”77 Facilities should review and update 

sepsis screening policies, intake forms, and treatment protocols utilizing a multidisciplinary 

group of medical professionals to ensure they meet the designated definitions.78 Working 

together to clarify and update the definitions, policies, and tools encourages conversation across 

multiple departments and helps the facility establish common standards and consistency.79  

 

Diagnostic criteria should be established for the organization and communicated to clinical staff 

for accurate recognition and reporting of sepsis based on infection and organ dysfunction.80 

Facility-defined clinical indicators including sepsis screening criteria, definitions, and SOFA 

criteria should be clearly communicated and readily available to clinical staff .81 This could be 

incorporated into a template, such as a discharge summary template, to provide clinicians with an 

aide and encourage thorough documentation. This can then be used by the coders as a clear 

indication of sepsis.82 Arberry et al. found that implementing such a template improved sepsis 



documentation by 28 percent.83 Organizations such as ACDIS provide forms and tools such as 

query templates. Some electronic health record vendors, such as Epic, provide dropdown menus 

that guide more specific documentation and/or scoring tools such as a SOFA score calculator.84 

Facilities may also consider creating a care process model like the one created by a workgroup at 

Intermountain Healthcare that provides algorithms for diagnosing and treating sepsis and septic 

shocks, outlines important definitions and clinical characteristics, and includes an adult sepsis 

bundle worksheet and tidal volume conversion tables.85 Such algorithms can clearly show the 

clinical indicators that led to the diagnosis of sepsis. Once facility-wide definitions and criteria 

are decided upon, a process should be put in place to regularly re-assess and update the criteria to 

ensure compliance with the latest clinical guidance and coding guidelines.86 

 

Policies and procedures related to the coding and billing of sepsis should also be reviewed. It 

should be clear when coding and CDI queries are needed to establish sepsis. Coding and CDI 

staff should work together to ensure clinical indicators clearly support a diagnosis of sepsis, and 

query when the evidence is insufficient.87 For example, the ICD-10-CM official guidelines 

recommend querying about a negative or inconclusive blood culture, documentation of 

“urosepsis,” and any indication of acute organ dysfunction if it is not clear that it is related to 

sepsis. Competing etiologies can weaken the validity of sepsis and should be outlined in a query 

to ensure the provider has all key pieces of information.88 Query templates may be helpful to 

ensure they include the relevant clinical indicators to support the diagnosis of sepsis.89 

Organizations may want to implement pre-bill reviews for sepsis stays.90 The facility should 

establish clear escalation policies and the need for a second-level review for sepsis claims and 

denials. Rebutting a denial should be supported by a comprehensive appeal letter. A standard 

appeal template may be helpful, particularly for repeated denials related to a disagreement 

between sepsis definitions and clinical criteria.91 

 

Payer contracts should specify which definition of sepsis and diagnostic criteria the payer is 

using. As changes are made to payment policies and contracts with payers, these changes need to 

be communicated to providers and revenue cycle staff. Such contracts should outline the desired 

clinical information, facts, and context needed to support a diagnosis of sepsis.92 For example, if 

an organization decides to use the SIRS criteria, this should be reflected in the contract so if 

denials arise due to a conflict between the SIRS criteria and Sepsis-3 criteria, the facility to can 

refer back to the contract in their appeal letter.93 Compare payer denial activity to contract terms 

and identify issues. If sepsis claims are continuing to be denied even when agreed upon criteria 

are being used, there could be an error occurring such as a disconnect with a third-party 

reviewer. Track contact requirements to ensure they are being met and follow up as needed.94 

 

Education and Training 
 

Clinical staff may need updated training on documentation requirements. They should be 

encouraged to document a clear clinical picture including signs and symptoms to indicate both 

the infection and organ dysfunction, tying together observations, indicators, and logic.95,96 An 

infection without organ failure may sometimes be described as “septic”, but does not actually 

meet the definition of “sepsis.”97 Documentation needs to identify “sepsis,” “severe sepsis,” or 

“septic shock,” be clear and consistent, identify the source of infection, and clarify that the sepsis 

is related to the source infection. Clarifying the relationships can be evident with words like 

“causing” or “caused by,” “associated with” or “related to,” “from,” “due to,” or “with.”98  



The documentation must include a statement like “dysregulated host response to infection” and 

the association organ dysfunction, such as hypotension, renal failure, encephalopathy, etc.99 

General phrases such as “multiple system organ failure” should be avoided.100 Clarifying a clear 

relationship is important. Rather than stating “elevated creatinine in the setting of sepsis, 

hypotension,” a statement such as “acute kidney injury, likely due to sepsis with hypotension” 

shows a stronger link between the conditions. Documentation should also clarify if the infection 

was or may have been related to a recent surgery or device and if it was present on admission.101  

 

Regardless if the sepsis resolves during an inpatient stay, discharge summary documentation 

should highlight that sepsis was a condition on admission through consistent documentation by 

all providers.102,103 If using the Sepsis-3 definition, clinical staff should be encouraged to include 

the SOFA and/or qSOFA score on every chart where sepsis is a diagnostic consideration.  

 

In addition to clarifying what providers need to include in sepsis documentation, training may 

also need to be provided on what to avoid or use caution with when documenting. Providers 

should avoid sepsis-adjacent phrases, such as “urosepsis,” “sepsis-like,” “meets sepsis criteria,” 

or “sepsis syndrome.”104 The term “urosepsis” is vague and nonspecific; if the patient has sepsis 

due to a urinary tract infection, that must be clarified in the documentation.105 Even terms such as 

“septicemia,” “SIRS,” and “septic, toxic” can be problematic because they may describe 

infection but do not definitively clarify sepsis with organ dysfunction. Documenting a “history of 

sepsis” does not indicate the condition on the current stay, even if it resolved following 

admission.106 Although R78.81 Bacteremia will still group to MS-DRGS 870-872, documenting 

“bacteremia” alone can also be problematic. Providers may use these terms interchangeably, but 

by the coding definition bacteremia does not usually meet medical necessity for an inpatient 

admission as it implies the patient is asymptomatic.107 If sepsis is present, documentation should 

indicate it with statements like “sepsis due to e-colic bacteremia” or “sepsis with positive blood 

cultures.”108,109 

 

In addition to education and training for clinical staff, a targeted effort should be made to ensure 

all coding and CDI staff are adequately trained on the new definitions and clinical criteria. 

Documentation of SIRS with an infection is no longer enough to code sepsis; coders needs to 

look for sepsis and organ dysfunction.110 Arberry et al. found that additional training for coders 

improved their ability to capture a sepsis code by 21 percent.111 CDI staff need to look for the 

progression of infectious symptoms throughout the patient stay and for contradictory notes 

between the emergency department and attending physician.112 Does the treatment provided 

support the diagnosis of sepsis? According to DeFilippis, “the best practice for CDI is to know 

each of the 3 standards and try to ensure that all clinical indicators present under each definition 

are documented.”113 Using the facility-wide definitions and clinical criteria as decided on to 

frame queries shows cohesion across the organization and may help with future appeals.114  

 

Examples of circumstances that may indicate a need for CDI assessment and a possible query 

include, but are not limited to: 

• Less defined diagnostic language, such as “septicemia” or “urosepsis” 

• Unspecified type of sepsis 

• Conflicting diagnoses throughout the chart 

• Lack of language clarifying the relationship between the source infection and sepsis 



• Lack of language clarifying the relationship between organ damage and severe sepsis or 

septic shock 

• Lack of identified source infection 

• Lack of positive blood cultures 

• Lack of SIRS/SOFA indicators 

• Documentation of sepsis in only one chart document 

• An indication that the sepsis protocol/bundle was provided without documented sepsis 

• Lack of clinical indicators115 

 

The CDI team can help to escalate documentation issues and engage the physician champion to 

work with physicians who struggle with providing the appropriate criteria.116 It is important that 

providers know the CDI and coding staff are on their side and that accurate documentation and 

code assignment are vital to quality patient care.117 

 

With so many involved in the revenue cycle, it is important to encourage and support 

collaboration between contract teams, physicians, coders, CDI professionals, and quality 

assurance professionals. When concerns are communicated to the contracting team, the payer 

representative can work to address them with the payer.118 Training should then be provided to 

clarify any updated changes in the contract. CDI professionals should take time to review any 

potential sepsis records holistically to address any insufficiencies with the provider, using it as an 

opportunity to educate rather than simply query. Taking time to improve documentation at the 

source will create a sustainable change in capturing accurate sepsis diagnosis.119 CDI should also 

work with quality assurance to ensure consistent and high-quality claims data that supports 

quality indicators.120 

 

Denial Management 

Despite best efforts, denials will still occur. The majority of denials come from multiple sets of 

criteria for the diagnosis of sepsis, physician documentation, and change in definition of sepsis. 

“The majority of sepsis denials are clinical denials. Clinical denial audits are where the payer is 

questioning whether or not the physician’s diagnosis of sepsis is clinically supported.”121  

Facilities should address denials by reviewing the medical record to identify significant findings 

the auditor may have missed, being prepared to defend the claim. Those working on denials must 

rely on official coding guidelines and medical literature and should support physicians when 

fighting a challenging denial.122 They should collaborate with coders, CDI staff, and physicians 

to ensure that the documentation clearly describes the condition of sepsis. In addition, denial 

management should never depend on the denial letters to list all the clinical indicators; rather, 

they should always review the record to be sure that there are no other clinical findings to help 

support the diagnosis that was reported. Appeal letters should acknowledge the differences of 

opinion and must include all supporting documentation and references that help support the 

diagnosis of sepsis.123 

This literature review was predominantly limited to the primary publications from organizations 

that represent health information management and clinical documentation integrity. The study 

may not have captured all relevant articles based on search terms and databases used. Future 



studies should focus on empirical research methods to analyze sepsis-related documentation, 

coding practices, and claims data. Furthermore, the recommendations in this literature review are 

based on the practices of a variety of professionals. Facilities are encouraged to internally 

monitor improvements based on any changes made to continue to make modifications and verify 

which improvements are impacting sepsis-related patient outcomes and denial rates. 

Conclusion 

Sepsis will continue to be one of the most frequent and expensive conditions billed for making it 

ever more important to be diagnosed, billed and reimbursed accurately.  

However, until there is a consensus on sepsis definitions, an adoption of new clinical criteria, or 

new set of sepsis codes, challenges and discrepancies will remain. Differing definitions and 

interpretations of clinical indicators leads to inconsistencies in documentation, impacting coding 

and ultimately the claim. The increasing number and steadily progressing costs of treating the 

condition have payers scrutinizing sepsis-related claims.  

Facilities need to clarify institutional definitions to ensure consistency throughout the 

organization and alignment with what is outlined in payer contracts. Clinicians may need 

updated training and education on sepsis definitions and clinical indicators, and how to document 

them in a way that accurately reflects the patient condition. Facilities may also consider updating 

systems, templates, and algorithms to guide clinicians in quality documentation. Coding and CDI 

staff should also be involved in these training efforts to ensure alignment between documentation 

and coding.  

Ultimately, having a clearly defined model within a facility can prevent denials and help support 

appeals. Most importantly, although much of the literature reviewed focused on accurate coding 

and billing of sepsis, the accurate diagnosis and treatment of sepsis is essential to improving the 

care and outcomes of patients (Remer, 2019).124 

 

Tables and Figures 

Table 1: 2020 Medicare Inpatient Hospitals – National Figures with Range by State125 

MS-DRG Discharges 
Average Submitted 

Charge 

Average Medicare 

Payment Amount 

MS-DRG 870* 

National 42,625 National $249,413.56 National $49,689.83 

California 5,187 Nevada $458,644.99 Alaska $70,513.65 

Vermont 16 Maryland $84,231.85 Arkansas $35,897.21 

MS-DRG 871** 

National 587,611 National $69,793.85 National $13,357.43 

California 65,337 Nevada $128,860.04 Maryland $20,876.51 

Wyoming 612 Maryland $24,468.77 Vermont $10,077.82 

MS-DRG 872*** 

National 128,651 National $38,568.70 National $6,931.09 

California 14,105 New Jersey $64,627.85 Alaska $10,585.30 

Wyoming 194 Maryland $12,965.16 Vermont $5,186.86 



*MS-DRG 870 Septicemia or Severe Sepsis with MV >96 hours 

**MS-DRG 871 Septicemia or Severe Sepsis w/o MV >96 hours w/ MCC 

***MS-DRG 872 Septicemia or Severe Sepsis w/o MV >96 hours w/o MCC 
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Evaluating Telemedicine Perception and Readiness among Healthcare Workers in 

Malaysia 

 

Introduction:  

Increased access to healthcare is a priority for public healthcare services. Our study 

investigated healthcare workers’ (HCWs) perceptions and readiness to use telemedicine 

services.  

 

Methodology: A self-administered online questionnaire was designed, validated, and 

disseminated among public HCWs in a single tertiary healthcare facility from a Malaysian 

northwestern state. Sections include sociodemographics, perception, and readiness domains. 

Descriptive and univariate statistics were used to determine correlation between selected 

parameters.  

 

Results: A total of 288 HCWs participated: 66.3 percent agreed that new technology can be 

used alongside current practice. On core readiness, 29.1 percent would not consider 

telemedicine without prior physical interaction with patients. For clinical readiness, 56.6 

percent would consider telemedicine services for clinical practice. All perception domains 

(except disadvantage) had significant positive correlations with readiness domains (r=0.12-

0.57, p<0.05).  

 

Conclusion: The perceptions and readiness of telemedicine among our public HCWs were 

suboptimal. Our findings denote potential limitation on cybersecurity and clinical practice 

gaps. 

 

Keywords: telemedicine, health personnel, perception, technology, computer-assisted 

instruction 

 

Introduction 

Increased access to healthcare services to achieve the best health outcomes is essential for 

healthcare providers and patients. Apart from walk-in and appointment-based ambulatory care, 

the Ministry of Health Malaysia (MOHM) also provides alternatives to improve access to 

healthcare services, such as domiciliary care services and home medication review.1 

 

According to the World Health Organisation (WHO), telemedicine is defined as a tool that can 

improve patient outcomes by improving access to care and medical information through 

information and communications technology (ICT).2 Telemedicine is also a clinical service 

that leverages ICT, video imaging and telecommunication linkages to enable healthcare 

workers to provide healthcare services at a distance.3 This enables patients from rural areas or 

with mobility problems to access clinicians virtually through telemedicine.  

 

Background 

Telemedicine can be conducted in several ways. For example, healthcare workers (HCWs) can 

perform the most basic service: a simple telephone or video call. Portable telemedicine kits 



such as electrocardiograms (ECGs) or vital signs monitors currently include a computer, 

laptop, or tablet. Detailed medical images captured by high-resolution digital cameras can be 

sent to specialists. Lastly, there is robust telemedicine software capable of storing clinical data 

and facilitating real-time video conferences. Based on a study conducted in the United States 

(US), telephone calls and electronic health records (EHR) can facilitate screening or treating a  

 

patient without needing in-person visits and improve the decision-making process among 

healthcare teams in ambulatory and emergency care.4 

 

Telemedicine has been applied to almost all countries around the world. Although New Mexico 

has the sixth lowest population density in the US, a large percentage of the population still 

could not effectively access healthcare services.5 Even though telemedicine may be 

successfully implemented in certain regions of the world, unexpected barriers to adoption may 

still occur.5 This is reflected by a telemedicine readiness study in Uganda's public health 

facilities that concluded 70 percent of healthcare professionals were aware of telemedicine, but 

only 41 percent had used telemedicine services due to a lack of facilities.6 

 

In a more local setting, the determinants of telemedicine acceptance in public hospitals in 

Malaysia were said to be: having computer self-efficiency; perception of usefulness; top 

management support; and government policies.7 A recent study among people in Sabah showed 

a high level of acceptance towards telemedicine.8 

  

Through SWOT (strengths, weaknesses, opportunities, and threats) analysis9, some healthcare 

professionals identified that the coronavirus disease 2019 (COVID-19) pandemic had greater 

strength and opened more opportunities for more innovative healthcare delivery, although the 

infection carried a heavy threat to the healthcare system. Based on a systematic review of the 

roles of telemedicine during the COVID-19 pandemic10, most studies stated that telemedicine 

is most beneficial in risk reduction in the transmission of SARS-CoV-2 by preventing direct 

physical contact between clinicians and patients, in turn reducing the presence of public from 

high-risk areas such as hospitals. Limited mobility due to the initial lockdown enforced by the 

Movement Control Order (MCO) made access to healthcare services slightly inconvenient, and 

numerous outpatient appointments had to be deferred.11 The MCO marked the nationwide 

movement restriction order imposed by the Malaysian government on March 18, 2020, as a 

means of breaking the chain of COVID-19 infection.12 The Malaysian Medical Council (MMC) 

also recognized telemedicine by releasing an advisory notice on telemedicine practice during 

the COVID-19 pandemic.13 Furthermore, since the pre-COVID-19 pandemic in May 2019, five 

public health clinics have pioneered virtual clinics in implementing telemedicine. 

 

Clinicians' perceptions of telemedicine are primarily connected to their willingness to adopt 

the technology into clinical practice. Readiness on telemedicine conveys the organization's 

leadership in understanding and changing management plans to adapt. Furthermore, the 

equipment must be located where it is convenient to be used. In addition, clinical decision-

making, functioning, and telemedicine processes require administrative policies and 

procedures. These include standardized, well-defined, easy-to-use mechanisms for the referral 

and transfer of patients, record keeping, and prerogative to use telemedicine at receiving and 

referring sites.14 

 

In Malaysia, local studies on telemedicine among healthcare professionals are scarce, and 

earlier data showed that only a minority accepted the reduction in physical communication 

through telemedicine.15 This lack of acceptance may be due to how vital direct interaction with 



patients is,16 technological limitations, Internet challenges, lack of trust, feelings that the tools 

are impersonal or prone to error, and other reasons. There is, otherwise, no published study 

looking at both perception and readiness for telemedicine among clinicians and how far have 

they experienced and implemented telemedicine. Hence, this study aimed to investigate public 

HCWs’ perceptions and readiness to use telemedicine services in a single tertiary healthcare 

facility in a northwestern state of Malaysia. 

 

Methods 

Design 

This was a cross-sectional study involving the development, validation, and distribution of an 

English language self-administered online questionnaire conducted from August to September 

2021. 

 

Selection of sites and participants  

Sites included three groups of government healthcare facilities located within the vicinity of 

the small state of Perlis. This included the state hospital, health clinics under the district health 

office, and the state health department. The questionnaire was distributed among “telemedicine 

aware” public healthcare workers in the state of Perlis, Malaysia. “Telemedicine aware” are 

those who are aware of telemedicine’s existence but have not used it. “Telemedicine naïve” 

individuals were excluded to answer the objective of this study. Our study further included 

health professionals who had basic information technology (IT) usage and who were directly 

involved in patient care: medical doctors, nurses, pharmacists, therapists, psychologists, 

counselors, and dieticians. The stated inclusion criteria were included in the consent section, 

and only those fulfilling all criteria were allowed to answer the questionnaire. 

 

Procedures 

The questionnaire was content validated by a selected panel of experts consisting of IT savvy 

medical doctors, pharmacists, and ICT officers working in Perlis State Health Department, 

Kangar District Health Office, and Hospital Tuanku Fauziah, Perlis, to provide input on the 

content suitability with the Malaysian healthcare system. Sentences were reworded to make 

them more comprehensible. The questionnaire was then pilot tested among 10 public healthcare 

workers working in the neighbouring state of Kedah. It took 15–20 minutes to complete the 

questionnaire, which was distributed through instant messaging and official workplace email. 

An implied consent section was incorporated in the first section of the online form. 

 

Measurement 

Perception and readiness of telemedicine was measured using a self-administered, web-based 

questionnaire. The questionnaire consisted of three sections:  

• Sociodemographics  

• Perception domains: advantages (7 items), disadvantages (8 items), necessity (6 items), 

ease of use (6 items), security (6 items) 

• Readiness domains: core (10 items), e-learning (3 items], clinical (3 items), overall (1-

item)  

 

Perception toward telemedicine was evaluated based on the advantages and disadvantages of 

telemedicine application, the necessity of using telemedicine, ease of use of the information 

and communication technologies in clinical practice, and telemedicine technology security. 

Core readiness refers to the extent of full readiness to switch to telemedicine as a solution to 

displeasing current healthcare service provision.17 Core readiness consists of 10 questions: Q1-

4 on the integration of telemedicine, Q5-7 on comfort with telemedicine, and Q8-10 on process 



workflow. Negative (reverse) items included core readiness items 8-10, in which ”Strongly 

Disagree” or ”Disagree” responses were taken as positive attitudes, and the corresponding data 

were transformed. Readiness for e-learning refers to an individual’s readiness to adopt a digital 

mode of learning via electronic devices,18 and clinical readiness is readiness to provide clinical 

services via telemedicine.19  

 

The perception domains were adapted from Ayatollahi et al. (2015),20 while readiness domains 

were adapted from Kiberu et al. (2019).21 Perception and readiness remained on a five-point 

Likert scale. The total score was the mean sum of all the items in the domain. The cut-off point 

for positive perception and readiness was any score greater than the mean score. 

 

Sample Size calculation 

Sample size estimation was calculated using the population proportion formula.22 Preliminary 

data indicate that the prevalence of the “telemedicine aware” group was 0.286.21 Therefore, in 

a local population size of healthcare workers provided by the Human Resource Unit, Perlis 

State Health Department, of approximately 3,000 individuals, with a pre-set type I error 

probability and precision at 0.05, a minimum sample size of 285 was required.  

 

Statistical Analysis 

The data analysis was performed using IBM SPSS Statistics for Windows (Version 20.0). 

Descriptive statistics were employed for all variables. Domains of perception and readiness 

were analyzed by Spearman’s correlation.  

 

Ethical Consideration 

This study was registered with the National Medical Research Register (NMRR-21-134-

58360) and approved by the Medical Research and Ethics Committee (MREC), Ministry of 

Health Malaysia.  

 

Results 

A total of 288 healthcare workers in the state of Perlis, Malaysia completed the survey (Table 

1) who were “telemedicine aware”. The respondents had a mean age of 36 and work experience 

of 11 years. Most respondents were female (78.1 percent), Bumiputera, i.e., Malaysian of 

indigenous Malay origin (87.5 percent), diploma holders (50.3 percent), allied health 

professionals and nurses (50 percent) working in the district health office or health clinics (55.6 

percent).  

 

Across the domains of perception toward telemedicine (Table 2), “disadvantages” subdomain 

scored the lowest (Mean score: 25±6.1 out of 40 points). Only a small number of HCWs agreed 

that telemedicine technology causes psychological harm to the patients (Mean score: 31.0), 

reduces the efficiency of patient care (Mean score: 31.0), and breaches patient privacy (Mean 

score: 31.0). Respondents had the most positive perception on the security aspect of 

telemedicine (Total score percentage: 80 percent). Most respondents agreed that telemedicine 

technology requires a secured network for access to medical information (Mean score: 40.9) 

and to avoid data breaches (Mean score: 40.9). In addition, a majority agreed (Mean score: 

40.9) that telemedicine technology needs legal clarity such as patient consent. A sizable 

number of respondents agreed (31.6 percent) and strongly agreed (4.5 percent) that 

telemedicine technology reduces the efficiency of patient care. Similarly, 36.4 percent 

perceived telemedicine could lead to greater malpractice among clinicians as a certain degree 

of professional skills or learning could not be achieved thoroughly. On the perception of the 

necessity of telemedicine technology, 55.2 percent perceived telemedicine technology as a 



requirement for patient care. Most respondents agreed (66.3 percent) that new telemedicine 

technology can be used alongside current clinical practice. This result also aligned with the 

perception that telemedicine can provide doctors instant access to patient information (62.9 

percent). The majority believed that software's user-friendliness (55.2 percent) matters more 

than the system's quality (50.7 percent) in encouraging usage. Some 64.9 percent of our 

respondents acknowledged that telemedicine would change the referral process. Similarly, 

most agreed that telemedicine improves productivity (54.8 percent), but less than half agreed 

it reduced clinicians’ errors (43.4 percent).  

 

The mean score of core readiness was the lowest at 64 percent compared to other readiness 

domains (Table 3). On integrating telemedicine, 29.1 percent would not consider using 

telemedicine without prior physical interaction with the patient. However, most respondents 

were still comfortable with telemedicine, with 62.1 percent agreeing it is worth investing. 

 

The overall readiness to use telemedicine was moderately correlated (Table 4) with the 

advantages that telemedicine has to offer (r=0.523, p<0.01) but correlated with telemedicine 

security at a low level (r=0.225, p<0.01).  

 

Discussion 

This was a cross-sectional study to determine the perception and readiness toward telemedicine 

among HCWs in a single tertiary healthcare facility in a suburban state of northwestern 

Malaysia. The domains of perception illustrating the highest and lowest total mean scores 

meant that these were the main issues of focus as they may either facilitate or hinder the 

implementation of telemedicine in this population. Our study determined that our HCWs were 

generally ambivalent on the concept of telemedicine as part of clinical patient care, partly due 

to security concerns. Though overall readiness was high, the core readiness domain scored the 

lowest, indicating insufficient quantitative evidence that the population was fully ready for 

telemedicine use in the clinical setting. 

 

A sizable number of respondents (31.6 percent agreed and 4.5 percent strongly agreed) that 

telemedicine technology reduces the efficiency of patient care. Indeed, certain diseases and 

disorders do require a face-to-face physical examination and cannot be diagnosed virtually via 

telemedicine. In the worst-case scenario, improper medical consultation may even result in 

injury, damage, or even loss of life, according to a study by Kiberu et al. (2019) that affirmed 

telemedicine was associated with technological flaws.21 A doctor may potentially deliver 

wrong referrals of specific medical services to patients as telemedicine might limit the primary 

medical examination, resulting in improper diagnosis. According to an investigation lead by 

the Consolidated Risk Insurance Company (CRICO), a leading medical professional liability 

insurance provider in the United States, 66 percent of telemedicine-related claims received 

between 2014 and 2018 were diagnosis-related.23 

 

Generally, human-related factors such as users’ perception and readiness toward telemedicine 

technology greatly influence the use of information technology in healthcare organizations. 

Therefore, many strategies must be considered to implement this technology substantially 

including human-related factors, infrastructures, accessibility, and security. A similar study by 

Judi et al. (2009) inveterate that a secure telemedicine network in keeping patient information 

and documentation confidential is crucial to public and providers’ acceptance of the 

technology.24 A recent systematic analysis suggested that certain security techniques, such as 

watermarking, cryptography, and steganography, are important methods of medical image 

security.25 The findings of studies looking into the security aspects of telemedicine is therefore 



important to specifically address the issue of cybersecurity in the local setting. Regions of the 

same country may have technological advancement of varied levels, and this will further 

determine the type of security needed in their local clinical setting. For the population that were 

assessed in this study, there is no available centralized EHR system. 

 

On the benefits of telemedicine technology, 70.8 percent of respondents perceived that 

telemedicine minimizes needless travel expenditures for patients. In this sense, the impression 

of utility has a favourable influence on telemedicine adoption. A study by Bagayoko et al. 

(2013) showed that telemedicine technology could improve healthcare professionals' 

recruitment, satisfaction, and retention of patients in rural areas.26 However, infrastructure 

development should be seriously considered to allow limitless accessibility to technology, 

particularly in geographically deprived regions. 

 

For clinical readiness, 56.6 percent of our respondents would consider using telemedicine 

services for clinical practice. Numerous studies have shown how system attributes determine 

the system usage. For instance, Saig-Rubió et al. (2014) discovered that the factor influencing 

telemedicine usage was ICT's perceived ease of usability.27 According to Chang et al. (2009), 

telemedicine can increase its effectiveness if it is simple to use.28 Overall readiness domain in 

our study scored a mean of 4 out of 5, with more than half (51.4 percent) of respondents 

agreeing that HCWs are ready to integrate telemedicine into routine clinical practice. 

Furthermore, 53.1 percent of our respondents agreed that telemedicine could bridge the clinical 

skills gap as telemedicine helps provide better long-term care to patients. Hence, one 

conclusion is that telemedicine is necessary for healthcare providers. 

 

Regarding e-learning readiness, 73.6 percent agreed telemedicine enhances e-learning. A study 

has further demonstrated that people generally acknowledged the benefits of telemedicine in 

e-learning and were prepared to use it.21 These findings are also in line with the literature, 

which supports that e-learning is crucial in training and maintaining the skills of the HCWs.29 

 

When evaluating the core readiness toward telemedicine, the results showed that HCWs were 

mostly concerned about how telemedicine would affect workflow, work practice, and referral 

processes. In terms of workflow and work practice, adjustments must be made to incorporate 

new technology in the work process. Before this may happen, a lot of user training must be done. 

With reference to the result of this study, the HCWs did not optimally perceive telemedicine as 

easy to use (Percentage score: 70 percent). Another concern was that telemedicine would change 

the referral process. Some changes in law would be required for referrals to private health care 

facilities. 

With regards to correlation between perception and readiness toward telemedicine usage 

among HCWs, all perception domain except “disadvantage” subdomain had significant 

positive correlations with readiness domain. Positive perceptions (except on disadvantage 

elements) increased readiness among healthcare workers. However, despite the perceived 

disadvantages of telemedicine, they do not significantly affect the readiness of HCWs toward 

telemedicine. The overall readiness to use telemedicine had significant positive correlation 

with telemedicine security, but at a low level (r=0.225, p<0.01). This result may indicate that 

security is a concern among the HCWs we surveyed. The security of medical information 

handling should be inspected prior to implementation of telemedicine in this population. 

 

Limitation 



Our study was limited in its methodological approach. The questionnaire was distributed via 

email and text messaging. Despite its easy accessibility and ease of use, it may also limit 

participation as workplace emails were typically accessed during working hours, which may 

not be convenient. A concern that was discussed was the possibility of incorrect diagnosis. 

However, this study did not examine different classes of treatment, which makes it a study 

limitation. Future studies should be conducted to bridge this knowledge gap. 

 

Conclusion 

The perceptions and readiness among our HCWs in Perlis toward telemedicine were 

suboptimal. Despite the potential of telemedicine as a beneficial tool for many medical and 

surgical consultations, psychological counselling, medical reports generation and storage, 

laboratory updates, medication refills and communication with other facilities, it does not 

replace HCWs’ hands-on expertise. The limitation in cybersecurity and clinical practice gaps 

requires further improvement and modification to sustain its use. 

 

Resources 

 

1. MOHM, “Annex 30 Otorhinolaryngology (ORL) Service Guidelines During COVID-19 

Pandemic,” 2021. 

 

2. World Health Organization, “Telemedicine: Opportunities and Developments in Member 

States - Report on the Second Global Survey on eHealth,” 2010. 

 

3. Ronald S Weinstein et al., “Telemedicine, Telehealth, and Mobile Health Applications 

That Work: Opportunities and Barriers,” American Journal of Medicine, 2014, 

https://doi.org/10.1016/j.amjmed.2013.09.032. 

 

4. Elham Monaghesh and Alireza Hajizadeh, “The Role of Telehealth during COVID-19 

Outbreak: A Systematic Review Based on Current Evidence,” BMC Public Health 

(BioMed Central, August 2020), https://doi.org/10.1186/s12889-020-09301-4. 

 

5. Deborah Helitzer et al., “Assessing or Predicting Adoption of Telehealth Using the 

Diffusion of Innovations Theory: A Practical Example from a Rural Program in New 

Mexico,” Telemedicine Journal and E-Health 9, no. 2 (July 2003): 179–87, 

https://liebertpub.com/doi/10.1089/153056203766437516. 

 

6. Vincent Micheal Kiberu, Richard E. Scott, and Maurice Mars, “Assessing Core, e-

Learning, Clinical and Technology Readiness to Integrate Telemedicine at Public Health 

Facilities in Uganda: A Health Facility - Based Survey,” BMC Health Services Research 

(BioMed Central Ltd., April 2019), https://doi.org/10.1186/s12913-019-4057-6. 

 

7. Suhaiza Zailani et al., “Determinants of Telemedicine Acceptance in Selected Public 

Hospitals in Malaysia: Clinical Perspective,” Journal of Medical Systems 38, no. 9 (2014), 

https://doi.org/10.1007/s10916-014-0111-4. 

 

8. Maneesha Manzoor et al., “Attitudes towards and the Confidence in Acceptance of 

Telemedicine among the People in Sabah, Malaysia,” International Journal of Health 

Sciences, no. April (2022): 2376–86, https://doi.org/10.53730/ijhs.v6ns3.6040. 

 



9. Mohammad Mamunur Rashid, “Strength, Weakness, Opportunity, and Threats (SWOT) 

Analysis of Telemedicine in Healthcare: Bangladesh Perspective,” Journal of Scientific 

and Technological Research 3, no. 1 (2020): 63–69. 

 

10. Monaghesh and Hajizadeh, “The Role of Telehealth during COVID-19 Outbreak: A 

Systematic Review Based on Current Evidence.” 

 

11. Vincent Khor et al., “Experience from Malaysia During the COVID-19 Movement Control 

Order,” Urology 141, no. January (2020): 179–80, 

https://doi.org/10.1016/j.urology.2020.04.070. 

 

12. Kuok Ho Daniel Tang, “Movement Control as an Effective Measure against COVID-19 

Spread in Malaysia: An Overview,” Journal of Public Health (Germany), 2020, 

https://doi.org/10.1007/s10389-020-01316-w. 

 

13. Malaysian Medical Council Advisory et al., “Malaysian Medical Council Advisory on 

Virtual Consultation (during the COVID-19 Pandemic)” 1971, no. Amended (2020). 

 

14. Penny Jennett et al., “Organizational Readiness for Telemedicine: Implications for 

Success and Failure.,” Journal of Telemedicine and Telecare 9 Suppl 2 (2003), 

https://doi.org/10.1258/135763303322596183. 

 

15. Mohamed Izham Mohamed Ibrahim, C. W. Phing, and S. Palaian, “Evaluation of 

Knowledge and Perception of Malaysian Health Professionals about Telemedicine,” 

Journal of Clinical and Diagnostic Research 4, no. 1 (2010): 2052–56. 

 

16. Ibrahim, Mohamed Izham Mohamed, C. W. Phing, and S. Palaian. "Evaluation of 

Knowledge and Perception of Malaysian Health Professionals about Telemedicine." 

Journal of Clinical and Diagnostic Research 4, no. 1 (2010): 2052-56. 

 

17. Kabelo Leonard Mauco, Richard E. Scott, and Maurice Mars, “Critical Analysis of E-

Health Readiness Assessment Frameworks: Suitability for Application in Developing 

Countries,” Journal of Telemedicine and Telecare 24, no. 2 (2018): 110–17, 

https://doi.org/10.1177/1357633X16686548. 

 

18. A. H.Hetty Rohayani, Kurniabudi, and Sharipuddin, “A Literature Review: Readiness 

Factors to Measuring e-Learning Readiness in Higher Education,” Procedia Computer 

Science 59, no. Iccsci (2015): 230–34, https://doi.org/10.1016/j.procs.2015.07.564. 

 

19. Ontario Telemedicine Network, “Clinical Site Readiness Assessment Tool,” Online source 

(2011), https://telemedecine-360.com/wp-content/uploads/2019/03/2011-OTN-

clinical_site_readiness_assessment_tool.pdf. 

 

20. Haleh Ayatollahi, Fatemeh Zahra Pourfard Sarabi, and Mostafa Langarizadeh, 

“Clinicians’ Knowledge and Perception of Telemedicine Technology,” Perspectives in 

Health Information Management 12, no. Fall (2015). 

 



21. Kiberu, Scott, and Mars, "Assessing Core, e-Learning, Clinical and Technology Readiness 

to Integrate Telemedicine at Public Health Facilities in Uganda: A Health Facility - Based 

Survey." BMC Health Services Research19 (2019): 1-11. 

 

22. Stanley Lemeshow et al., “Lemeshow Adequacy of Sample Size in Health Studies,” 1990, 

13. 

 

23. David E. Newman-Toker et al., “Serious Misdiagnosis-Related Harms in Malpractice 

Claims: The ‘Big Three’-Vascular Events, Infections, and Cancers,” Diagnosis 6, no. 3 

(August 2019): 227–40, https://doi.org/10.1515/dx-2019-0019. 

 

24. H. M. Judi et al., “Feasibility and Critical Success Factors in Implementing 

Telemedicine,” Information Technology Journal 8, no. 3 (2009): 326–32, 

https://doi.org/10.3923/itj.2009.326.332. 

 

25. Mahmoud Magdy et al., Security of Medical Images for Telemedicine: A Systematic 

Review, Multimedia Tools and Applications, vol. 81 (Multimedia Tools and Applications, 

2022), https://doi.org/10.1007/s11042-022-11956-7. 

 

26. Cheikh Oumar Bagayoko et al., “Continuing Distance Education: A Capacity-Building 

Tool for the de-Isolation of Care Professionals and Researchers,” Journal of General 

Internal Medicine 28, no. SUPPL.3 (September 2013): 666–70, 

https://doi.org/10.1007/s11606-013-2522-1. 

 

27. Francesc Saigí-Rubió, Joan Torrent-Sellens, and Ana Jiménez-Zarco, “Drivers of 

Telemedicine Use: Comparative Evidence from Samples of Spanish, Colombian and 

Bolivian Physicians,” Implementation Science 9, no. 1 (October 2014), 

https://doi.org/10.1186/s13012-014-0128-6. 

 

28. Jun Yih Chang, Liang Kung Chen, and Chia Ching Chang, “Perspectives and Expectations 

for Telemedicine Opportunities from Families of Nursing Home Residents and Caregivers 

in Nursing Homes,” International Journal of Medical Informatics 78, no. 7 (July 2009): 

494–502, https://doi.org/10.1016/j.ijmedinf.2009.02.009. 

 

 

29. Jennifer Chipps, Petra Brysiewicz, and Maurice Mars, “A Systematic Review of the 

Effectiveness of Videoconference-Based Tele-Education for Medical and Nursing 

Education,” Worldviews on Evidence-Based Nursing (John Wiley & Sons, Ltd, April 

2012), https://sigmapubs.onlinelibrary.wiley.com/doi/10.1111/j.1741-6787.2012.00241.x. 

 

Authors Biographies 

Wei Chern Ang, MPharm (Hons.), MEc, is a senior pharmacist in the Clinical Research 

Centre and the Department of Pharmacy of Hospital Tuanku Fauziah, Perlis, Ministry of 

Health Malaysia. 

 

Karniza Khalid, MBBS, MMedSc, (karniza.khalid@moh.gov.my) is a senior medical officer 

at the Special Protein Unit, Specialised Diagnostic Centre, Institute for Medical Research, 

National Institutes of Health, Kuala Lumpur, Ministry of Health Malaysia. She was 



previously the Deputy of the Clinical Research Centre, Hospital Tuanku Fauziah, Perlis, 

Malaysia. 

 

Siti Zulaiha Che Hat, Dip. (Nursing), BNS, is a senior registered nurse in the Clinical 

Research Centre, Hospital Tuanku Fauziah, Perlis, Ministry of Health Malaysia. 

 

Amalina Anuar, MBBS, is a senior medical officer in the Clinical Research Centre, Hospital 

Tuanku Fauziah, Perlis, Ministry of Health Malaysia. 

  



Tables 

 

Table 1. Sociodemographic characteristics of respondents (n=288) 

Characteristics n % 

Age (years old) 36±8.1a 

Gender   

Male 63 21.9 

Female 225 78.1 

Ethnicity    

Bumiputera 252 87.5 

Non-Bumiputera 36 12.5 

Highest education level   

Diploma  145 50.3 

Degree 121 42.0 

Master 20 6.9 

PhD 2 0.7 

Occupation   

Specialist/Consultant 10 3.5 

Medical officer 35 12.2 

Houseman officer 9 3.1 

Dental officer  44 15.3 

Pharmacist  36 12.5 

Nurse 71 24.7 

Medical assistant 10 3.5 

Allied health professionals 73 25.3 

Working place   

District health office/health clinics 160 55.6 

Hospital 112 38.9 

State health department 16 5.6 

Working area   

Clinical 253 87.8 

Non-clinical 35 12.2 

Working Experience (in years) 11±8.2a 

Note: a Presented as mean±standard deviation. 



Table 2. Perception of telemedicine technology among respondents (n=288) 

No. Items 

n (%) Score 

Very 

Little 
Little 

No 

effect 
Large 

Very 

Large 

Mean 

±SD 

% 

Advantages (Maximum score: 35) 26±4.8 74.3 

1. To what extent are you 

familiar with the 

benefits of 

telemedicine? 

18 

(6.3) 

27 

(9.4) 

121 

(42.0) 

94 

(32.6) 

28 

(9.7) 

  

2. To what extent is 

telemedicine effective 

in reducing 

unnecessary patients’ 

transportation costs? 

5 

(1.7) 

1 

(0.3) 

78 

(27.1) 

134 

(46.5) 

70 

(24.3) 

  

3. To what extent is 

telemedicine effective 

in reducing the costs of 

patient care in 

hospitals? 

5 

(1.7) 

4 

(1.4) 

100 

(34.7) 

124 

(43.1) 

55 

(19.1) 

  

4. To what extent will 

telemedicine influence 

users' satisfaction? 

7 

(2.4) 

13 

(4.5) 

132 

(45.8) 

101 

(35.1) 

35 

(12.2) 

  

5. To what extent will 

telemedicine 

technology save 

clinicians' time? 

6 

(2.1) 

12 

(4.2) 

83 

(28.8) 

129 

(44.8) 

58 

(20.1) 

  

6. To what extent will 

telemedicine 

technology provide 

faster and better 

medical care? 

6 

(2.1) 

15 

(5.2) 

99 

(34.4) 

110 

(38.2) 

58 

(20.1) 

  

7. In your opinion, how 

effective will 

telemedicine 

technology improve 

patient care? 

7 

(2.4) 

15 

(5.2) 

96 

(33.3) 

125 

(43.4) 

45 

(15.6) 

  

Disadvantages (Maximum score: 40) 25±6.1 62.5 

1. To what extent may 

telemedicine 

technology disrupt a 

doctor-patient 

relationship? 

18 

(6.3) 

35 

(12.2) 

122 

(42.4) 

93 

(32.3) 

20 

(6.9) 
30.9  

2. To what extent will 

telemedicine reduce the 

effectiveness of patient 

care? 

20 

(6.9) 

40 

(13.9) 

124 

(43.1) 

91 

(31.6) 

13 

(4.5) 
30.9  

3. In your opinion, could 

telemedicine 

technology cause 

34 

(11.8) 

56 

(19.4) 

126 

(43.8) 

62 

(21.5) 

10 

(3.5) 
31.0  



psychological harm to 

the patient? 

4. To what extent will 

telemedicine 

technology breach 

patient privacy? 

25 

(8.7) 

51 

(17.7) 

116 

(40.3) 

85 

(29.5) 

11 

(3.8) 
31.0  

5. To what extent will 

telemedicine 

technology reduce the 

efficiency of patient 

care? 

25 

(8.7) 

47 

(16.3) 

128 

(44.4) 

76 

(26.4) 

12 

(4.2) 
31.0  

6. To what extent may 

telemedicine 

technology result in 

unauthorized access to 

patient medical 

information? 

17 

(5.9) 

43 

(14.9) 

113 

(39.2) 

93 

(32.3) 

22 

(7.6) 
31.0  

7. To what extent may 

telemedicine 

technology increase the 

expenses of a hospital? 

26 

(9.0) 

48 

(16.7) 

120 

(41.7) 

80 

(27.8) 

14 

(4.9) 
31.0  

8. To what extent may 

telemedicine 

technology increase 

malpractice in 

healthcare? 

20 

(6.9) 

36 

(12.5) 

127 

(44.1) 

85 

(29.5) 

20 

(6.9) 
31.0  

Necessity (Maximum score: 30) 22±4.1 73.3 

1. To what extent is 

telemedicine 

technology necessary 

for patient care?  

3 

(1.0) 

15 

(5.2) 

111 

(38.5) 

121 

(42.0) 

38 

(13.2) 

  

2. To what extent can 

telemedicine provide 

timely healthcare 

service to patients?  

3 

(1.0) 

17 

(5.9) 

104 

(36.1) 

122 

(42.4) 

42 

(14.6) 

  

3. To what extent should 

new technology be used 

along with the current 

practice?  

3 

(1.0) 

9 

(3.1) 

85 

(29.5) 

127 

(44.1) 

64 

(22.2) 

  

4. To what extent will 

telemedicine be able to 

provide services to the 

underprivileged and 

those in remote areas?  

12 

(4.2) 

24 

(8.3) 

113 

(39.2) 

87 

(30.2) 

52 

(18.1) 

  

5. To what extent can 

telemedicine 

technology provide 

doctors with instant 

3 

(1.0) 

9 

(3.1) 

95 

(33.0) 

127 

(44.1) 

54 

(18.8) 

  



access to patient 

information?  

6. To what extent are 

national standards 

essential for 

telemedicine 

technology 

implementation?  

7 

(2.4) 

21 

(7.3) 

115 

(39.9) 

105 

(36.5) 

40 

(13.9) 

  

Ease of use (Maximum score: 30) 21±4.2 70.0 

1. To what extent does the 

ease of use of 

telemedicine 

technology make it 

practical for the clinical 

staff?  

5 

(1.7) 

21 

(7.3) 

116 

(40.3) 

113 

(39.2) 

33 

(11.5) 

  

2. To what extent does 

user friendly software 

ease the clinicians to 

apply telemedicine 

technology?  

5 

(1.7) 

18 

(6.3) 

106 

(36.8) 

118 

(41.0) 

41 

(14.2) 

  

3. To what extent does 

easy-to-use 

telemedicine 

technology increase the 

efficiency of clinical 

users?  

4 

(1.4) 

15 

(5.2) 

111 

(38.5) 

115 

(39.9) 

43 

(14.9) 

  

4. To what extent does 

ease of use of 

telemedicine 

technology reduce 

clinicians' errors?  

9 

(3.1) 

24 

(8.3) 

130 

(45.1) 

99 

(34.4) 

26 

(9.0) 

  

5. To what extent does 

ease of use of 

telemedicine 

technology facilitate its 

learning?  

3 

(1.0) 

10 

(3.5) 

128 

(44.4) 

110 

(38.2) 

37 

(12.8) 

  

6. To what extent does 

ease of use of 

telemedicine increase 

clinicians' skills?  

7 

(2.4) 

36 

(12.5) 

148 

(51.4) 

77 

(26.7) 

20 

(6.9) 

  

Security (Total score: 30) 24±4.7 80.0 

1. To what extent is 

authorised access 

necessary for the use of 

telemedicine?  

3 

(1.0) 

8 

(2.8) 

105 

(36.5) 

100 

(34.7) 

72 

(25.0) 
40.9  

2. To what extent are 

security policies and 

guidelines necessary 

for the use of 

5 

(1.7) 

8 

(2.8) 

88 

(30.6) 

105 

(36.5) 

82 

(28.5) 
40.9  



telemedicine 

technology?  

3. To what extent does 

telemedicine need to be 

supported by all 

healthcare community?  

3 

(1.0) 

5 

(1.7) 

92 

(31.9) 

110 

(38.2) 

78 

(27.1) 
40.9  

4 To what extent does 

telemedicine 

technology require a 

secured network for 

access to medical 

information?  

3 

(1.0) 

2 

(0.7) 

85 

(29.5) 

83 

(28.8) 

115 

(39.9) 
40.9  

5. To what extent does 

telemedicine 

technology require 

legal clarification (e.g., 

consent) for patients?  

4 

(1.4) 

3 

(1.0) 

87 

(30.2) 

92 

(31.9) 

102 

(35.4) 
40.9  

6. 

 

To what extent should a 

secured network be 

created to prevent 

breaching of data 

confidentiality when 

using telemedicine?  

3 

(1.0) 

6 

(2.1) 

90 

(31.3) 

84 

(29.2) 

105 

(36.5) 
40.9  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



Table 3. Readiness to adapt telemedicine among respondents (n=288) 

No. Items 

n (%) Score 

Strongly 

Disagree 
Disagree Neutral Agree 

Strongly 

Agree 

Mean 

±SD 

% 

Core (Maximum score: 50) 32±4.7 64.0 

1. In your opinion, 

telemedicine will 

help reduce 

patients’ 

hospital/clinic 

visits  

2 

(0.7) 

6 

(2.1) 

57 

(19.8) 

119 

(41.3) 

104 

(36.1) 

4±0.8  

2. Would you prefer 

to use 

telemedicine over 

traditional mode 

of care? 

4 

(1.4) 

23 

(8.0) 

107 

(37.2) 

101 

(35.1) 

53 

(18.4) 

4±0.9  

3. Would you 

consider using 

telemedicine even 

without prior 

physical 

interaction with 

the patient? 

26 

(9.0) 

58 

(20.1) 

93 

(32.3) 

75 

(26.0) 

36 

(12.5) 

3±1.1  

4. In your opinion, 

telemedicine 

would solve 

healthcare 

workers' shortage 

23 

(8.0) 

24 

(8.3) 

104 

(36.1) 

90 

(31.3) 

47 

(16.3) 

3±1.1  

5. In your opinion, 

telemedicine is 

more cost-

effective as 

compared to 

traditional mode 

of care 

4 

(1.4) 

25 

(8.7) 

115 

(39.9) 

98 

(34.0) 

46 

(16.0) 

4±0.9  

6. In your opinion, it 

is worth investing 

in telemedicine 

infrastructure 

2 

(0.7) 

6 

(2.1) 

101 

(35.1) 

115 

(39.9) 

64 

(22.2) 

4±0.8  

7. In your opinion, 

telemedicine is an 

effective service 

for emergency 

cases 

20 

(6.9) 

35 

(12.2) 

99 

(34.4) 

78 

(27.1) 

56 

(19.4) 

3±1.1  

8. In your opinion, 

telemedicine 

affects normal 

process 

workflow* 

8 

(2.8) 

21 

(7.3) 

126 

(43.8) 

97 

(33.7) 

36 

(12.5) 

3±0.9  



9.  In your opinion, 

telemedicine will 

change work 

practices* 

7 

(2.4) 

9 

(3.1) 

88 

(30.6) 

123 

(42.7) 

61 

(21.2) 

2±0.9  

10. In your opinion, 

telemedicine will 

change referral 

process* 

4 

(1.4) 

9 

(3.1) 

88 

(30.6) 

125 

(43.4) 

62 

(21.5) 

2±0.9  

e-Learning (Maximum score: 15) 11±2.2 73.3 

1. In your opinion, 

telemedicine 

enhances e-

learning (e.g., 

CME) 

2 

(0.7) 

4 

(1.4) 

70 

(24.3) 

114 

(39.6) 

98 

(34.0) 

  

2. In your opinion, 

healthcare workers 

are ready to adopt 

e-learning  

2 

(0.7) 

15 

(5.2) 

94 

(32.6) 

102 

(35.4) 

75 

(26.0) 

  

3. In your opinion, 

telemedicine can 

bridge clinical 

skills gap  

4 

(1.4) 

19 

(6.6) 

112 

(38.9) 

100 

(34.7) 

53 

(18.4) 

  

Clinical (Maximum score: 15) 11±2.4 73.3 

1. Would you 

consider the use of 

telemedicine 

service for clinical 

practice? 

6 

(2.1) 

20 

(6.9) 

99 

(34.4) 

110 

(38.2) 

53 

(18.4) 

  

2. Are you confident 

on patients’ 

outcomes as a 

result of e-

prescription or e-

consultation?  

7 

(2.4) 

24 

(8.3) 

118 

(41.0) 

103 

(35.8) 

36 

(12.5) 

  

3. In your opinion, 

telemedicine will 

improve patients’ 

clinical outcome 

6 

(2.1) 

12 

(4.2) 

142 

(49.3) 

93 

(32.3) 

35 

(12.2) 

  

Overall (Maximum score: 5) 4±0.9 80.0 

1. In your opinion, 

healthcare workers 

are ready to 

integrate 

telemedicine in 

routine clinical 

practice 

6 

(2.1) 

22 

(7.6) 

112 

(38.9) 

104 

(36.1) 

44 

(15.3) 

4±0.9  

Note: *”Strongly Disagree” or ”Disagree” responses were taken as positive attitude toward 

item. 

 



Table 4. Correlation coefficients (r) of perception and readiness domains 

                  Readiness 

Perception 

r 

Core e-Learning Clinical Overall 

Advantages  0.546** 0.564** 0.570** 0.523** 

Disadvantages  -0.090 -0.063 -0.072 -0.096 

Necessity  0.397** 0.464** 0.479** 0.435** 

Ease of use  0.407** 0.514** 0.488** 0.479** 

Security 0.124* 0.445** 0.255** 0.225** 

Note: **,* Correlation is significant at p<0.01 and p<0.05, respectively. 
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Incorporating Digital Health Competencies into The Health Information Curriculum: A 

Case Study 

Cathy A. Flite PhD, RHIA, FAHIMA, Shannon H. Houser, PhD, MPH, RHIA, FAHIMA, Susan 

L. Foster, EdD, MBA, RHIA, CHPS, CHC, CHPC, CIPP/US, CC, FAHIMA  

Abstract 

This case study aims to provide insight into establishing a health information curriculum that 

includes knowledge, skills, and abilities on digital competencies (DigCom) and provides 

instructional suggestions for developing a digital health pedagogy for instructors of the health 

information discipline. The context for incorporating digital health competencies into the health 

information curriculum recognizes the underlying challenges of health inequity, health literacy, 

and digital health literacy, along with the social determinants of health.  

Keywords: digital health, health equity, digital literacy, social determinants of health, 

technology 

Introduction 

The scope of digital health in the United States and globally has grown exponentially, from 

computing platforms and software to mobile devices and mobile medical applications, digital 

therapeutics, telehealth, and other digital tools such as smartphones and wearable devices and 

sensors.1 Grand View Research, Inc., predicts the digital health market is expected to reach 1.5 

trillion dollars by 2030.2 Digital health provides enormous opportunities in healthcare for both 

the provider and consumer of care. The adoption of digital health offers increased access to care, 

cost reduction, efficiencies, patient satisfaction, and quality care.3 Although it has been referred 

to as the digital transformation of healthcare, mHealth (mobile health) has been around for over 

20 years and during the past decade, digital health has become the main topic of this 

transformation.4,5 However, the recent pandemic has rapidly advanced the use of digital tools, 

devices, and health technology in today’s mainstream healthcare. With digital tools and 

advanced health technology, digital health has been shown to improve patient outcomes for 

many, yet still there remain challenges. The demand for the use of digital health technology adds 

pressure on an already burdened healthcare workforce to increase its technical skills and 

capabilities.  

In addition to the advancements in healthcare technology, educators are facing a generation of 

students who are digital natives, and who may find their expectations for the use of technology 

beyond what professors can provide.5 The need to include digital health competencies in health 

information (HI) profession educational programs lacks exploration. The program curriculum is 

a blueprint for student learning and experiences in the classroom. Currently, there is an absence 

of digital health competencies included as an intentional component of the curriculum. All health 

information programs vary in their curriculum construct and instructional design. Regardless of 

their content variations, programs must meet the American Health Information Management 

Association (AHIMA) Curricula Competencies© to be accredited by the Commission on 

Accreditation of Health Informatics and Information Management Education (CAHIIM).  
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The Digital Competence (DigCom 2.0) Framework developed by the European Commission 

Joint Research Centre describes 21 learning outcomes in 5 areas: 1) information and data 

literacy, including management of content (information and information literacy); 2) 

communication and collaboration, and participation in society (communication and 

collaboration); 3) digital content creation, including ethical principles (digital content creation); 

4) safety (security); and 5) problem solving.6  

This case study aimed to identify what digital health competencies and skills are currently 

needed, identify where they can be addressed in the AHIMA competencies and provide 

instructional suggestions for implementing a digital health pedagogy. 

Methods 

A review of the 2018 AHIMA Health Information Management Curricula Competencies© and 

incorporates digital health into the curriculum. The analysis of this case study forms the basis of 

incorporating digital health competencies into the following AHIMA 2018 Curriculum 

Competencies©, digital health data structure, and content.  

From December 2022 to January 2023, three reviewers, experts in the content and familiar with 

AHIMA's Health Information Management (HIM) Baccalaureate Curriculum Competencies©, 

Curriculum Guidance, and the DigComp Conceptual Reference Model, conducted an evaluation. 

Their assessment centered on content applications of the AHIMA HIM Baccalaureate Curricula 

Competencies© and the integration of digital competencies within both the Curriculum 

Competencies and Curriculum Guidance. 

Terminology Definitions 

In this study, key terminologies are clearly defined and elaborated upon: 

Computer Literacy: A foundational understanding of computer operations and interactions, 

emphasizing the essential skills needed to operate and troubleshoot a computer. While computer 

literacy does not equate to mastery over advanced software or programming, it prioritizes 

understanding the computer's core functions and components. This encompasses skills like 

starting the computer, interacting with its main features, and addressing common issues. 

Essentially, computer literacy sets the foundation for advanced technological exploration and 

expertise. 7 

Digital Health: Digital health is the use of information and communication technologies in 

medicine and other health professions to manage illnesses and health risks and to promote 

wellness.8 

Digital Literacy: Digital literacy is the ability to use information and communication 

technologies to find, evaluate, create, and communicate information, requiring both cognitive 

and technical skills.9 

Health Equity: Health equity is the attainment of the highest level of health for all people. 

Achieving this means removing economic, social, and other barriers that might prevent 

individuals from accessing the care and resources they need.10 
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Health Literacy (Personal): Health literacy (personal) is the degree to which individuals can 

find, understand, and use information and services to inform health-related decisions and actions 

for themselves and others.11 

Health Literacy (Organizational): Health literacy (organizational) is the degree to which 

organizations equitably enable individuals to find, understand, and use information and services 

to inform health-related decisions and actions for themselves and others.11 

Social Determinants of Health: Social determinants of health (SDOH) are the conditions in the 

environments where people are born, live, learn, work, play, worship, and age that affect a wide 

range of health, functioning, and quality-of-life outcomes and risks.12 

AHIMA Competencies 

The 2018 Health Information Management (HIM) Curricula Competencies© consist of six 

common domains representing the academic framework for the areas of mastery vital for all 

health information professionals regardless of academic level. With the 2018 HIM Curricula 

Competencies©, previous subdomains were removed, and the competencies were revised in a 

broader context which allows for more flexibility permitting educators and academic programs to 

adjust to changes in educational demands. Specific curriculum competencies are addressed in the 

following six common domains.13 

Domain I. Data Structure, Content, and Information Governance 

Domain II. Information Protection: Access, Use, Disclosure, Privacy, and Security 

Domain III. Informatics, Analytics, and Data Uses 

Domain VI. Revenue Cycle Management 

Domain V. Health Law and Compliance 

Domain VI. Organizational Management and Leadership 

 

The first three domains within the 2018 AHIMA Health Information Management Curricula 

Competencies© were explored for incorporation of digital (health) competencies into the 

curriculum.  

Results 

As a result of reviewing the literature on digital health competencies and the 2018 AHIMA 

Health Information Management Curricula Competencies©, curriculum design considerations 

were addressed. From this review, assessment examples for the competencies are provided, 

challenges and issues related to the domain content areas are discussed, and tips for curriculum 

design are included. The key content areas covered in this section include Domain I.: Data 

structure, content, and information governance; Domain II.: Information protection access, use, 

disclosure, privacy, and security; Domain III.: Informatics, analytics, and data use of the 2018 

AHIMA Health Information Management Curricula Competencies©. 
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Health Information Curriculum Design 

Digital health tools have the potential to transform healthcare, and so the healthcare industry is 

responding to the challenges associated with digital health. For example, chief information 

officers (CIOs) are looking to add strategies that support patient engagement. 14. Patients must 

engage and use the digital health tool to experience the benefits, yet patients may not have digital 

health literacy, health literacy, or access to technology to use digital health tools. Some states 

have issued public awareness campaigns for health and digital literacy and advances in 

developing intuitive technology to support digital health tools. For example, the healthcare 

industry has recognized that digital health tools are making significant care advancements, but 

patients must engage with the technology to take advantage of these advancements.  

In 2019, Google managed 1 million health-related searches per day, accounting for 7% of 

Google searches or 70,000 per minute.15 People search for health information; however, health 

literacy remains a problem. The CDC prominently displays health literacy activities by state, 

with many states offering health literacy campaigns.16 

There are many underlying challenges that the industry is addressing to transform healthcare 

with health technology. Still, the question remains unanswered: Can these digital health tools and 

digital competencies be effectively incorporated into the health information curriculum to 

support the transformation of healthcare? Is the absence of digital health competencies noted in 

the health information curriculum? Many medical schools have implemented digital health 

competencies into their educational programs17, are health information educators addressing 

digital health tools in their programs?  

Domain I.: Digital Health Curriculum Consideration  

Using the existing AHIMA competencies©, health information programs can easily incorporate 

digital health competencies into Domain I. For example, the study of data structure, content, and 

information governance provides foundational competencies needed for digital health. In 

addition, students learn about the stakeholders in the healthcare industry and the relationship 

between entities and stakeholders in the healthcare industry. Healthcare consumers are key 

stakeholders in healthcare and have a vested interest in using digital health tools. It is the 

consumers’ limitation in health literacy, and digital literacy that can be addressed in the HI 

curriculum. These gaps, as noted in the curriculum, limit the HIM professional’s advocacy work 

to support the consumer. Integrating both education and promotion of health literacy and digital 

literacy skills into the foundation of the HIM curriculum domain would help digital health 

competencies.  

Secondly, Domain I supports the structure and capture of data. Understanding the life cycle of 

data from the generating, capturing, processing, storing, and using data are fundamental elements 

of data integrity. Health information professionals are data professionals who understand that the 

data cycle begins with the generation of data (structure) – knowing stakeholders’ needs, such as 

when to get the right data at the right time with integrity, is paramount to supporting health 

transformation.  
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Thirdly, Domain I supports healthcare external forces such as accreditation, regulation, and 

licensure. Curriculum considerations should include the following:  

• What are the legal considerations for healthcare settings with the use of digital health 

technology? 

• What are the legal concerns for digital health related to fraud and abuse, HIPAA, False 

Claims Act, and other laws?  

• What about accrediting body requirements for digital health technology such as artificial 

intelligence (AI)?  

• Are there biases and risks associated with the use of digital health technology?  

• What impact does digital health technology have on health disparities?  

To summarize Domain I, many curriculum considerations can be incorporated into this domain, 

such as the evaluation of policies and strategies to achieve data integrity; digital health and tools 

disruption in healthcare and the use of digital tools for data capture; foundational knowledge of 

digital health and health literacy. Finally, Domain I could easily capture the role of the external 

forces surrounding digital health tools. 

Challenges   

Although digital health tools are widely used among healthcare professionals, the HIM 

professional may encounter several challenges relating to data structure, content, and information 

governance. These challenges include the speed at which these tools are entering the market and 

the academic program’s ability to use these tools similarly to industry. The healthcare industry is 

faced with the challenge that digital tools are rapidly entering the market, and not all health 

professionals are prepared to use digital health tools.18,19 The lack of preparedness and 

confidence with the digital tools among healthcare providers has a downstream effect on those 

individuals, such as the health information professionals implementing the tools. Many health 

information professionals work closely with the providers on implementing and integrating 

digital tools within a healthcare system. Therefore, the health information professional should be 

prepared to work with providers and patients with digital health competencies, such as include 

digital literacy, eHealth literacy, psychological and emotional acceptance of digital health, and 

digital technology.20  

Design Tips  

Domain I.: Data Structure, Content, and Information Governance is a broad category that 

incorporates such content as healthcare stakeholders, external and internal forces, strategies for 

policies, governance and organizational, and health record requirements, and types of data 

structures, among other content. Missing from Domain 1 is the focus on engaging stakeholders in 

the use, education, and training of digital health tools. An increase in the use of digital tools 

beyond the electronic health record and the collection and use of data beyond the traditional 

healthcare settings could be incorporated into Domain I. The health data ecosystem in healthcare 

should contain not only electronic health records but all devices generating data from digital 
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tools. Didactic coursework, laboratory exercises, and capstone projects (digital health projects) 

could be built into the curriculum. 21 This coursework should consist of the health data ecosystem 

with personal health, genetic data, devices generating data, and the electronic health record. 

 

Domain II.: Information protection access, use, disclosure, privacy, and security 

competency  

Historically, the health information management professional’s role in privacy and security of 

health information was documented in the AHIMA Code of Ethics as “protecting information; 

promoting confidentiality and teaching others of the importance of this principle; preserving and 

securing health information”.22 Although privacy and security have evolved today, it remains a 

prominent focus for the health information professional. As a result, privacy and security are 

embedded into the health information management curriculum through Domain II.  

Privacy and security concerns should prompt academic programs to consider the technological 

aspects of digital health—for example, the use of privacy-enhancing technologies or privacy-

preserving technologies. Privacy and security strategies for digital health can encompass digital 

literacy, similar to Domain I, because a lack of digital literacy compounds one’s understanding 

of privacy and security, along with concerns for vulnerable populations needs.  

The DigCom 2.0 digital health model identifies safety as an important digital health competency. 

Safety is a broad category that encompasses protecting an individual’s health data by 

understanding the digital environment.23 Students need to develop the knowledge, skills, and 

attitudes to safeguard the devices that house the data. Domain II could explicitly include the 

knowledge, skills, and abilities for privacy and security by addressing the digital environment as 

they relate to safety.  

Challenges   

Privacy and security remain a challenge for digital health technologies. The use of digital health 

tools has increased data and compounded the concern for privacy among individuals and 

healthcare providers.  Privacy challenges include the following but are not limited to those: 

individuals are unaware of how their data is used, the length of time data is retained (immortality 

of data), and the value of data.24 Keeping in mind the persistence of privacy and security in 

healthcare data, education is needed on the evolving trends as digital health tools continue to 

disrupt healthcare.  

The curriculum should be updated with the latest methods of deidentification and reidentification 

— the anonymization of health data using data masking techniques can be incorporated into the 

curriculum. In addition, the health information management curriculum should include global 

policy and regulation as digital health expands globally. The pace and adoption of privacy 

regulations are accelerating.25 As the aforementioned curriculum updates are needed, the focus is 

on digital tools that capture the collection of data and how that data is used. For example, 
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students should be exposed to sound management practices that provide the foundation for data-

sharing practices and policies. 

Design Tips  

Many design tips can be used, including many assessments such as case studies, risk 

assessments, policy writing, and projects. For example, projects may include the student 

selecting a digital application whereby the student can recommend privacy strategies used or 

used for the desired application. Then, the student can evaluate the application for strategy and 

create a privacy awareness infographic handout explaining the privacy strategies. For example, 

infographics may include the following: Is the privacy policy accessible to the public? Or is the 

privacy policy written in plain language? Does it inform the patient about the technology? 

Finally, curriculum consideration for Domain II can include identifying the legal, ethical, and 

regulatory considerations for digital health. For example, is there a need to address privacy 

regulations such as GDRP or state privacy regulations? How does privacy policy impact digital 

health? Students can compare US state laws for privacy and security. Do any of these laws 

address digital health apps? For example, does HIPAA need to be updated to reflect digital 

health? Students should also be introduced to the FTC’s and FDA’s roles in digital health apps 

and devices.  

Domain III.: Informatics, analytics, and data use  

Health informatics involves the interaction between humans and information through 

information processing and digital health technologies. There is ample opportunity to examine 

health informatics concepts and evaluate data, information, and digital content as part of 

incorporating digital competencies such as solving technical problems or suggesting 

technological solutions. Data analytics in healthcare is widespread and serves multiple purposes. 

Data analysts serve the purposes of administrative (used in operations management), financial, 

and clinical (accelerates research in prevention and disease and population management). The 

use of data analytics from research studies to create dashboards and reports can be utilized to 

examine healthcare findings with data visualization techniques. The effective use of data and the 

displays are crucial to healthcare and strong consideration for a digital health curriculum. Digital 

competencies include effective presentations, interactive videos, QR code and infographics.  

Challenges  

As digital health tools are introduced and huge amounts of data become readily available, data 

analytics and data use become challenging. In addition, the understanding of bias in data is a 

concern and should be addressed with the creation of digital content. Consideration of the ethical 

implications of algorithms is essential, along with the concern and knowledge for health equity 

and vulnerable populations.  

Design Tips 
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Design tips for curriculum considerations include applying a fundamental understanding of the 

ethical and legal issues related to accessing and using information technologies, accounting for 

the social determinants of health, and incorporating analytic tools, data visualization techniques, 

and research methodologies. Assessment that creates questions and methods to collect data for 

social determinants of health in electronic health records and other digital health tools can be 

developed. Data analytic assignments offer students the opportunity to develop skills filtering 

and analyzing data and creating useful information. Students should be introduced to data 

analytic tools and open-sourced data lakes to practice and hone their analytic skills. It is also 

important that students develop data visualization and presentation skills through explanations of 

how data was used and most importantly the outcomes of the analysis keeping with the digital 

competencies of digital communication and collaboration, developing digital content and digital 

problem solving. 26 

 

Discussion/Conclusion 

As evident from this case study, there are various ways an educator can introduce digital health 

into their curriculum. Whether one is developing an entire course on digital health or simply 

providing a lecture and assignment within a module of a course, it is important that students are 

made aware of the need to continue learning about digital health and health technology advances 

and their impact on the management of health information. Students should also be aware of 

digital health disparities and the importance of equity in healthcare with the use of digital health 

tools and health technology. Consider including social determinants of health and discuss their 

effects on health equity, the lack of digital literacy, and health disparities relating to digital health 

tools and health technology. Digital health is expanding and will continue to serve a valuable 

role in the future of healthcare. Therefore, it is incumbent upon educators to ensure their students 

receive an education that makes them more marketable in the workforce and seen as highly 

valued employees by including digital competencies (DigCom) within their health information 

curriculum. 
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The Perceptions towards the Effectiveness of mHealth Applications during the COVID-19 

Pandemic among Saudi Healthcare Providers  
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Samarkandi, PhD 

 

Abstract 

In Saudi Arabia, the use of mobile health (mHealth) applications is one of the modern 

approaches that had been implemented to enhance the provision of healthcare services in 

response to the COVID-19 pandemic. This study aimed to explore the perception towards 

mHealth applications among healthcare professionals. This cross-sectional study recruited 300 

health providers using a stratified random sampling technique in a tertiary hospital. A self-

administered questionnaire measured demographics, the rate of utilization of applications, and 

the perception towards its effectiveness for monitoring COVID-19 patients. The results indicate 

that 84 percent of respondents strongly believed in the role of mHealth apps during the pandemic 

and 82 percent used them. There was a significantly high perception across male, young, and 

high- income providers (p <0.05). Many providers agreed that these apps were useful to improve 

coordination among professionals (52 percent) and reduce travel needs (63.4 percent). Finally, 

most providers found mHealth apps effective to enhance the quality of patient-centered care.  

 

Key words: COVID-19, Healthcare providers, Mobile health apps, mHealth, Utilization 

 

Introduction  

The 2030 vision of Saudi Arabia (Saudi Vision 2030) which provides a roadmap for national 

economic growth, global engagement, and enhanced quality of life , is encouraging the use of 

mobile health (mHealth) applications in the healthcare industry to improve healthcare activities. 

The implementation of new technology in the healthcare system is a significant way to improve 

healthcare services and outcomes through accessible healthcare.1 mHealth is the practice of using 

remote communication mobile devices to support electronic healthcare delivery.2 mHealth is 

now the basis for many effective applications in numerous healthcare fields including disease 

expectation, prevention, management, diagnostics, treatments plan, and patient education.3 
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A 2020 study explained that the application allows healthcare consumers to access healthcare 

from anywhere; it provides the means for virtual consultation with healthcare 

professionals.Moreover, the mHealth application could be used by patients to book 

appointments, view lab test results, request medication refills, and print medical reports.4 A study 

released in the same year highlighted that the quality of healthcare services and overall 

satisfaction levels can be improved by using mHealth applications. It Also referred to the easy 

and fast medical care received by the users. mHealth utilization is still low in the kingdom of 

Saudi Arabia (KSA), due to factors including lack of exposure, awareness, and suitable skills to 

use the latest cellphones and its continuous updated software systems.5  

 COVID-19, was first identified in December 2019 in Wuhan.6 In February 2023, the cumulative 

number of newly diagnosed cases was 828,294, and 69,198,422 vaccination doses so far were 

taken all over the kingdom. 7  

To control the spread of the COVID-19 virus at the beginning of the crisis, the Saudi government 

adopted emergency actions nationwide, including the closure of schools, universities, 

workplaces, and quarantine to protect the community.8 The Saudi government has worked to 

provide smart applications on mobile phones that are designed to provide protection as well as 

healthcare services for citizens and residents. The ministry of Health approved and implemented 

multiple mHealth apps as an immediate response to the novel coronavirus in KSA, including: 

Tawakkalna (indicates the infectious status of the users by colored codes, detects violation of the 

control procedures and books for vaccination), Tabaud (tackles the spread of COVID infection; 

helps users to know if they contacted positive people and ensures social and physical distancing), 

Rest Assured (Tataman) (provides healthcare and assurance for citizens and residents during 

home isolation or quarantine; preserves their wellbeing and supports their recovery measures), 

Mawid (helps patients to reserve appointments in primary healthcare facilities in coordination 

with the concerned specialty), Sehhaty (allows users to access medical information and health e-

services including PCR-testing and vaccination which are supplied by various health facilities in 

the Kingdom), and Seha (provides patients with virtual medical consultation from professionally 

licensed Ministry of Health (MoH) physicians of different specialties). 9 

The importance of mHealth adoption has become more valuable with the spread of the COVID-

19 pandemic. At the present time, it is expected that 89 percent of the population uses the 
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internet, and most of the population in Saudi Arabia has access to different types of smart 

devices such as smartphones, laptop computers, and desktop computers.10 Furthermore, the 2030 

vision considered mHealth as a crucial transformational step to reach a high-quality and patient-

centric care approach. The MoH’s Sehhaty mobile health app is one example that clarifies how 

the adoption of mHealth could provide justifiable solutions to improve access and satisfaction 

with healthcare services. The app provides a complete personal health record and educates 

patients. The uses of mHealth in Saudi Arabia were efficient in decreasing the cost, time, and 

amount of effort required to provide care for patients. 11 

The use of the mHealth apps by health professionals could enhance the utilization and adoption 

by patients. These applications could increase care accessibility, improve health outcomes, and 

satisfaction with the provided services. Therefore, this study aimed to explore the utilization rate 

and perceptions regarding the effectiveness of mHealth applications among Saudi healthcare 

providers in response to the COVID-19 pandemic. 

Methods 

Study design and settings 

This descriptive, cross-sectional study was conducted from April to June 2021, at a 

governmental tertiary healthcare facility in Jeddah, Saudi Arabia. It provides secondary and 

tertiary healthcare services for more than 76,000 patients throughout the past 6 months and 

works 24/7 with 43,675 bed capacity.12 

 

Sampling and target population 

The target population were healthcare providers actively enrolled in work at the concerned health 

facility, during the study period. A power analysis using the G*Power calculator was used to 

verify the required sample size. In G*Power, a multiple regression omnibus (R2 deviation from 

zero) test was utilized for prior power designs to test whether the eight predictors can be used to 

explain the healthcare providers’ perceptions towards mHealth applications. The alpha was set at 

an acceptable level of 0.05, power was set at the level of 80 percent, and the medium effect size 

was set for this analysis. The test indicates a sample size of 108 was needed. 

The study subjects were recruited through a stratified multistage random sampling technique. 

The hospital included 14 clinical departments, each was including a definite number of health 
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providers (physicians, nurses, and technicians). In the first stage, we randomly chose nine 

departments to reach the computed sample size. Then we randomly selected a sample from every 

category of health providers working in the chosen departments considering the inclusion 

criteria. The sample size has been increased to 300 to represent most of the healthcare 

professionals in the hospital.  

The inclusion criteria included enrollment of active Saudi and non-Saudi healthcare 

professionals who directly contact patients. The exclusion criteria comprised non-active 

healthcare professionals (those on vacation), physicians and nursing staff who were in internship 

year or training scholars, as well as healthcare workers who were in direct contact with patients. 

 

The research received institutional ethical approval from the Research Ethics Committee at 

Batterjee Medical Colleges (BMC) Jeddah branch, Saudi Arabia with approval reference code 

number (Res 2021-0003). The survey was conducted in full agreement with the Declaration of 

Helsinki (2000). Informed consent was highlighted on the front page of the questionnaire. 

Confidentiality was assured for all participants.  

 

Procedures  

The concerned data was collected through an anonymous self-administered questionnaire, which 

was structured based on a review of similar literature.13,14 The questionnaire consisted of two 

parts, the first included sociodemographic information, the rate of mHealth applications’ use in 

medical practice, and the history of COVID-19 infection. The second part measured the degree 

of perception towards the effectiveness of mHealth applications for monitoring COVID-19 

patients through 13 questions followed the Likert scale; responses ranged from 0 (strongly 

disagree) to 5 (strongly agree). Therefore, the minimum score was 0 and the maximum was 65. 

The questionnaire took around 4 to 5 minutes to complete. It was structured in the English 

language and tested for its validity by three experts whose feedback was taken into 

consideration, and reliability was good (Cronbach Apla was 0.89). Data was collected through 

interviews with the investigators who used Google Form to gather data from the sampled study 

subjects. 
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The investigators were allocated to the previously randomly chosen departments and contacted 

the selected study subjects who were provided with a QR code for the survey link or received the 

link via their professional emails. The selected providers filled in the questionnaire 

anonymously. Once they submitted the form, their responses were saved automatically in the 

Google Excel spreadsheet ready for data management. 

 

Statistical analysis 

The recruited data was exported from the Excel spreadsheets, then tabulated, organized, and 

analyzed by using the (SPSS) software program version 26. All scores were summed up for each 

participant and then divided into three categories of self-perception regarding the use of mHealth 

apps: mHealth believers: ≥44; mHealth opened: 22-44; and mHealth skeptics: ≤ 21.  

Descriptive statistics were presented by frequency and percentage for qualitative variables, while 

mean and SD presented the quantitative variables. Demographics were the explanatory variables, 

and the outcome variables were the levels of perception towards the effectiveness of mHealth 

apps, as well as the degree of its utilization. The Chi-squared test was used as the inferential test 

of significance between substantial groups for selected demographic variables. While the 

Montecarlo Exact test was used when 25 percent of cells with the observed and expected 

observation were less than 5. The level of significance was adopted at P <0.05. 

 

Results  

This study enrolled 300 healthcare providers. Table (1) showed that 52 percent were females, 

more than half aged between 26 and 35 years old (58 percent), and of Saudi nationality (54 

percent). The greatest proportion of the recruited participants had a master’s degree and were 

physicians (62.7 percent, and 45.3 percent respectively). Most of the providers had negative 

medical morbidity (65 percent) while (10 percent) of them reported having hypertension and 

asthma. 

 

Table 1 also indicated the utilization of the mHealth applications; all the study subjects used 

governmentally implemented apps including Sehhaty and Tawakkalana, while half of them had 

Tataman and Mawaid. Few providers sometimes used other applications such as BMJ Best 

Practice, and Epicorrate in clinical field practice. It was noticed that 8 percent used those apps 
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when they got infected with COVID-19. Regarding the history of COVID-19 infection, the 

majority of participating providers reported a negative history of infection (92 percent), and only 

(8 percent) were infected. Whereas smokers represented 20 percent of the overall participants  

 

Table 2 shows that the providers promptly supported the different benefits of mHealth apps, 

where 48 percent, 52 percent, and 63.4 percent strongly agreed about the efficiency of apps in 

appointing for the COVID-19 vaccine, overcoming the distance barrier against accessibility to 

healthcare, and facilitating the coordination between health professionals, respectively .  

 

Table 3 indicates that more male providers strongly believed in mHealth uses (93.6 percent) than 

females (73.6 percent) (p=0.004). mHealth believers were more significant among younger age 

groups and single providers; where mHealth believers presented 94 percent of age interval (20 - 

25 ) years and 97.2 percent of single providers. Compared to 25 percent among those aged more 

than 45 years and 78.7 percent of the married providers were mHealth believers.  

 

Discussion  

This cross-sectional study analyzed the data of 300 healthcare providers in a tertiary healthcare 

facility related to the MoH to examine the factors that impacted the utilization of mHealth 

applications by health professionals in response to the COVID-19 pandemic. The demographic 

results showed that more than half of the respondents were between 26 to 35 years old (58 

percent). Age groups were similar in a study of 2020 who found that younger subjects are more 

likely to use the mobile application by themselves than older patients. 15 

 

For the utilization of mHealth applications, the result of the question (“Do you have at least one 

of these applications on your mobile phone?”) revealed that Sehhaty and Tawakkalana apps 

powered by MoH are the most popular among the participants. That is definitely because 

Tawakkalana became mandatory by the Saudi government in response to the pandemic, it targets 

all citizens and residents. The Sehhaty app provides access to medical records that might be used 

in medical practice. Therefore, the healthcare provider's responses were based on their personal 

experiences. The second tier of commonly used apps included Tatamman, Mawid, and Tabaud. 

Participants also reported frequently using other medical applications such as BMJ Best Practice 
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and EpiCorates to support clinical decisions. In general, the results showed that most of the 

participants (71.3 percent) used at least one of these applications during early the COVID-19 

pandemic between January to March 2021  for monitoring and following up on patients, and 28.7 

percent of the participants mentioned they never used those mHealth apps.  

 

On the other hand, a recent cross-sectional study in 2021 assessed the utilization of mHealth 

applications among patients and found that the use of the Sehhaty application made up only 13.1 

percent of the recruited patients, which is less than our detected utilization rate.16 That difference 

could be attributed to the purposeful and oriented use of medical apps between health providers. 

Meanwhile, our study findings were consistent with a national survey that measured the general 

population’s use of MoH health applications and revealed a higher utilization rate, which was 47 

percent .17.  

The present study found no major difference in the perception of mHealth between various 

professions of healthcare providers. The same observation was detected by a 2019 study, which 

explained that these technologies have become more commonplace. However, a study reported a 

difference between different clinical job ranks, where registrars were the highest users of 

mHealth technology (54 percent) compared to residents (36 percent) and consultants (9.7 

percent) .18  

 

Our analyisis indicated a signficant association between believing in mHealth and younger age 

category , this is could be explained by the authors that the younger generation is more likely to 

adopt technology than the older ones.  

 

In the literature on understanding gender differences in mHealth adoption, it is stated that males 

had a higher level of mHealth adoption intention compared with females.19 To make inferences 

on gender and age, further research is needed as few studies examined the gender effect on using 

mHealth during the COVID-19 era. The current study revealed that mHealth believers 

predominantly were male (93.6 percent).This finding contradicts a previous study that reported 

the utilization of smart device technologies during medical care settings was more frequent 

among females than males.18 in addition, a 2016 study reported that female physicians more 

strongly agreed that personal digital devices enhanced their clinical performance.20. 
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Considering marital status, single health providers accounted for a larger percentage of mHealth 

believers than married ones, who might have more time and faster rate of work performance. 

That is in alignment with the above-mentioned observation that younger age is significantly 

associated with a strong agreement regarding mHealth apps' usefulness. Likewise, having more 

than enough income was a significant contributor to being mHealth believers since the high 

income allows the acquisition of advanced technology and a higher-quality network.18 Moreover, 

the providers in that group might themselves be users of personal wellness/health applications. 

 

The self-perception of the healthcare providers regarding using mHealth apps revealed a high 

utilization and acceptance rate; (44 percent) of healthcare providers agreed that they would use 

video conferencing consultation, and half of participants would prefer to use distance 

consultations for minor health problems, and to monitor treatment of COVID - 19 patients.  

 

Fig2. Perception of studied healthcare providers regarding the utilization of mHealth apps in 

monitoring patients during the COVID-19 Pandemic 

 

As shown in Fig. 2, mHealth believers represented 84 percent of all providers, a much higher 

rate than a related prior report, which declared that 43.3 percent of recruited physicians were 

strongly confident in eHealth during managing their HIV/AIDS patients.21 This enormous 

discrepancy could be explained by the fast breakthrough of digital health technology and its 

prominent deployment during the COVID-19 crisis and its consequences.  

4%
12%
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Furthermore, the finding of this study detected a significant association between believing in the 

role of mHealth apps and negative COVID-19 infection history. In alignment with the findings, 

the number of users who have used mHealth apps is higher than that of those who have not used 

them. The not infected group with COVID-19 represented 82 percent (n=246) of the total 

sample, 85.3 percent (n=210) of this group were found to be mHealth believers. That could 

reflect an indirect relationship between increased utilization of mHealth apps and reduced 

infection rate of COVID-19 cases in Saudi Arabia during the late phases of the pandemic. For 

instance, during the COVID-19 pandemic, mHealth apps have been used for tracing and 

monitoring contagious cases and their contacts.22 Consistently, three apps (Tawakkalna, 

Tatamman, Tabaud ) were quickly developed and made available within three months of the 

pandemic emergence. All the different apps served different needs and they were modified to 

provide sound information about COVID-19 to raise people's awareness.23 Of note, neither 

educational qualification level nor nationality of the studied providers influenced the perception 

level regarding mHealth apps’ usefulness.  

 

Moreover, our results showed that most of the healthcare providers believed that the 

development of mHealth applications can provide some advantages including improving 

coordination among different health professionals ( 52 percent strongly agreed, 38 percent 

agreed), reducing travel needs (63.4 percent strongly agreed, 18 percent agreed) , and serving 

medically deprived areas (36 strongly agreed, 50 percent agreed). A prior study supported 

similar results, where a big proportion of the recruited physicians agreed that due to the provision 

of digital health, the clinical decision is facilitated, patient safety is improved, and contact 

between providers is enhanced. Also, it favored the dissemination of medical skills and 

experiences between professionals. 21 

 

In line with our findings, a related study highlighted that telemedicine services and patient 

mHealth applications are valuable tools and viable options for delivering high-quality of care to 

patients, with less travel and waiting times and lower risk of hospital-acquired infection.22 

Another study reported that adopting such applications could address some of the basic issues in 

the health system, such as limited resources, long waiting times, and general dissatisfaction with 

health services.16  
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A 2021 study aimed to explore the effect of using a mHealth application in a telemedicine setting 

in Abu Dhabi and found that the majority of the mHealth “Remote Care” application users 

recommended others to use the mobile application for getting healthcare services (79.88 

percent). Similarly, 33 percent and 53 percent of the participants in our study strongly agreed and 

agreed to recommend using current popular mHealth apps to stay updated and informed about 

the symptoms of COVID-19 disease. 24 

 

Several health applications for managing COVID-19 have been launched and used in Saudi 

Arabia and globally. Issues such as privacy, safety, security, and data protection remain the 

major concerns for users.15,25 Current findings show that 36.6 percent strongly agreed and 28.6 

percent of providers agreed about the possibility of breaching the privacy and confidentiality of 

patients’ information while using mHealth apps. That replicates a 2020 study that investigated 

the attitudes of physicians who treat HIV patients regarding the eHealth. Results found that 80 

out of 219 physicians (36.5 percent) strongly opposed the eHealth technology, since it challenges 

the confidentiality of clinical data and thought out that is a threat for medical information 

security.21 

 

The present study demonstrated that around half of health providers strongly agreed (45.3 

percent) or agreed (50 percent) that mHealth applications are of worthwhile benefit in tracking 

patients' health data. That was consistent with a related study in the US that assessed healthcare 

providers' perception regarding specific apps for tracking health status.13 Former literature 

mentioned that patient-generated health data would facilitate the communication between 

patients and health professionals, help to define the goals, and identify the patient’s preferences 

and expectations. Furthermore, when patients receive sufficient information, better health 

outcomes would be achieved.26,27 

 

This could be contributed to the providers’ beliefs that patient-generated data are more 

trustworthy and reliable than the patient's self-report, that sometimes mispresents his/her medical 

status, and to avoid the recall bias of the patient's medical history. 
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In addition, our research has demonstrated that 50 percent of healthcare providers prefer to use 

distance consultation to monitor the compliance to treatment between the COVID-19 patients. 

Consistently, it was reported that mHealth applications is one of the significant methods to 

assure adherence to medications uptake.28,29 

 

Likewise, the current study demonstrated that 48 percent of providers strongly agreed with using 

the apps to make appointments for vaccinations against COVID-19 infection, to facilitate high 

administration of the vaccines. 

Previous studies have concluded that mHealth applications were useful to enhance appointment 

procedures among patients of various clinical issues. For instance, it facilitated healthcare 

provision for HIV–positive pregnant females, reminding women for routine postnatal care, 

fostering childhood immunization coverage, and ensuring adherence to the periodic follow up for 

patients with non-communicable diseases.29-32 

Overall, the study findings reflected an advent of mHealth applications between the studied 

providers due to the transformative effect of this technology on healthcare delivery, particularly 

for health monitoring and management, where 24 percent strongly agreed and 44 percent agreed 

that mHealth technology will speed progress toward more individualized diagnosis and 

treatment. Similar literature pointed out its significant role in this regard. 33,34 

 

Conclusion  

Findings revealed a high rate of mHealth believers among the studied providers who showed 

significant variations across their age, gender, social status, and level of income in terms of self-

perception regarding effectiveness of mHealth. Many professionals perceived that mHealth apps 

were useful for providing remote counseling. Most providers recommended utilization of health 

information technology for checking and monitoring on COVID–19 patients. That would 

positively imply medical practice. Further research should be conducted to study this area in 

focus and on a wider scale, as mHealth and eHealth are rapidly growing sectors of health 

transformation in the kingdom. 

 

Study Limitations  
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There are several limitations. First, the cross-sectional design of the study didn’t allow for casual 

relationship analysis. Second, the data was collected through a questionnaire which was 

structured by the authors according to the prevailing pandemic circumstances. We didn’t deploy 

one of the standard technologies adopting models due to their simplicity and narrow spectrum 

which focuses on general individual’s perceptions towards usage of technology. That rendered 

those models inappropriate to our study’s aim and target population. Third, the data regarding the 

adoption and utilization of mHealth were self-reported and might be overestimated.  
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Tables 

 

Table1: Demographics and Utilization of mHealth Apps of Studied Health Providers 

 

% n=300 Demographic and descriptive characteristics: 

 

52% 

48% 

 

156 

144 

Gender 

Male  

Female 

 

22% 

58% 

12% 

8% 

 

66 

174 

36 

24 

Age 

20-25 

26-35 

36-45 

≥45 

 

54 % 

46% 

 

162 

138 

Nationality 

Saudi 

Non – Saudi 

 

11.3% 

62.7% 

26% 

 

34 

188 

78 

Education attainment  

Bachelor 

Master 

PhD 

 

46% 

50% 

4% 

 

138 

150 

12 

Social Status 

Single 

Married 

Divorced/Widow 

 

45.3% 

16.7% 

38% 

 

 

136 

50 

114 

Your job/occupation 

Physicians 

Nurse 

Therapist (Physiotherapist, Radiotherapy, Nutritionist) 

 

4% 

53.1% 

42.9% 

 

12 

158 

130 

Level of income 

Not enough 

Enough with no saving 

Enough and saving 

 

 

 

24% 

100% 

100% 

16% 

36.3% 

32% 

4% 

 

 

 

72 

300 

300 

48 

110 

96 

12 

Do you have at least one of these applications on your 

mobile phone? 

Tabaud app 

Tawakkalna app 

Sehhaty app 

Tataman app 

Mawid app 

BMJ best practice /Epicorates 

Other  

 

 

 

 

 

 

Do you use at least one of these applications during the 

COVID-19 pandemic in the last 3 months for monitoring 

and follow-up of patients? 
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71.3% 

28.7% 

 

214 

86 

Yes 

No 

 

 

8% 

10% 

82% 

 

 

24 

30 

246 

When you got infected with COVID-19, did you use any of 

these applications? 

Yes  

No  

I didn’t get infected with COVID-19 and used mHealth apps. 

 

 

Table 2: Perception of the Studied Health Providers Regarding the Usefulness of mHealth 

Apps 

 

Variable  Strongly 

agree 

Agree Neutral Disagree Strongly 

Disagree 

Do you favor video 

conferencing consultation? 

90 (30%) 132(44%) 66(22%) 6(2%) 6(2%) 

Do you prefer to use distance 

consultation to give a new 

prescription for treatment? 

108(36%) 114(38%) 48(16%) 18(6%) 12(4%) 

Do you prefer to use distance 

consultations for minor health 

problems (sore throat, cold, 

etc.)? 

108(36%) 162(54%) 12(4%) 18(6%) 0(0%) 

Do you prefer to use distance 

consultation to monitor the 

treatment of COVID-19 

patients? 

90(30%) 150(50%) 54(18%) 6(2%) 0(0%) 

Do you agree that personal data 

may be misused on mobile 

health applications? 

42(14%) 138(46%) 48(16%) 60(20%) 12(4%) 

Do you agree that mHealth 

technology will speed progress 

toward more individualized 

diagnosis and treatment? 

72(24%) 132(44%) 66(22%) 30(10%) 0(0%) 

Do you think the development 

of mHealth would be efficient 

for improving coordination 

among different health 

professionals? 

156(52%) 114(38%) 18(6%) 12(4%) 0(0%) 

Do you think the development 

of mobile health would be 

efficient for reducing travel? 

190(63.4%) 54(18%) 

 

36(12%) 14(4.6%) 6(2%) 

Do you think the development 

of mHealth would be efficient 

108(36%) 150(50%) 36(12%) 6(2%) 0(0%) 
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for servicing medically deprived 

areas? 

Do you recommend utilizing 

mobile software applications for 

checking on COVID-19? 

96(32%) 120(40%) 42(14%) 30(10%) 12(4%) 

Do you recommend using 

current popular mobile apps to 

stay updated and informed about 

the symptoms of COVID-19? 

98(33%) 158(53%) 16(5%) 18(6%) 10(3%) 

Are you satisfied using the apps 

to make appointments for 

vaccinations? 

144(48%) 138(46%) 18(6%) 0(0%) 0(0%) 

Do you think that development 

of mHealth applications is a 

worthwhile benefit to tracking 

patients' health data? 

134(45.3 %) 150(50%) 6(2%) 10(3.3%) 0(0%) 

Do you think that the use of 

mHealth applications is liable to 

breaching of patients’ data 

privacy and confidentiality? 

109(36.6%) 86(28.6%) 74(24.6%) 26(8.6%) 5(1.6%) 

 

 

Table 3: The Association Between Perception Regarding the Usefulness of mHealth Apps 

and Demographic Characteristics of the Studied Health Providers 

 

Demographic variable Perception regarding the usefulness of mHealth apps 

mHealth 

skeptic 

 

mHealth 

slightly 

opened 

mHealth 

strong 

believers 

2 p 

Gender 
- Male  

- Female 

 

4(2.5%) 

8(5.5%) 

 

6(3.9%) 

30(20.9%) 

 

146(93.6%) 

106(73.6%) 

 

10.9 

 

0.004* 

Age 
- 20-25 

- 26-35 

- 36-45 

- ≥45 

 

0(0%) 

2(1.1%) 

2(5.5%) 

8(33.3%) 

 

4(6%) 

10(5.7%) 

12(33.3%) 

10(41.7%) 

 

62(94%) 

162(93.2%) 

22(61.2%) 

6(25%) 

 

MCET* 

41.4 

 

 

<0.0001** 

Nationality 
- Saudi 

- Non – Saudi 

 

6(3.6%) 

6(4.3%) 

 

14(8.6%) 

22(15.9) 

 

142(87.8%) 

110(79.8%) 

 

1.97 

 

0.3 

Education attainment  
- Bachelor 

- Master 

- PhD 

 

0(0%) 

4(2.1%) 

8(10.2%) 

 

6(17.6%) 

24(12.8%) 

6(7.6%) 

 

28(82.4%) 

160(85.1%) 

64(82.2%) 

 

6.45 

 

0.16 

Marital status  
- Single 

 

2(1.4%) 

 

2(1.4%) 

 

134(97.2%) 

 

32.557 

 

<0.0001** 
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- Married 

- Widow/divorced  
8(5.3%) 

2(16.6%) 

24(16%) 

10(83.4%) 

118(78.7%) 

0(0%) 

Health provider category 
- Physicians 

- Nurse 

- Therapist 

(Physiotherapist, 

Radiotherapy, Nutritionist) 

 

4(3%) 

2(4%) 

6(5.4%) 

 

12(8.8%) 

10(20%) 

14(12.2%) 

 

120(88.2%) 

38(76%) 

94(82.4%) 

 

3.41 

 

0.4 

Level of income 
- Not enough 

- Enough with no saving 

- Enough and saving 

 

2(16.7%) 

6(3.8%) 

4(3.1%) 

 

6(50%) 

16(10.1%) 

14(10.7%) 

 

4(33.3%) 

136(86.1%) 

112(86.2%) 

 

11.9 

 

 

0.01* 

COVID-19 infection history  
- Infected  

- Not infected 

 

2(3.7%) 

10(4.1%) 

 

10(18.5%) 

26(10.5%) 

 

42(77.8%) 

210(85.4%) 

 

MCET 

14.7 

 

0.0006* 

MCET,* p-value <0.05, **p-value <0.0001 
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Predicting Hospital Readmission in Medicaid Patients with Heart Failure Using 

Administrative and Claims Data  

 

By Jaehyeon Yun, Vishal Ahuja, Daniel F. Heitjan 

       

Objective:  To develop a model that predicts the risk of 30-day, all-cause readmission in 

Medicaid patients hospitalized for heart failure.  

 

Design:  Retrospective study of a population cohort to create a predictive model. 

 

Setting and Participants:  We analyzed 2016–2019 Medicaid claims data from seven US states. 

We defined a heart failure admission as one in which either the admission diagnosis or the first 

or second clinical (discharge) diagnosis bore an ICD-10 code for heart failure.  A readmission 

was an admission for any condition (not necessarily heart failure) that occurred within 30 days of 

a heart failure discharge. 

 

Methods:  We estimated a mixed-effects logistic model to predict 30-day readmission from 

patient demographic data, comorbidities, past healthcare utilization, and characteristics of the 

index hospitalization.  We evaluated model fit graphically and measured predictive accuracy by 

the area under the receiver operating characteristics curve (AUC). 

 

Results:  6,859 patients contributed 9,336 heart failure hospitalizations; 2,667 (28.6 percent) 

were 30-day readmissions.  The final model included age, number of admissions and emergency 

room visits in the preceding year, length of stay, discharge status, index admission type, US state 

of admission, and past diagnoses.  The observed vs. predicted plot showed good fit, and the 

estimated AUC of 0.745 was robust in sensitivity analyses. 

 

Conclusions and Implications:  Our model robustly and with moderate precision identifies 

Medicaid patients hospitalized for heart failure who are at a high risk of readmission.  One can 

use the model to guide the development of post-discharge management interventions for 

reducing readmissions and for rigorously adjusting comparisons of 30-day readmission rates 

between sites/providers or over time.  

 

Keywords:  Burden of heart failure; claims database analysis; hospital admissions; Medicaid; 

prediction model. 
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Introduction 

 

Roughly 2.1 percent  of Americans had heart failure between 2015 and 2018, giving rise to an 

estimated annual cost of $30.7 billion.1 Heart failure is the second-leading cause of 

hospitalization in the United States and the leading cause of hospitalization among adults over 

65.2  Patients with heart failure have elevated rates of all-cause mortality, and they are at higher 

risk of 30-day readmission when hospitalized for other conditions.3 

 

The medical community has long sought to identify heart failure patients who are at elevated risk 

for readmission and to craft interventions for improving post-discharge management, with many 

authors having devised models for predicting 30-day readmission in this population.  Although 

there are now several such models aimed at Medicare patients with heart failure,4 5 6 7 8 9 10 11 to 

the best of our knowledge only one such model has been derived from Medicaid patients 

specifically. 12 

 

The Medicaid program, jointly funded by federal and state governments, provides medical 

insurance to low-income US individuals.13  The single largest source of health insurance in the 

US, it covers nearly 86 million Americans including children, pregnant women, low-income 

adults, and individuals with disabilities.14 15  Given the scope of Medicaid and the distinctive 

characteristics of the covered population,16 there is a need for readmission models that are 

designed for this set of patients.17 18  We address this gap by using a large Medicaid claims 

database to develop a novel model for predicting the risk of 30-day readmission among Medicaid 

patients hospitalized for heart failure.  

 

Methods 

  

Data:  We retrieved Medicaid claims through a system operated by Digital Health Cooperative 

Research Centre (DHCRC), an Australian healthcare research organization, and HMS, Inc. (now 

part of Gainwell Technologies), a US healthcare analytics company that coordinates Medicaid 

benefits in several states.  We extracted data from the claims, eligibility, and provider databases.  

The claims database consists of four files comprising institutional, medical, pharmacy, and 

dental data for each patient encounter.  The institutional file includes information on the 

hospitals and other facilities where the encounters took place; encounter-specific provider data; 

and patient data such as presenting diagnoses and conditions (represented by International 

Classification of Disease [ICD] 10 codes).  The eligibility database contains patient 

demographics, eligibility criteria, and dates of eligibility.  The provider database includes 

information on medical service providers.  

 

Study cohort: We had access to Medicaid claims from seven US states served by HMS:  fee-for-

service claims from Florida; Medicaid Managed Care claims from Georgia, Indiana, Kentucky, 

and Ohio; and claims of both types from Colorado and Nevada.  The claims were dated from 

January 1, 2016, to June 21, 2019, in Florida; to July 1, 2019, in Ohio; to July 26, 2019, in 

Nevada; and to August 1, 2019, in the other states.  

 

We used ICD-10 codes to identify heart failure patients from two sources:  admission codes in 

hospitalization claims, and clinical diagnosis codes in physician and hospitalization claims. In 
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the physician and hospitalization claims, we defined a patient as having heart failure if any 

diagnosis field contained an ICD-10 code starting with I50. Through this approach, our cohort 

included all patients who had a claim indicating diagnosis of heart failure. 

 

Hospital admissions:  A heart failure admission was any claim satisfying all the following 

criteria: 

• It was institutional (not professional, pharmacy, or dental); 

• It represented an inpatient hospitalization (excluding long-term care, outpatient, 

rehabilitation, etc.); 

• It was designated as a final “admit thru discharge” claim; and 

• Heart failure appeared as either the admission diagnosis or the first or second clinical 

(discharge) diagnosis. 

 

Index hospitalization:  We used index admissions from January 1, 2017, or later, allowing us at 

least one year of patient history prior to each hospitalization.  We then excluded as index 

admissions any admission whose discharge code indicated in-hospital death or transfer to a 

short-term general hospital, another type of institution not defined in the Medicaid code list, a 

Critical Access Hospital, or hospice care.  We then identified admissions (for any condition) that 

occurred within 30 days after discharge from a previous admission; we designated these as 

readmissions.  A readmission for heart failure could serve as the index hospitalization for a 

subsequent readmission if it also met the criteria for an index admission.  Figure S1 presents a 

schematic of the extraction of the data set. 

 

Potential predictors: Our list of potential predictors of readmission appears in Table 1.  We 

used ICD-10 categories to group past, admission, and main diagnoses into a coarser list of 

variables.  A past diagnosis is an ICD-10 code in a diagnosis field from a prior (to the index) 

hospitalization or physician visit.  An admission diagnosis is an ICD-10 code reported in the 

admission diagnosis field of the index admission — the proximal reason for the hospitalization.  

A main diagnosis is an ICD-10 code reported in the main diagnosis field of the index 

hospitalization — the discharge diagnosis for the hospitalization.19 

 

Outcome:  The outcome variable was occurrence of a readmission within 30 days of the 

discharge from the index hospitalization. 

 

Censoring events: Our database does not include information on mortality except for 

hospitalized individuals who received a discharge code indicative of death.  But because it 

includes eligibility dates, a subject who died at home could nevertheless be censored for follow-

up of a preceding index hospitalization. Also, an index admission could be censored if the 

number of days of eligibility following an index discharge was less than 30.  We did not treat 

admissions with censored follow-up as index admissions, but we did count them as readmissions 

when they occurred within 30 days of a prior index admission. 

 

Prediction model: We predicted 30-day readmission using a logistic generalized linear mixed 

model (GLMM) including patient and provider random effects.  This model accounts for 

potential correlation of outcomes within patients or providers; failure to model this correlation 

could invalidate confidence intervals and statistical tests.20 
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Handling of count and continuous predictors:  Table 1 includes two count variables (number 

of hospitalizations and emergency room visits in the 12 months preceding the index 

hospitalization) that we treated as continuous predictors.  We modeled length of stay (LoS) with 

linear splines to account for the possibility of a complex, non-monotone effect of LoS on 

readmission risk.21   

 

Model development:. We identified the best set of predictors using LASSO variable selection in 

the R package glmnet.22 This procedure seeks to balance model fit with model complexity, 

including only variables that contribute substantially to predictive value.  With the large number 

of records in the database, it was impractical to apply the LASSO with the logistic GLMM; 

therefore, in the model selection step, we used logistic regression without patient and provider 

random effects.  Having identified the best set of predictors, we re-estimated the coefficients of 

the selected model including the patient and provider random effects.  We evaluated the model’s 

predictive accuracy by computing the area under the receiver operating characteristic curve 

(AUC).  We applied a five-fold cross-validation technique to avoid overfitting bias.23 We 

assessed significance of predictors in the final GLMM using Wald tests and 95% confidence 

intervals for regression coefficients.  To evaluate calibration, we created a plot of observed 

versus predicted probability of 30-day readmission.  

 

Missing values: Most variables had few missing values.  Among demographic factors, age and 

sex were complete for all patients, but marital status was available only in Nevada, and 

race/ethnicity was available only in Florida, Colorado, and Nevada.  We therefore excluded 

marital status and race/ethnicity from our predictive models.  We also omitted a small fraction of 

index admissions whose discharges were recorded with codes “reserved for national assignment” 

in the data dictionary. Finally, we removed a small fraction (< 0.01%) of index admissions that 

lacked a national provider identifier.   

 

Sensitivity analysis: We assessed robustness by re-estimating the model under a range of 

conditions:  

• Including and excluding the provider random effects. 

• Using a more specific case identification method that defined heart failure patients as 

those who had either i) ≥2 outpatient diagnoses of heart failure or ii) ≥1 

hospitalization for heart failure. We re-estimated the predictions using this smaller 

cohort. 

• Excluding index admissions longer than 28 days.  

• Including only index admissions where enrollment was continuous for one year 

before admission and 30 days after discharge. 

• Excluding elective admissions. 

 

We executed all computations in Spark (Apache Software Foundation; Wakefield, MA) and R 

(The R Foundation; Vienna, Austria). 

 

The authors’ Institutional Review Board reviewed the study proposal and determined that it does 

not meet the criteria of human-subjects research.  The authors had full access to the data; we take 

responsibility for its integrity and the data analysis. 
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Results 

 

The final study cohort of 6,859 patients accounted for 9,336 hospitalizations, of which 2,667 

(28.6 percent) were 30-day readmissions.  The median age was 55 years at the time of the 

earliest claim, and 45.2 percent of the patients were female (Table 2). 

 

Among diagnosis variables associated with the index admission, the LASSO procedure 

eliminated the heart failure type and the admission and main diagnosis, retaining several prior 

diagnosis indicators.  Table 3 presents the coefficients in the selected prediction model.  A plot 

of observed versus expected deciles of 30-day readmission probabilities (Figure S2) 

demonstrates that the predicted and observed readmission rates closely match.  Figure 1 presents 

the ROC curve for the final model, whose AUC is 0.745.  Figure S3 presents estimated 

readmission rate as functions of LoS of the index admission, showing higher readmission rates 

for very short stays. 

 

Sensitivity analysis:  We excluded the provider random effect from the logistic GLMM and re-

ran our model including only the patient random effects. This model gave an AUC of 0.733, 

similar to the AUC obtained from the model that included provider random effects. 

 

We re-estimated the model using the cohort identified by a more specific heart failure case 

definition that excluded a small fraction (1.7 percent) of patients.  This model selected all 

predictors and past diagnoses in Table 3, giving an AUC of 0.745 — the same as the model using 

the full data set. 

 

We were concerned that a small fraction (2.0 percent) of index hospitalizations that exceeded 28 

days would unduly influence predictions.  Re-running the logistic GLMM excluding these 

observations resulted in an AUC of 0.745, the same as from the model based on the full data set. 

 

We re-ran the model excluding 2,401 subjects (35.0 percent) whose 3,138 hospitalization claims 

had non-continuous enrollment for a year before or 30 days after admission, yielding an 

estimated AUC of 0.774. This suggests that having more complete information on previous 

claims leads to superior prediction. 

 

Patients hospitalized electively were not likely admitted for decompensated heart failure.24 

Excluding 886 (9.5 percent) index admissions that were designated as elective, we obtained an 

AUC of 0.762. 

 

Discussion 

 

We used Medicaid claims data to develop and validate a model predicting 30-day readmissions 

in patients hospitalized for heart failure.  Unlike existing heart failure readmission models, which 

often use electronic health record fields and include a heterogeneous mix of payers, we built our 

model with only claims data from a Medicaid population.  Our model performed at least as well 

as others that use more granular clinical and pharmacy claim data.  Given the higher readmission 

rates among Medicaid patients hospitalized for heart failure compared to those insured by other 
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payers, 12 our model may be useful for identifying patients at elevated risk for readmission and 

targeting post-discharge management interventions to reduce readmissions and contain costs.   

 

Among Medicaid patients with heart failure hospitalized in 7 states between 2016 and 2019, 28.6 

percent of admissions resulted in readmission within 30 days of discharge.  This is similar to 

overall 30-day readmission rates observed in studies including mixed insurance coverage but 

larger than the rate in a previous Medicaid cohort.12  We observed wide variation in readmission 

rates across the seven states in our analysis (11.9 percent to 33.7 percent; Table 2), a pattern 

similar to that observed with overall 30-day Medicaid readmissions across states.17  This 

variation likely reflects heterogeneity in eligibility, coverage, management, and readmission 

reduction efforts at the state level.  Our study is consistent with previous work that has examined 

readmissions in patients with heart failure and found that age, number of prior admissions and 

ER visits, length of stay, and post-discharge care environment are independent predictors of 

readmission.  The predictors differ somewhat from those observed in a previous study that 

included 1,198 Medicaid and 3,350 commercially insured patients. 12   

 

In contrast to some previous studies that have described a positive association between 

increasing length of stay and readmission risk in patients with heart failure, our analysis using a 

spline regression model suggests that the relationship between LoS and readmission risk is non-

monotone, with an early peak in readmissions at two days and declining thereafter.  Others have 

described a similar non-monotone relationship between LoS and readmission risk in heart failure 

readmissions.24  Our model selection procedure omitted male sex, which typically predicts a 

higher readmission rate. 

 

The predictive accuracy of our claims-only 30-day readmission risk model for Medicaid patients 

with heart failure is moderate and comparable to those noted in recent papers.  A 2011 review 

article25 identified six models for predicting readmission in heart failure — three from 

retrospective administrative data 6 26 and three from real-time administrative data and 

retrospective primary data collection.5 27 28  Of those analyses that evaluated predictive accuracy 

by AUC, none exceeded 0.72.5  Among several readmission models created since 2011,6 29 8 9 10 11  
12 only one,9 applying a naïve Bayes classifier to electronic health record data, gave an AUC 

(0.78) comparable to ours.  The only model that specifically uses claims data — taken from 

Medicaid and commercial insurance — found an AUC of 0.64. 12  By contrast, models for 

prediction of mortality in heart failure cohorts have generally achieved high accuracy; the model 

of Amarasingham, for example, gives an AUC of 0.86. 518  

 

Our model has several novel elements:  First, we use splines to flexibly model non-monotone 

trends.  Second, we include state as a predictor to account for the heterogeneity of Medicaid 

coverage, programs, and readmission initiatives.  Finally, we include multiple index admissions 

for each subject and each provider by estimating a GLMM rather than a logistic model that 

includes only a single observation per patient, as is common in healthcare prediction models.  

 

Although at least one previous heart failure prediction model explicitly included Medicaid 

claims, 12 ours is the first to focus exclusively on the Medicaid population, which has higher rates 

of heart failure complications and readmissions than Medicare and commercially insured 

populations.16  Payer type is an important predictor in readmission models in the US and reflects 
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the underlying patient populations covered.  Medicaid payer status is an independent risk factor 

for readmission,26 as covered patients are poorer, have higher rates of chronic conditions, and 

possess socioeconomic disadvantages that are difficult to quantify.16 30  We found the post-

discharge environment to be a significant predictor of readmission, possibly reflecting the level 

of social support available.  

 

Our model may be useful in programs to prevent readmission.  At the hospital level, one could 

implement the prediction calculation as a clinical decision support (CDS) tool in the electronic 

health record system, 31 32  enabling deployment of tailored care-transition services to patients at 

highest risk.33  Because the prediction equation involves some factors that only become known at 

discharge — discharge diagnosis and code and length of stay — one might implement a 

provisional calculation, for example calculating the readmission probability should the patient be 

discharged to an institution at the current date.  Patients whose predicted probabilities of 

readmission are high would be retained and re-evaluated for discharge at a later time.  At the 

health system level, one could reallocate resources to hospitals that have larger numbers of high-

risk patients, or to institutions (such as rehabilitation hospitals) that commonly admit high-risk 

heart failure patients who are discharged from hospitals. 

 

The discharge code (home or institution) and the length of stay are the only factors in our model 

on which intervention is possible.  But because we have estimated a predictive model rather than 

a causal model, the odds ratios associated with these factors may not reflect the effects we would 

observe by intervening on them.  A readmission prevention plan based on our model (or any 

predictive model) should be evaluated in a randomized trial. 

 

To evaluate the potential cost saving from reducing readmissions in heart failure, consider that 

there are (in rough terms) 1 million heart failure hospitalizations per year, with 10 percent 

covered by Medicare, at an average cost of $11,000. 34  Our data suggest that about 20 percent of 

these cases, or 20,000 total, are readmissions.  Then a program that would reduce readmissions 

by only 10 percent would prevent 2,000 readmissions for a savings of $22,000,000 annually in 

Medicaid alone.  This is a conservative figure, as evaluations of AI-supported prevention 

systems have found that one can reduce the number of readmissions by 14 percent or more. 31 32  

 

A strength of our study is its sole focus on Medicaid patients with heart failure — a large but 

understudied population that is at high risk for readmission.  The pooling of Medicaid claims 

data from seven states enhances the generalizability of our model and provides a larger sample 

size than many previous studies of heart failure readmissions. 

 

Our study has several limitations:  Although our data set is derived from several states in the 

South, Midwest, and West, it does not constitute a probability sample of all Medicaid claims, and 

therefore estimates of readmission rates and the effects of risk factors may not be generalizable 

to the entire US population.  A second potential source of bias is the exclusion of patients who 

were not continuously enrolled in Medicaid, which could lead to missed index hospitalizations 

and readmissions.  A third is the unavailability of factors that are likely to affect readmission risk 

such as race, marital status, patient satisfaction, and quality of patient-provider communication; 

their absence could bias the effects of other factors that appear in the model.  Finally, because 
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our claims data are de-identified, we cannot link them to the National Death Index, and therefore 

we likely failed to capture all deaths.   

 

A recent article from our group estimated a statistical model for 30-day readmission in Medicaid 

patients diagnosed with diabetes.35  Using similar methods, the final model included age, sex, 

age-sex interaction, past diagnoses, US state of admission, number of admissions in the 

preceding year, index admission type, index admission diagnosis, discharge status, LoS, and the 

LoS-sex interaction. As with our heart failure analysis, the diabetes model fit well, and the 

estimated AUC of 0.761 was robust in sensitivity analyses and superior to AUCs found in other 

studies, even those using more granular data sets. 

 

Conclusions and Implications 

 

In this study, we derived and validated a claims-only statistical model to predict 30-day 

readmissions for hospitalized Medicaid patients with heart failure.  Our model shows moderate 

accuracy similar to other models that are based on more detailed clinical and demographic data.  

It may be of use to health plans, policy makers, and health systems as they seek to risk-stratify 

populations and refine, develop, and target interventions to help contain readmission-related 

costs in Medicaid programs.  Future work, including external validation of the risk model within 

Medicaid programs at the state or payer level, can facilitate the design of readmission-reduction 

initiatives to reduce morbidity and healthcare costs.  
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Table 1. Candidate predictors of readmission. 

 

Type of variable Variable 

Demographics 

Age 

Sex 

US state 

Previous claims 

Past diagnoses (comorbidity) 

Number of admissions in previous 12 months 

Number of emergency room visits in previous 12 

months 

Index hospitalization 

Admission type (emergency or non-emergency) 

Heart failure type 

Length of stay 

Discharge code 

Admission diagnoses 
Admission diagnosis group 

Main diagnosis group 
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Table 2.  Summary of Medicaid data on patients with heart failure from seven US states. 

 

State CO FL GA IN KY NV OH Total 

Patients 1,921 461 148 149 788 1,925 1,467 6,859 

Claims 2,707 493 197 168 1,101 2,777 1,893 9,336 

Agea 56 (47–62) 53 (43–60) 41 (35–48) 53 (42–59) 56 (49–63) 55 (47–60) 56 (49–61) 55 (47–61) 

Female (%) 41.6 31.7 87.8 42.3 53.3 38.8 54.1 45.2 

Readmit (%) 32.4 18.5 17.8 11.9 27.2 33.7 21.6 28.6 

LoSb 5.6 6.8 5.0 6.1 5.8 6.2 6.0 6.0 

Previous 

admissionsc 
7.5 1.4 1.5 0.8 2.5 3.3 3.1 4.2 

Previous ER visitsd 8.1 2.7 4.7 1.8 4.5 5.3 6.7 6.1 

Discharged to an 

institution (%) 
7.4 19.7 0.5 8.9 10.9 11.2 9.7 9.9 

Emergent or urgent 

type admissions 
92.0 95.3 93.9 86.9 86.5 88.4 90.3 90.1 

aMedian (1st quartile – 3rd quartile) 
bAverage length of stay. 
cAverage number of admissions in 12 months preceding the index claim. 
dAverage number of emergency room visits in 12 months preceding the index claim. 
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Table 3. Final prediction model. 

 

Type of variable Variable Odds ratio (95% CI) 

Demographic Age 0.98 (0.98,0.99) 

Previous claims 
# admits last 12 months 1.15 (1.13,1.17) 

# emergency room visits last 12 months 1.00 (0.99,1.01) 

Length of stay LoS spline See Figure S3 

Discharge code 

(reference is 

discharged home) 

Discharged to an institution 1.68 (1.39,2.02) 

Admission type 

(reference is 

emergency) 

Non-emergency 0.78 (0.63,0.95) 

US state of claim 

(reference is 

Colorado) 

Florida 0.80 (0.58,1.10) 

Georgia 0.89 (0.56,1.40) 

Indiana 0.50 (0.27,0.92) 

Kentucky 1.27 (1.02,1.58) 

Nevada 1.41 (1.19,1.68) 

Ohio 0.80 (0.66,0.97) 

Past diagnosis 

(reference is absence 

of the condition) 

Blood disorders 

Cardiac arrhythmia 

Chronic lower respiratory diseases  

Health services for specific procedures  

Hemolytic anemia 

Ischemic heart disease 

Obesity 

Renal failure 

Sepsis 

1.21 (1.03,1.42) 

1.05 (0.92,1.20) 

1.13 (0.99,1.28) 

1.07 (0.94,1.22) 

1.18 (1.03,1.34) 

1.06 (0.93,1.21) 

0.89 (0.79,1.01) 

1.30 (1.13,1.49) 

1.09 (0.96,1.25) 
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Figure 1.  The ROC curve for the final prediction model. 
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SUPPLEMENTAL MATERIAL 
 
Predicting readmission in Medicaid patients hospitalized for heart failure using 
administrative and claims data  
 

 

Supplemental Figure Legends 

Supplemental Figure 1.  Schematic of extraction of the data set. 

Supplemental Figure 2.  Observed versus expected plot showing deciles of 30-day readmission 
predicted probability. 
Supplemental Figure 3.  Linear splines for length of stay in the prediction model. 
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Figure S1.  Schematic of extraction of the data set. 

 

Choose index admissions whose billing type indicates 

institutional inpatient hospitalization with admission and 

discharge date (n = 133,443)

Delete index admissions whose discharge code indicates 

in-hospital death or transfer to a short-term general hospital, 

another type of institution not defined in the Medicaid code list, 

a Critical Access Hospital, or hospice care (n = 79,931)

Retain index admissions of type emergency, elective, urgent, trauma,

etc. (n = 72,438)

Delete index admissions with post-discharge eligibility less than 30

days (n = 72,461)

Retain index admissions whose heart failure diagnosis appear as either

the admission diagnosis or the first or second clinical (discharge)

diagnosis. (n = 9,336)

Identify heart failure patients with

1. admission ICD-10 codes

2. clinical diagnosis ICD-10 codes

Collect admissions from heart failure patients from CO, FL, GA, IN,  

KY, NV, OH (2017-2019)  (n=142,530)
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Figure S2.  Observed versus expected plot showing deciles of 30-day readmission predicted 
probability.  The diagonal line indicates where the points would lie in a perfectly calibrated model. 
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Figure S3.  Linear splines for length of stay in the prediction model. 
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Prediction of Electronic Health Record Documentation Compliance Using Machine 

Learning 

 

By Alaa Fathi Al Habib and Hana Mohammed Alharthi, PhD 

 

Abstract 

A critical aspect of a high-quality continuum of patient care is health record documentation. 

Prediction of poor documentation of electronic health records (EHRs) will help identify 

physicians who may need early communication to ensure their compliance. Machine learning 

(ML), a subfield of artificial intelligence, can be used to predict which physicians are non-

compliant with health record documentation in an effort to provide high- quality healthcare in 

the continuum of care and treatment.  

Objectives: To employ artificial intelligence tools based on ML classifiers to predict which 

physicians are likely to be non-compliant with completion of health record documentation in 

the EHR system. Also, to identify factors affecting the completeness of EHR documentation.  

Methods: The information from 90,007 discharged health records was obtained from the 

EHR system between January 2015 and August 2021, which included physician age, gender, 

department, and nationality; year of discharge; and patient insurance type. Several ML 

classifiers in Orange software were used to predict health record documentation completion. 

Random forest, K-nearest neighbor (KNN), support-vector machines (SVM), neural network, 

naïve Bayes, logistic regression and AdaBoost are the seven machine learning tools that were 

employed to test the data’s prediction performance. These classifiers were used to create the 

best-fit model to predict documentation completeness.  

Results: The best-fit model was the random-forest classifier, with AUC = 0.891 and F1 and 

Recall score = 0.831. Attributes found to be contributing to EHR documentation compliance 

are year of patient discharge, physicians age group and the department, respectively.  

Conclusion: We demonstrate that the random-forest classifier helps hospital management 

identify physicians who might not complete EHR documentation. This knowledge can be 

applied to early-intervention methods to ensure that physicians at risk of not completing 

EHRs become compliant in an effort to enhance documentation adherence for overall 

improved patient-care quality and continuum of healthcare.  

Key words: Documentation, Electronic health record, Machine learning, Quality of patient 

care. 
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Introduction 

Worldwide, electronic health records (EHRs) and the use of electronic documentation are 

preferred because they decrease errors. The aim of EHRs is to enhance the healthcare 

providers’ clinical documentation and decrease the possibility of poor documentation, 

thereby enhancing the quality and safety of patient care1
. Inconsistency and discrepancy in 

inpatient health records affect the treatment provided to the patient2. Therefore, a critical 

aspect of a high-quality continuum of patient care is health record documentation. 

 

Incomplete documentation of discharge notes affects the transfer of older patients from 

hospital to home care3. Moreover, effective communication of discharge documentation 

between healthcare providers improves patient outcomes and enhances healthcare provider 

satisfaction4. High rates of hospital readmissions are associated with incomplete discharge 

summaries5. Incomplete clinical documentation and delays in writing discharge summaries 

are associated with unplanned hospital readmissions6. 

 

Machine learning (ML) is a part of artificial intelligence whereby computers use a large set of 

data to identify the relationships between variables by computing algorithms7,8. It is an 

automated method to analyze data in which algorithms are used to develop models to predict 

an output variable based on input variables.  

 

ML models have been applied to a variety of medical problems to discover new patterns in 

existing data9. It has been used to predict radiation pneumonitis in lung cancer patients10, the 

hospital length of stay at the time of admission11 and surgical site infection after 

neurosurgical operations12. Moreover, ML has been used to predict readmissions for heart 

failure patients13 and the amputation rate for patients with diabetic foot ulcers14. 

 

The development of accurate prediction models depends greatly on the presence of complete 

documentation in patients’ EHR15. ML models were used to identify opioid misuse and 

heroin use (OM) patients from paramedic trip notes16. They have also been used to detect the 

keywords “naloxone,” “heroin,” and both combined to identify the true cases of OM. It was 

also used to predict the documentation of serious illness based on physician notes within 

48 hours of intensive care unit admissions for seriously ill patients17. 

 

Currently, the use of ML to assess predictive results in relation to health record 

documentation completion is rare: few researchers have evaluated ML and health record 

documentation in relation to specific variables18. 

 

Some physicians are not compliant in completing health record documentation, and hospitals 

may or may not have policies in place to ensure completion of such records. In this study, we 

employed ML to help hospital decision makers improve documentation compliance to enable 

physicians to comply with system health record documentation. We focused on creating a 

prediction model using ML classifiers to predict which physicians will not complete EHR 

documentation in the system.  

 

In the hospital understudy, when a patient is admitted to the hospital, the hospital staff 

completes admission documentation, which includes administrative and clinical information. 

A physician determines whether the patient is ready for discharge and if so, will complete the 

admission and discharge documentation in the EHR system. The current problem is in 
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completing the final diagnosis in admission and discharge documentation (Figure 1). This is 

considered one of the main pieces of documentation that the physician needs to complete. 

Incomplete documentation impacts continued health support of patients and might affect their 

safety. Also, it impacts hospitals’ accreditation status because it is one of the accreditation 

standards. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Patient admitted 

Figure 1. Workflow model for documentation process (current problem). 

No 

Admission 

documentation 

(administrative & 

clinical) is completed 

by hospital staff  

Patient treated 

Continue patient 

treatment  

Patient 

ready for 

discharge? 

Yes 

Physician completes 

the admission and 

discharge 

documentation in 

patient EHR including 
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Material and Methods  

Study location and parameters 

This study is an experimental study that was conducted at a government hospital in Dammam 

City, Saudi Arabia. The data included one target variable, the completion of the electronic 

health record documentation, with two values (1,0) as well as six additional variables: clinical 

department; the physician’s gender, age, and nationality; the year of discharge; and the 

patient’s insurance type (Table 1). 

 

Table 1. Health record documentation completion variables extracted to build the models. 

 

Feature Value Data Type Number of Category 

Health record documentation 

completion 

1= Complete 

0= Incomplete 

Categorical  2 

Department Department name Categorical  33 

Age Age group of the physicians 

(30-39, 40-49, 50-59, >60) 

Categorical  4 

Gender Male, female Categorical  2 

Nationality Saudi, Syrian, Egypt, French, 

Greece, Indian, Jordan, Other 

Asian, Pakistan, Sudanese.  

Categorical  10 

Year of Discharge 2015, 2016,2017, 2018, 2019, 

2020, 2021.  

Categorical  7 

Patient insurance type Governmental, private Categorical  2 

 

 

 

 

 

Ethical statement  

Human subject research was conducted with approval from the governmental hospital’s 

Institutional Review Board, approval number H- 05- D- 107. The Institutional Review Board 

at Imam Abdulrahman bin Faisal University also approved the study on November 10, 2021, 

approval number IRB-PGS-2021-03-422. No consent was required because we aimed to 

develop a prediction model based only on physicians’ variables.  
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Analysis 

The software used in this data analysis was Orange, which is component-based visual-

programming software for data visualization, ML, data mining and data analysis. The first 

step was retrieving the data for all patients who were discharged during the last seven years, 

from 2015 to 2021, and extracting it to an Excel sheet.  

 

Rank feature in Orange software was used to demonstrate the most contributing factors to the 

clinical documentation completion. 

 

The project methodology included several steps: data pre-processing, model development and 

model evaluation. 

 

Data pre-processing 

The data for all discharged patients was extracted from the hospital’s health information 

system database to an Excel sheet. Patients discharged from January 2015 to August 2021 

were included in the study. The data included 106,246 samples, which included 16,239 

duplicate values. The duplicates were eventually removed using the “remove duplicates” tool 

in Excel, so the final data analyzed included 90,007 samples. The data included one target 

variable, the completion of the EHR documentation, with two values (1, 0) as well as six 

additional variables: clinical department; the physician’s gender, age, and nationality; the 

year of discharge and the patient’s insurance type (Table 1). 

 

Developing the learning models  

Orange version V3.31.1 was used to build the prediction model. Descriptive statistics for the 

study features were analyzed using IBM SPSS software version 28.0.1.1 (14). To develop the 

predictive models, seven classifiers in Orange software were used: random forest, KNN, 

AdaBoost, neural network, naïve Bayes, logistic regression and SVM. 

 

The random-forest classifier produces a set of decision trees. Every tree is created from a 

small sample from the training data. When the classifier makes an individual tree, a random 

subset of attributes is drawn, and then the best attribute is selected19. KNN uses an algorithm 

to discover the closest training examples in features and uses the average to form the 

prediction20. AdaBoost is an algorithm that combines weak learners randomly selected from 

the dataset to make a strong learner19. Neural network is an ML model derived from the 

human brain. A typical neural network has an input layer, hidden layers and an output layer 

with different weights between layers and nodes21. Naïve Bayes is based on the Bayes 

theorem, in which the variables are assumed to be independent. It is a probabilistic classifier 

that calculates each variable independently against the target class20. Logistic regression is a 

regression analysis that can be used when the target variable is binary19. SVM is a kernel-

based supervised learning algorithm that classifies the data into two or more classes. It is 

particularly designed for binary classification22. Table 2 presents a brief description of the 

various classifiers used in this study with their advantages and disadvantages. 
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Table 2. Classifiers brief description and their advantages and disadvantages. 

 

# Classifiers Brief description Advantages Disadvantages 

1 Random 

Forest 

 

Random Forest classifier 

produces a set of decision 

trees. Every tree is 

created from a small 

sample from the training 

data. When the classifier 

makes an individual tree, 

a random subset of 

attributes is drawn then 

the best attribute is 

selected. 

1. Used to solve both 

classification as well as 

regression problems 

2. Less training time with 

high accuracy 

3. Efficient in handling 

non-linear parameters 

1. Complex 

2. Change greatly 

with small 

change in data 

2 Neural 

Network 

 

Neural Network is a 

machine learning model 

derived from the human 

brain. A typical neural 

network has an input 

layer, hidden layers, and 

an output layer with 

different weights between 

layers and nodes. 

 

 

1. Strong in representing 

complex data  

2. Good presenting 

nonlinear relationships 

between input and 

output features 

1. Complex 

2. Data 

dependant 

 

 

3 AdaBoost 

 

AdaBoost is an algorithm 

that combines weak 

learners randomly from 

the dataset to make a 

strong learner. 

1. Simple to implement 

2. Handle both text and 

numeric data  

3. Reduces bias and 

variance 

1. Sensitive to 

missing values 

and outliers 

2. Exposed to 

noisy data 

When weak 

classifier 

underperforms, 

the whole 

model may fail 

4 KNN 

 

KNN K- Nearest 

Neighbour uses an 

algorithm to discover the 

closest training examples 

in features and uses the 

average to form the 

prediction. 

 

1. No training period 

2. Very easy to implement 

3. New data can be added 

seamlessly which will 

not impact the accuracy 

of the algorithm  

1. Does not work 

well with large 

dataset 

2. Sensitive to 

missing values 

and outliers 
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5 SVM 

 

SVM support-vector 

machine is a kernel-based 

supervised learning 

algorithm that classifies 

the data into two or more 

classes. SVM is 

particularly designed for 

binary classification. 

1. Handles non-linear data 

efficiently 

2. Used to solve both 

classification as well as 

regression problems 

1. Long training 

time 

2. Difficult to 

interpret 

6 Logistic 

Regression  

 

Logistic Regression is a 

regression analysis that 

can be used when the 

target variable is binary.  

 

 

1. Easy to use  

2. Simple to implement  

3. Perfect fitting on 

linearly separable 

datasets 

4. Overfitting can be 

reduced by 

regularization 

1. Effected by 

outliers 

2. Boundaries are 

linear 

3. Assumes the 

data is 

independent 

7 Naïve 

Bayes  

 

Naïve Bayes is based on 

Bayes Theorem, where 

the variables are assumed 

to be independent. It is a 

probabilistic classifier 

that calculates each 

variable independently 

against the target class.  

1. Used small amount of 

training data  

2. Training time is less 

3. Easy to implement 

4. Mainly targets the text 

 

 

1. Does not take 

into account 

the number of 

occurrences of 

each data.   

2. Assumes that 

all predictors 

are 

independent 

 

Model Evaluation  

Model evaluation is an important phase in model development. It explains how well a given 

classifier is performing. In our data, the target variable was slightly imbalanced, with 60.76 

percent for complete documentation and 39.23 percent for incomplete documentation.  

Stratified five-folds was used in cross-validation because it is the default parameter shown in 

Orange. The confusion matrix allows for the identification of misclassified cases or those that 

are truly classified. With the test and score feature in Orange, the classifiers were evaluated 

for prediction performance through cross-validation and the area under curve (AUC) score 

because the accuracy was compared across all classifiers. Performance metrics included AUC 

as a measurement of the classifier’s ability to distinguish between classes. Higher AUC 

scores indicate better classifier ability to distinguish between true positives and true 

negatives. Classification accuracy (CA) is the number of correctly predicted values divided 

by the number of predictions made: Accuracy = (TN+TP) / (TP+FP+TN+FN). Recall returns 

the proportion of positive values correctly predicted, which is used to calculate the true 

positive rate: Recall= TP / (TP + FN). On the other hand, the false-positive rate = FP / (TN + 

FP). Specificity returns the proportion of negative values correctly predicted: Specificity 

= TN / (TN + FP). In addition, precision returns the true positives among all the values 

predicted to be positive: Precision = TP / (TP + FP). Finally, the F1 score is the harmonic 

mean of precision and recall. It is often used to compare classifiers. F1 score = (2 × Precision 

× Recall) / (Precision + Recall). 
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Results 

The dataset of 90,007 discharged health records showed 60.8 percent of the final diagnoses in 

form A were completed and 39.2 percent were not. Male physicians discharged 83.7 percent 

of the discharged health records, 73.2 percent of the physicians were Saudis, and 59.7 percent 

were between the ages of 50 and 59. The internal-medicine department had the most 

discharges, with 22.0 percent. Also, the most discharges occurred in 2019, with 16.2 percent. 

Most of the discharged patients, 90.1 percent, were on government insurance (Table 3). 

 

Table 3. Result of the descriptive statistics of the study variables. 

 

 Variable Frequency Percent (%) 

Health record 

documentation 

completion 

0 35316 39.2 

 1 54691 60.8 

Gender Female 14710 16.3 

 Male 75297 83.7 

Nationality Egypt 8043 8.9 

 French 1049 1.2 

 Greece 1028 1.1 

 Indian 1012 1.1 

 Jordan 2511 2.8 

 Other Asian 32 .0 

 Pakistan 1219 1.4 

 Saudi 65865 73.2 

 Sudanese 285 .3 

 Syrian 8963 10.0 

Age Group 30-39 6436 7.2 

 40-49 27064 30.1 

 50-59 53703 59.7 

 > 60 2804 3.1 

Department Anesthesiology  477 .5 

 Bariatric Surgery 229 .3 

 Chest Surgery  747 .8 

 Dental – Advanced Restorative  1 .0 

 Dental – Maxillofacial Surgery 896 1.0 

 Dental- Pedodontics 1864 2.1 

 Dentist General 160 .2 

 Dermatology 572 .6 

 Cardiac  75 .1 

 Endocrinology 2867 3.2 

 ENT Surgery 4797 5.3 

 Gastroenterology 4464 5.0 

 General Surgery 17273 19.2 

 Hematology 696 .8 

 Infectious Diseases 2396 2.7 

 Internal Medicine  19835 22.0 

 Nephrology 3039 3.4 

 Neurosurgery 4125 4.6 
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 Neurology 3167 3.5 

 Ophthalmology – General  1624 1.8 

 Ophthalmology - Glaucoma 134 .1 

 Ophthalmology - Pediatric 883 1.0 

 Ophthalmology - Retina 653 .7 

 Orthopedic surgery  8777 9.8 

 Pediatric 219 .2 

 Physical Therapy  1 .0 

 Plastic Surgery  2257 2.5 

 Psychiatry  78 .1 

 Pulmonary  1036 1.2 

 Rheumatology  1431 1.6 

 Trauma Surgery  278 .3 

 Urology  4365 4.8 

 Vascular 591 .7 

Year of discharge 2015 12138 13.5 

 2016 13116 14.6 

 2017 12446 13.8 

 2018 12990 14.4 

 2019 14544 16.2 

 2020 13308 14.8 

 2021 11465 12.7 

Patient Insurance Governmental 81054 90.1 

 Private 8953 9.9 

  

We used various ML classifiers to predict the clinical-documentation completion. The 

workflow was executed in Orange (Figure 2). Random forest, KNN, SVM, neural network, 

naïve Bayes, logistic regression and AdaBoost were the seven ML tools we employed to test 

the data’s prediction performance. We evaluated each classifier’s performance using the 

following metrics: the AUC, accuracy, F1 score, precision and recall. In terms of AUC, the 

result showed that random forest had the highest performance result, with an AUC of 0.891, 

followed by AdaBoost and neural network models, both with a score of 0.890, but neural 

network took longer to run than AdaBoost. Table 4 summarizes the metrics used to compare 

the classifiers’ performance.  

When we evaluated AUC metrics, an AUC close to 1 indicated the classifier is the best fit for 

prediction. The AUC curve (Figure 3) demonstrated the model’s reliability, where true 

positive was the majority when the value of AUC was near 1. The confusion matrix for the 

random-forest classifier (Table 5) is another indicator of this algorithm’s usefulness. The 

true-positive rate was 86.2% (47,149 / 47,149 + 7,542) = (47,149 / 54,691) and the false 

positive rate was 21.5% (7,580 / 27,736 +7,580) = (7,580 / 35,316). Therefore, the random-

forest classifier was the best-fit model to predict EHR documentation incompleteness. 

Furthermore, the year of patient discharge was the most contributing attribute to the clinical 

documentation completion followed by the physicians age group and the department as 

shown in Figure 4. 
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Figure 1. Orange Workflow. 

Figure 3. Result of the AUC curve for random forest model using 5-fold cross validation.  
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                Figure 2. Result of the attributes Ranking. 

      

 

 

 

 

 

 

 

Table 4. Summary Results of all Classifiers showing that random forest is the best fit 

classifier.  

Sampling type: Stratified 5- fold Cross validation 

Classifier AUC CA F1 score Precision Recall = 

sensitivity  

KNN 0.853 0.817 0.817 0.817 0.817 

SVM 0.495 0.474 0.457 0.549 0.474 

Random 

Forest 

0.891 0.831 0.831 0.831 0.831 

Neural 

Network 

0.890 0.830 0.830 0.830 0.830 

Naïve Bayes 0.842 0.749 0.750 0.751 0.749 

Logistic 

Regression 

0.621 0.634 0.579 0.622 0.634 

AdaBoost 0.890 0.831 0.831 0.831 0.831 
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Table 5. Result of the confusion matrix for random forest classifier. 

 

Actual 

Predicted 

 0 1 Sum 

0 27736 

TN (78.5%) 

7580 

FP (21.5%) 

35316 

1 7542 

FN (13.8%) 

 

47149 

TP (86.2%) 

54691 

Sum 35278 54729 90007 

 

Discussion  

We used ML classifiers to predict which physicians are unlikely to complete EHR 

documentation. In this study, the AUC showed the random-forest model was the best model 

to predict completion of EHRs. Researchers have used AUC measurement in ML in multiple 

studies in the healthcare domain to evaluate various classifiers to predict certain health 

outcomes6,9,11-14,23-26. In various studies using ML, researchers have used clinical 

documentation in prediction, producing various results. One study showed that random forest 

was the best-fit model to predict documentation of behavioral change among hypertension 

patients9. However, other studies have shown other classifiers outperformed random forest in 

prediction. The completion of discharge documentation in pediatrics helped predict the 30-

day readmission rate using a Radiant boosted tree classifier6. Logistic regression showed the 

best performance to show paramedic documentation to identify opioid and heroin misuse16.  

 

The study's ranking outcome facilitated the comprehension of how various factors influence 

clinical documentation completion. This insight can be used by hospital management to 

formulate new policies and procedures to enhance documentation adherence and address this 

problem. Additionally, the prediction module will provide precise determinations about 

which physicians may have incomplete documentation, enabling the identification of specific 

issues on an individual basis through alerts or notifications within the EHR system. 

 

Upon utilizing the ranking feature within the Orange software, it became evident that the year 

of patient discharge held the most significant influence on documentation completion, 

although it’s worth noting that this may be influenced by the hospital’s accreditation cycle 

occurring during that year. Subsequently, the age group of physicians and their respective 

departments were also influential factors. Notably, physicians between the ages of 50-59 

accounted for the highest number of major discharges and displayed the highest level of non-

compliance. Examining departments, the internal medicine department stood out with the 
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highest number of discharges, yet regrettably, they also exhibited the highest rate of non-

compliant documentation. This underscores the importance of additional training and 

educational sessions to improve their documentation practices. Health record documentation 

can be improved through policy creation and implementation27,28. A study showed significant 

improvement when changes in health record documentation are measured after 

documentation policy enforcement27. Our findings can help hospital management modify 

their current policies and procedures related to electronic health documentation to enhance 

physicians’ documentation adherence.  

 

Current policy in the hospital under study states that physicians who are not compliant in 

completing their clinical documentation within 30 days of patient discharge are subjected to 

vacation suspension. The process of handling incomplete health record documentation starts 

two weeks after the patient’s discharge. Afterward, a notification is sent by email to the head 

of department and then to the medical administration. But there is still a problem because a 

physician may not take vacation for few months; as a result, his/her clinical documentation 

will still not be completed. All these activities happen after the patient has been discharged.  

 

As a result, our model can impede clinical workflow by sending an alert to the health 

information management department from the onset of patient admission that this treating 

physician has a high probability of not completing his/her clinical documentation.  

 

Accordingly, a note is sent to that physician and to the head of department and medical 

administration at the time of patient admission rather than after patient discharge. This policy 

modification might help treating physicians adhere to policy and complete their 

documentation on time. We hope over time, more physicians will become more compliant 

and the norm will be to complete patients’ documentation. This policy modification might 

lead to better quality control of patients’ clinical documentation and improve healthcare 

outcomes. 

 

Limitations and Future Work  

Our study is the first to use ML approaches to predict health record documentation 

completion in Saudi Arabia. As such, our findings highlight this approach and methodology’s 

relevance as a significant tool in the health information management field to improve the 

physician’s documentation completion through an alert sent to treating physicians who are 

likely not to complete their EHR documentation at the onset of patient admission. Our study 

had a few limitations, which could be improved in future studies. Although we studied seven 

variables, future researchers can expand the number of variables that could increase the 

prediction accuracy, such as the physician’s shift, degree, and years of experience as well as 

data from private and government hospitals. Although we used seven attributes in this 

research, our findings showed promising results in the prediction performance regarding 

documentation completion. 

Conclusion  

In this study, the main objective was to develop a ML tool to predict which physicians are not 

likely to complete health record documentation in the EHR system. The results showed that 

the random-forest classifier achieved high prediction accuracy over the other classifiers with 

(AUC = 0.891; F1 and recall score = 0.831). Health record documentation is critical to a 

patient’s continuous treatment because it is considered a crucial element of patient care. Our 
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results can help hospital management modify their current policies to enhance physicians’ 

documentation adherence. 
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Abstract 

Most studies in telehealth focus on telehealth availability or use by healthcare systems or providers. 

Only a few behavioral studies explore determinants of individuals' continuance intention for 

telehealth. 

This study seeks to identify factors that encourage individuals to continue the intention of using 

telehealth. We extended the Theory of Planned Behavior (TPB) by examining constructs that could 

identify reasons individuals plan to continue using telehealth including security and privacy.  

A cross-sectional survey evaluated the determinants that predicted the continuance intention of 

telehealth. Responses from 194 individuals were analyzed with Partial Least Squares (PLS) 

Structural Equation Modeling. Perceived usefulness, security, attitudes, privacy, and subjective 

norms were important predictors of the continuance intention of telehealth. Conversely, perceived 

behavioral control did not influence the continuance intention of telehealth. 

The extended TPB model predicted an individual’s continuance intention of telehealth. Healthcare 

professionals can use these results to address individuals’ telehealth privacy and security concerns 

and improve their perceptions of the usefulness of telehealth. Privacy and security concerns create 

barriers to telehealth use that must be reduced to facilitate repeated telehealth usage in future 

healthcare settings. 

Keywords: Telehealth; Theory of Planned Behavior (TPB); privacy; security, usefulness 
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Introduction 

Initially, telehealth use was primarily limited to facilitating medical care in rural and underserved 

areas. Pre-COVID-19, telehealth use expanded with the shift to patient and quality outcomes as 

well as cutting costs.1 During the COVID-19 pandemic, telehealth visits were often the choice for 

most routine physician visits. Bestsennyy, Gilbert, Harris and Rost 2 indicated that telehealth use 

increased from 19 percent pre-COVID-19 to 46 percent during the pandemic. Kaiser Family 

Foundation 3 predicts that telehealth usage in the United States (US) will continue in the post-

COVID-19 era. 

According to Medicaid.Gov 4 telehealth provides a low-cost, convenient alternative to face-to-face 

office visits. Telehealth use increases provider access, reduces travel costs and wait times, and 

improves continuity of care.5 Other researchers projected a potential $200 billion reduction in the 

cost of healthcare from the use of telehealth to manage chronic disease via remote monitoring of 

medical devices.6 

However, many barriers to telehealth adoption exist including those related to users’ concerns 

about their healthcare data privacy and security,7 and the usefulness of telehealth.8 Most research 

studies on telehealth have concentrated on availability, telehealth use by healthcare systems, or 

telehealth use by healthcare providers. Few behavioral studies explore determinants of the 

individual’s intention to use or continuance intention of telehealth. The purpose of this study was 

to explore factors that can encourage individuals to use telehealth by identifying individuals’ 

telehealth concerns and improving their perceptions of the usefulness of telehealth. 

Background 

Theory of Planned Behavior 
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TPB is based on the social cognitive Theory of Reasoned Action (TRA). Ajzen and Fishbein 9 

introduced the TRA to assess what motivates an individual to behave in a certain manner based on 

their intention, attitudes, and subjective norms. According to TRA, an individual’s actions are 

influenced by their intention to act. The individual’s intentions are determined by their attitude, 

which is their belief that the outcome will be favorable or beneficial, and by the level of “social 

pressure” (subjective norm) compelling them to complete the task.  

Ajzen 10 added perceived behavioral control to the TRA resulting in the TPB. The TPB has been 

used to explore the pathways among attitude, perceived behavior control, subjective norms, and 

the intention to use various healthcare systems. Bell 11 predicted the intention to use a web-based 

medical appointment scheduling system at a primary care medical clinic with the TPB. During the 

COVID-19 pandemic, Ramírez-Correa, Ramírez-Rivas, Alfaro-Pérez and Melo-Mariano 12 used 

the TPB to predict the intention to use telemedicine. TPB is suitable for this study because one 

purpose of the study is to explore the determinants of an individual’s continuance intention of 

telehealth. While individuals may adopt technology, their continuance intention is a better measure 

as it determines their decision to sustain that use of the technology rather than just using it once or 

only when required.13 For example, Wang, Wang, Liang, Nuo, Wen, Wei, Han and Lei 13 identified 

antecedents to the continuance intention of mHealth in their metanalysis/systematic review. We 

believe it is important to ensure that individuals are going to continue to use the tool (continuance 

intention) rather than a one- or two-time use as required by an event such as the COVID-19 

pandemic.  
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Hypothesis Development 

In a novel approach, we extended the TPB model by incorporating usefulness, privacy beliefs, and 

security concerns into the model to determine how these constructs impact the causal pathways 

shown in Figure 1. Few studies have included these constructs in theoretical models for the 

continuance intention of telehealth. 

Figure 1. Model for Continuance Intention of Telehealth 

Attitude

Subjective 

Norm

Perceived 

Behavioral 

Control

Security 

Concerns
H2

H5
Continuance 

Intention

Privacy 

Beliefs

Usefulness H1

 

Chau and Hu 8 found that usefulness positively affected attitudes when exploring the adoption of 

telehealth by healthcare professionals. Hsieh et. al 14 concluded that usefulness had a positive effect 

on attitudes toward the adoption of adoption electronic health record exchanges. Thus, we add the 

hypothesis: 

H1: Usefulness positively influences an individual’s attitude toward using telehealth services. 



5 

 

Security concerns are the unease that one feels about whether their protected health information is 

vulnerable to risks that could disclose the information and whether protective actions are taken to 

guard against these threats. 15 Privacy is defined as an individual’s belief that their protected health 

information will only be accessed by those with a “need to know.” 16,17 Several prior researchers 

determined that security directly impacted an individual’s intent to adopt m-payment systems. 18 

Both Kisekka et al. 19 and Moqbel, Hewitt, Nah and McLean 15 determined that security concerns 

negatively impacted an individual’s intention to use an e-health portal. Other researchers noted 

that security impacted privacy when exploring physicians’ willingness to adopt telehealth.20 For 

example, Elkefi and Layeb 7 investigated the benefits and challenges of telemedicine adoption for 

patients and caregivers after the COVID-19 pandemic and determined that security and privacy 

were important when studying the usability of telehealth tools. Smith, Smith, Kennett and Vinod 

21 found technology barriers, including security concerns, when evaluating the telehealth use of 

cancer patients. Houser, Flite and Foster 22 recognized security as a challenge using telehealth. 

This study measured security as a risk that would be perceived as having a negative influence on 

an individual’s continuance intention of telehealth.15  

Thus, we propose the following hypothesis: 

H2: Perceived security concerns negatively influence an individual’s privacy concerns about 

telehealth. 

Attitude is present in the original TPB. Attitude refers to whether an individual feels that the 

outcome will favor them. Ramírez-Correa, Ramírez-Rivas, Alfaro-Pérez and Melo-Mariano 12 

established that the TPB significantly predicted behavioral intention to use telehealth, with attitude 

having the strongest influence on behavioral intentions. Using the TPB, Kisekka, Goel and 
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Williams 19 determined that the strongest predictor of intent to use an e-health portal was attitude. 

Thus, we posit the following hypothesis: 

H3: Attitude positively influences an individual’s continuance intention of telehealth services. 

Privacy concerns negatively impact an individual’s intention to use an e-health portal.19 Pool, 

Akhlaghpour, Fatehi and Gray 23 determined that elderly patients were less likely to adopt and use 

telehealth due to privacy concerns. Hirani, Rixon, Beynon, Cartwright, Cleanthous, Selva, Sanders 

and Newman 24 found that expressed privacy concerns affected whether individuals with chronic 

conditions used telemedicine. Zhang, Guo, Guo and Lai 25 found that privacy concerns positively 

impacted usefulness. While these studies explore how privacy impacts one’s use of telehealth, we 

believe that privacy beliefs will directly impact whether an individual will continue to use 

telehealth and will test the following hypothesis.  

H4: Privacy beliefs positively influence an individual’s continuance intention of telehealth.  

 

Subjective norms are the social pressures that induce individuals to take actions that meet with the 

approval of their peers or the approval of society. Thus, if an individual believes that society 

approves of their intended actions, they are more likely to perform those actions. Kisekka, Goel 

and Williams 19 used the TPB and determined that subjective norms strongly predicted the 

intention to use telehealth. Ramirez-Rivas, Alfaro-Perez, Ramirez-Correa and Mariano-Melo 26 

determined that subjective norms strongly influenced the intention to use telemedicine. Thus, we 

add this hypothesis: 

H5: Subjective norm positively influences an individual’s continuance intention of telehealth 

services. 
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Ajzen 10,Ajzen 27 suggested that perceived behavioral control impacted the intent to perform 

different behaviors. Self-efficacy represents “beliefs in one’s capabilities to organize and execute 

the courses of action required to produce a given attainment.” 
28 Often used in the TPB, perceived 

behavioral control is defined as “a person’s perception of the ease or difficulty of performing the 

behavior of interest.” 9 Researchers have determined that self-efficacy influences perceived 

usefulness when examining the intention to use internet banking 30 or mobile payment systems. 

We posit that perceived behavior control influences perceived usefulness. 30-32 Accordingly, we 

propose the following hypothesis:  

H6: Perceived behavioral control positively influences an individual’s perceived usefulness of 

telehealth. 

Methods 

This cross-sectional survey study explores the factors influencing individuals' continuance 

intention of telehealth. 

Measures 

The measures for usefulness were modified from Davis 33 Privacy and security constructs were 

altered from studies by Dinev and Hart 34 and the remaining constructs were adapted from prior 

TPB studies including those by Ajzen 10 

Data collection 

After receiving approval from the Internal Review Board, Qualtrics Survey Service provided a 

panel of individuals who completed the survey utilizing our requirements. The data was collected 

by Qualtrics in mid-2022. Specifically, we requested survey respondents from a general population 

of US residents over the age of 18. We requested respondents from only one country (i.e., the US) 
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because residents of other countries may have different perceptions of privacy. Using our 

specifications, Qualtrics distributed email links to a random sample of their pool who were over 

age 18 from the US. Qualtrics literature indicates they take steps to prevent selection bias by 

following up with non-responsive participants. No identifiable information was collected from the 

participants. The anticipated demographics were a random sample of US residents. We obtained 

informed consent by using a click online button within the Qualtrics survey.  

Statistical Analysis 

The survey construct data was analyzed using Smart PLS (Partial Least Squares) 4.0 because our 

predictive model was comprised of latent variables.35 Demographic data was analyzed with R 

statistical software version 4.1.2.36 The response rate is unknown. There were 194 valid responses 

from individuals over age 18 and living in the US that were analyzed. To ensure that our sample 

size was sufficient, we used Soper’s 37 Post-Hoc Statistical Power for Multiple Regression 

calculator. Soper’s 37 calculator indicated that our sample size was more than efficient based on 

our number of latent variables (n = 6), our R2 of .50, and our sample size of 194. See Appendix A 

for the survey questions. 

Results 

Demographics  

Survey respondents included 94 females (48 percent), 99 males (51 percent), and one other (1 

percent). Approximately 23.7 percent of the respondents were represented by groups ages 18-34, 

and the 35-50 age group accounted for 34.5 percent. The largest age group was over age 50 (41.8 

percent). The largest percentage of participants held a baccalaureate degree (31.4 percent), 

followed by those with a high school degree (17.5 percent). The majority were employed (60.3 
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percent). Most had a primary care physician (95.4 percent), and 88.1 percent reported having 

regular doctor’s visits. Table 1 presents demographic information about respondents.  

Next, study demographics are considered in comparison to the US Census 2021 data 38 and the US 

Census education table.39  The demographic age groups and percentages for the study respondents 

were 20-34 (23.7 percent) and 35-50 (34.5 percent), in comparison with the most similar Census 

findings the group percentages are 20-34 (20.0%) and 35-54 (25.5%). Regarding education above 

high school, the US Census reports high school graduates (28.3 percent), some college (17.1 

percent), associate degree (9.9 percent), 4-year degree (22.2 percent), master’s degree (9.6 

percent), and doctorate (1.9 percent). As expected, the current study had more respondents with 

associate, bachelor, master, and doctorate degrees than the US Census. 

When comparing gender to the US population, Census data showed that 54.9 percent of the 

population are females and 45.1 percent are males. By comparison, females made up 48.5 

percent of the respondents in this study, which was lower than the population, but 51 percent 

were males. When examining the employment rate for study respondents, 75.3 percent were 

employed, and 24.7 percent were unemployed. Census results for over 16 years in the civilian 

labor force reported lower employment (59.6 percent). There were 65.4 percent reporting annual 

household income less than or equal to $89,999. In similar categories, the Census found 64.2 

percent reported income less than or equal to $99,999. 

Table 1. Demographic Information 

Characteristics Number Percentage 

(%) 

Age, years 

18-34 46        23.7 

35-50   67      34.5 
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Over 50 81 41.8 

   

Education (highest level) 

Less than High School 3        1.6 

High school graduate  34     17.5 

Some college 22 11.3 

2-year degree 29 15.0 

4-year degree 61 31.4 

Master’s degree 33 17.0 

Professional Degree 5 2.6 

Doctorate 7 3.6 

Gender 

Female 94        48.5 

Male 99      51.0 

Other 1 0.5 

Employment Status 

Full-time 117 60.3 

Part-time 29 15.0 

Unemployed 48 24.7 

Employment Industry 

Education 11    5.7 

Financial Services 15 7.7 

Healthcare 15 7.7 

IT/Computing 33 17.0  

Professional and Business Services 10 5.2 

Retail 17 8.8 

Other 93 47.9 

Household Income   

Less than $10,000 7 3.6 

$10,000 - $99,999 22        11.3 

$30,000 - $49,999 41 21.1 

$50,000 - $69,999 28        14.4 

$70,000 - $89,999 29 15.0 

   

$90,000 - $149,999 44 22.7 

More than $150,000 23 11.9 

Primary Care Physician          

Yes 185 95.4 

 No 9 4.6 

Regular Doctor Visits    

Yes 171  88.1 

 No 23 11.9 
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Measurement Model 

Before analyzing the model, we assessed the constructs and survey questions for reliability and 

validity. To establish convergent validity, we removed items with factor loadings less than 0.70 

and utilized a stepwise approach.40 A full collinearity assessment determines whether a model 

violates the common method bias (CMB) principles, which is variance attributed to constructs 

measured with the same method (e.g., the survey method). The concern is that CMB introduces 

false effects related only to the measurement instrument when we seek to measure the effects 

related to the construct being measured. Therefore, items with a variance inflation factors (VIF) 

value greater than 5 were removed;41 see the Factor Loadings and VIF Table located in Appendix 

B.  

Next, we evaluated the convergent validity. Examining Table 2, we note that Cronbach’s alpha 

and composite reliability for all items were greater than 0.70 as recommended by Nunally and 

Bernstein.42 These results indicate the conditions for convergent validity are met. We used two 

tests to confirm discriminant validity. First, the Average Variance Extracted (AVE) values are all 

above 0.05.43 Discriminant validity was also confirmed using the Fornell-Locker Criterion by 

verifying that the square root of every AVE value for each latent construct, located on the table 

diagonal, was larger than the correlations with the other constructs as shown in Table 2. The results 

in this section offer evidence that the constructs and survey questions are reliable and valid. 

Table 2. Construct reliability and validity 
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Attitude 0.88 0.90 0.92  0.69 0.83       

Continuance 

Intention 0.93 0.93 0.94 

 

0.77 0.61 0.88      

Useful 0.84 0.86 0.89  0.67 0.74 0.70 0.82     

Perceived Behavior 

Control 0.75 0.78 0.86 

 

0.66 0.60 0.50 0.54 0.82    

Privacy Beliefs 0.86 0.88 0.90  0.70 0.52 0.57 0.63 0.48 0.84   

Security Concerns 0.88 0.89 0.93  0.81 -0.18 -0.18 -0.22 -0.12 -0.37 0.90  

Subjective Norm 0.74 0.80 0.85  0.67 0.18 0.26 0.11 0.16 0.11 0.15 0.82 

 

Hair, Hult, Ringle and Sarstedt 44 recommend assessing discriminant validity with the Heterotrait-

Monotrait Ratio of Correlations (HTMT) as shown in Table 3. The HTMT ratio correlations are 

all less than 0.90, confirming discriminant validity.  

Table 3. Heterotrait-Monotrait Ratio of Correlation 
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Attitude               

Continuance 

intention 0.661             

Perceived 

Behavior 

Control 0.720 0.584           

Privacy 

Beliefs 0.589 0.627 0.585         

Security 

Concerns 0.405 0.426 0.387 0.658       
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Subjective 

Norm 0.232 0.394 0.379 0.109 0.569     

Useful 0.840 0.782 0.654 0.726 0.494 0.202   

 

Hypothesis Results 

The study results demonstrated that the respondents were influenced to use telehealth by all factors 

in the study except perceived behavior control. Specifically, usefulness affected attitude, and 

security concerns influenced privacy. Attitude, privacy beliefs, and subjective norms impacted 

continuance intention. These results are shown in Table 4, and Figure 2. 

Table 4. Hypothesis Results 

 

Original 

Sample 

(O) 

Sample 

Mean (M) 

Standard 

Deviation 

(STDEV) 

T Statistics 

(|O/STDEV|) 

P 

Values Hypothesis  

Useful → Attitude 0.74 0.75 0.05 16.48 0.00 Supported 

Security Concerns → 

Privacy Beliefs -0.66 -0.66 0.04 18.09 0.00 Supported 

Attitude → 

Continuance 

Intention 0.36 0.36 0.08 4.55 0.00 Supported 

Privacy Beliefs → 
Continuance 

Intention 0.33 0.33 0.07 4.96 0.00 Supported 

Subjective Norm → 

Continuance 

Intention 0.20 0.20 0.07 2.74 0.01 Supported 

Perceived Behavior 

Control → 

Continuance 

Intention 0.07 0.08 0.08 0.85 0.39 

Not 

supported 
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Figure 2. Hypothesis Results  

Attitude

R2 = .55

Subjective 

Norm

Perceived 

Behavioral 

Control

Security 

Concerns
  -.66***

.20**

Continuance 

Intention 

R2 = .50

Privacy 

Beliefs

R2 = .43

Usefulness .74***

 

 

*** p < 0.001 

 ** p <0.01 

 

Discussion 

This study is one of a small group of behavioral studies that explore determinants of individuals' 

continuance intention of telehealth. The results from this study can be utilized to reduce the barriers 

to sustained telehealth use.  

Most prior studies on the adoption of telehealth did not explore security and privacy, but we felt it 

was important since careless security behaviors when using telehealth can cause an individual’s 
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health information to be divulged, which invades their privacy. In this study, we found that security 

concerns negatively influenced an individual’s privacy beliefs.  

Usefulness positively influenced attitude as previously found by Chau and Hu.8 These results are 

important as they indicate that individuals feel that using telehealth is beneficial. Subsequently, 

usefulness impacts their attitude toward the continuance intention of telehealth. According to Horn 

45, a primary care physician for the Division of General Internal Medicine at Massachusetts 

General Hospital and an assistant professor at Harvard Medical School, healthcare facilities started 

opening their doors in June 2021. We gathered data in mid-2022. By that time, choosing to use 

telehealth was more of an option than a requirement. Thus, usefulness and continuance intention 

were measured after the height of the social distancing period for COVID-19, when individuals 

were returning to a less isolated existence.  

Subsequently, attitude impacts an individual’s decision to continuance intention of telehealth in 

support of prior findings by both Chau and Hu 8 and Ramírez-Correa, Ramírez-Rivas, Alfaro-Pérez 

and Melo-Mariano 12 Since most individuals were attempting to social distance during COVID-

19, telehealth may be seen as useful since one can visit health professionals from a safe 

environment.  

Their privacy beliefs positively impacted whether they intended to continue to use telehealth 

services. A related barrier is that the patients are often responsible for acquiring the technical skills 

necessary for enabling and maintaining the telehealth software connection to ensure secure, private 

telehealth sessions. For example, in this study, over 40 percent of the respondents were over age 

50, and this age group may have more difficulty managing the technical aspects of remote 

telehealth sessions. Thus, it is important to include privacy and security in studies on telehealth 

adoption.   
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Moqbel, Hewitt, Nah and McLean 15 found that subjective norms in the form of physicians’ and 

other health professionals’ encouragement impacted individuals’ decisions to use patient portals. 

Our results supported those prior findings. Thus, the subjective norm can be important to the 

adoption of systems, especially if the physician and other healthcare professionals are suggesting 

that patients use telehealth. We suggest that physicians continue to promote telehealth to their 

patients.  

Surprisingly, perceived behavioral control was also not significant in our study, which contradicts 

the results from Chau and Hu 8 who found perceived behavior control significant but  its influence 

was moderate. Ramírez-Correa, Ramírez-Rivas, Alfaro-Pérez and Melo-Mariano 12 also found it 

insignificant when exploring the adoption of telehealth in a study comparing TPB with TAM. 

Trafimow, Sheeran, Conner and Finlay 46 suggest that perceived behavioral control may need to 

be broken into two variables including perceived control and perceived difficulty. Terry and 

O'Leary 47 suggest that researchers should consider the differences between perceived behavioral 

control and self-efficacy through Ajzen 10 and Ajzen and Driver 48 propose the variables are 

synonymous. Thus, regardless of whether we included perceived behavior control or self-efficacy, 

these variables may influence the adoption and/or continuance intention of telehealth with a 

different group of subjects. Perhaps, COVID-19 had an impact on the individuals' perception that 

they did not have control over using telehealth. In many instances, physicians were requiring 

patients to use telehealth during this period.  

Study method and design limitations are considered when interpreting any research results. Data 

for this study was collected with a Qualtrics Survey Service online survey instrument on a general 

population. Survey data is self-reported data and has an inherent bias that makes it less reliable 

than measured data. Specifically, respondents may underreport or overreport their reactions. They 
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may not accurately judge the severity of the security threat or the privacy issue. Second, while 

efforts were made to remove those who appeared to be rushing to get through the survey, 

respondents may have randomly selected answers due to survey fatigue. Another limitation is that 

study data was only collected from an online survey. 

Another limitation is the population sample size. The 194 individuals who responded to the survey 

were sufficient. However, larger sample sizes might have provided a better approximation of the 

population due to the reduction in the standard error. The respondent demographic mix must also 

be considered. Respondents were distributed evenly per age, employment field, and other fields as 

shown in Table 1. 

Future research could explore other factors that might influence individuals to continue to use 

telehealth. One may also want to explore why perceived behavioral control was not significant. 

Perceived behavior control might be significant if broken into perceived difficulty or self-

efficacy were used. Additionally, since fears of COVID-19 have lessened, future studies should 

determine individuals’ intentions to use telehealth or to continue to use telehealth, especially 

after this pandemic ends. Future research could include asking patients if they have any concerns 

about accurate diagnosis and the completeness of their physical examination when the provider 

uses telehealth versus in-person patient visits where the provider can conduct a hands-on 

examination. 

Conclusion 

The goal was to examine the factors that influence individuals to use telehealth. The study results 

indicated that privacy, security, attitude, subjective norm, and usefulness were important predictors 
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of the continuance intention of telehealth. While perceived behavioral control was not significant 

in this case, the significant factors might best explain the continuance intention of telehealth. 

Security initiatives for telehealth should include technology and human factors. Most telehealth 

visits are conducted remotely, or private information is sent through a secured format to the users 

over the internet using encryption or other security measures. Perhaps, healthcare organizations 

should educate users on security protocols when inviting individuals to telehealth sessions. The 

information can discuss ways to keep the session private as well as how to ensure the security of 

the individual’s computing device during the session. 

Telehealth can provide many benefits, especially in the remote management of chronic diseases. 

However, privacy and security concerns of healthcare consumers create barriers to telehealth use 

that must be reduced to facilitate repeated telehealth usage in future healthcare settings. 
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Appendix A 

Survey Questions on Telehealth Use 

Construct Variable Description 

Demographics Age Age in years 

 EdLvl Highest level of education completed 

 gender Gender 

 EmpStat How would you describe your employment status? 

 EmpIndustry What is your occupation? - Selected Choice 

 Income Household income level 

 PCP Do you have a primary care physician? 

 DocReg Do you regularly see a doctor? 

 CovidTelImpact COVID-19 has changed how I plan to use telehealth. 

 UseTH Have you used telehealth? 

Attitude 

Att1 

My experience using telehealth to visit with my physician 

is positive. 

 Att2 Using telehealth to visit with my physician is valuable. 

 

Att3 

Using telehealth to visit with my physician allowed me to 

avoid getting COVID-19. 

 Att4 Using telehealth to visit with my physician was beneficial. 

 Att5 Using telehealth to visit with my physician was important. 

 Att6 Using telehealth to visit with my physician was satisfying. 

Perceived 

Behavioral 

Control PBC1 I have the necessary resources to use telehealth. 

 PBC2 I have the ability to use telehealth. 

 

PBC3 

I used telehealth because I am knowledgeable about the 

technology needed. 

 PBC4 I used telehealth because it was entirely within my control. 

Subjective 

Norm SubNorm1 I used telehealth because my physician suggested I use it. 

 

SubNorm2 

I used telehealth because a healthcare professional 

suggested I use it. 

 SubNorm3 I used telehealth because a friend suggested I use it. 

 

SubNorm4 

I used telehealth because a family member suggested I use 

it. 

 

SubNorm5 

I used telehealth because someone in my physician's office 

suggested I use it. 

Usefulness Useful1 I used telehealth because I could use it after business hours. 

 

CUseful1 

I used telehealth when my physician was closed due to 

COVID-19. 

 Useful2 I used telehealth even when I can’t go to the provider. 

 Cuseful2 I used telehealth to avoid being exposed to COVID-19. 
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CUseful3 

COVID-19 made telehealth a useful way to see my 

physician. 

 Useful3 I used telehealth anytime I can't go to the doctor's office. 

 Useful4 I benefitted from using telehealth. 

 Useful5 The advantages of telehealth outweigh the disadvantages. 

 

CUseful4 

Telehealth was a convenient way to meet with my 

physician during COVID-19. 

Privacy Beliefs 

Private1 

I believe that the information provided at a telehealth 

session is kept private. 

 

Private2 

When I share information during a telehealth session, it will 

be kept private. 

 

Private3 

When using telehealth, one is able to share information 

since it will be kept private. 

 

Private4 

I feel comfortable sharing information at a telehealth 

session because I know it is kept private. 

Security 

Concerns Secure1 

I do not feel my health information is secure when using 

telehealth. 

 

Secure2 

I use telehealth because I feel that my protected health 

information is kept secure. 

 

Secure3 

I do not perceive that my health information is secure when 

using telehealth. 

 

Secure4 

I am worried that others can access my health record when 

using telehealth. 

Continuance 

Intention 
Continuance 

Intention 1 I intend to continue to use telehealth. 

 Continuance 

Intention 2 I plan to continue to use telehealth. 

 Continuance 

Intention 3 

Even after COVID-19 is no longer a threat, I will continue 

to use telehealth. 

 Continuance 

Intention 4 I will use telehealth again. 

 Continuance 

Intention 5 

Since the COVID-19 virus (coronavirus) makes it hard to 

see my physician, I will continue to use telehealth. 
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Appendix B  

Factor Loadings and VIF 
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Att1 0.74 0.35 0.32 0.34 -0.27 0.09 0.52 1.94 

Att2 0.86 0.55 0.50 0.45 -0.37 0.17 0.65 2.71 

Att4 0.90 0.60 0.56 0.55 -0.42 0.14 0.69 3.27 

Att5 0.77 0.45 0.47 0.39 -0.35 0.15 0.58 1.90 

Att6 0.86 0.53 0.59 0.41 -0.40 0.18 0.62 2.62 

ContinuanceIntention 1 0.56 0.92 0.45 0.49 -0.42 0.28 0.64 4.55 

ContinuanceIntention 2 0.63 0.93 0.49 0.56 -0.49 0.26 0.69 4.71 

ContinuanceIntention3 0.49 0.86 0.43 0.44 -0.33 0.29 0.54 2.66 

ContinuanceIntention 4 0.51 0.88 0.40 0.55 -0.52 0.23 0.62 2.99 

ContinuanceIntention 5 0.47 0.80 0.40 0.45 -0.35 0.30 0.56 2.05 

PBC1 0.43 0.31 0.71 0.35 -0.35 0.02 0.36 1.43 

PBC3 0.47 0.42 0.88 0.39 -0.29 0.29 0.42 1.95 

PBC4 0.55 0.47 0.84 0.43 -0.32 0.28 0.51 1.55 

Private1 0.48 0.49 0.46 0.88 -0.61 0.02 0.58 2.48 

Private2 0.43 0.46 0.39 0.84 -0.55 0.05 0.53 2.14 

Private3 0.36 0.38 0.33 0.76 -0.37 0.08 0.43 1.74 

Private4 0.46 0.55 0.40 0.87 -0.63 0.12 0.56 2.19 

Sec2Rev -0.56 -0.63 -0.53 -0.70 0.72 -0.19 -0.65 1.06 

Secure1 -0.12 -0.17 -0.06 -0.30 0.72 0.33 -0.15 2.34 

Secure3 -0.15 -0.14 -0.15 -0.33 0.76 0.32 -0.20 2.47 

Secure4 -0.21 -0.17 -0.11 -0.36 0.78 0.42 -0.24 2.75 

SubNorm2 0.15 0.23 0.14 0.08 0.02 0.57 0.07 1.03 

SubNorm3 0.12 0.27 0.25 0.06 0.20 0.88 0.15 3.34 

SubNorm4 0.14 0.20 0.22 0.04 0.20 0.85 0.14 3.32 

Useful4 0.76 0.64 0.52 0.60 -0.52 0.16 0.87 1.99 

Useful5 0.57 0.61 0.45 0.42 -0.34 0.13 0.81 1.78 

CUseful3 0.55 0.50 0.42 0.54 -0.42 0.15 0.79 1.73 

CUseful4 0.52 0.52 0.33 0.49 -0.41 0.05 0.81 1.92 
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